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Abstract—1t has recently been shown that the evolution of a
linear Partial Differential Equation (PDE) can be more conve-
niently represented in terms of the evolution of a higher spatial
derivative of the state. This higher spatial derivative (termed the
‘fundamental state’) lies in L, - requiring no auxiliary bound-
ary conditions or continuity constraints. Such a representation
(termed a Partial Integral Equation or PIE) is then defined
in terms of an algebra of bounded integral operators (termed
Partial Integral (PI) operators) and is constructed by identifying
a unitary map from the fundamental state to the state of the
original PDE. Unfortunately, when the PDE is nonlinear, the
dynamics of the associated fundamental state are no longer
parameterized in terms of PI operators. However, in this paper
we show that such dynamics can be compactly represented
using a new tensor algebra of partial integral operators acting
on the tensor product of the fundamental state. We further
show that this tensor product of the fundamental state forms
a natural distributed equivalent of the monomial basis used
in representation of polynomials on a finite-dimensional space.
This new representation is then used to provide a simple SDP-
based Lyapunov test of stability of quadratic PDEs. The test is
applied to three illustrative examples of quadratic PDEs.

I. INTRODUCTION

In this paper, we consider the problem of representa-
tion and stability analysis of quadratic Partial Differential
Equations (PDEs). Quadratic PDEs are frequently used to
model physical processes, including fluid dynamics (e.g.
Navier-Stokes), population growth (e.g. Fisher’s equation),
and wave propagation (e.g. Korteweg-de Vries). However,
certain aspects of the standard PDE representation of such
nonlinear systems present difficulties when applied to the
problems of analysis and simulation. For example, consider a
modified version of Burger’s equation with Dirichlet Bound-
ary Conditions (BCs),

u(t, 8) = uss(t, s) + ru(t, s) — u(t, s)us(t,s), se€l0,1],
u(t,0) =0, u(t,1) =0, (D

wherein we added a reaction term ru(t, s) to the dynamics.
To verify stability of this system, we can use the candidate
Lyapunov Functional (LF) V(u) = 3|ul7, > 0. Using
integration by parts, and invoking the BCs, it can be shown
that the derivative of this LF along solutions to the PDE is
V(u) = rllullZ, — [lus||Z,. Then, for any r < 72, it can be
proven that this derivative satisfies V' (u) < 0, thus certifying
stability of the system [1]. However, verifying that V (u) < 0
for r € (0,7?) is not trivial, as it necessitates deriving some
upper bound on the norm of u in terms of the norm of
its derivative u,, invoking e.g. the Poincaré inequality. In
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this manner, the representation of the system dynamics as a
(polynomial) function of u, ug, and uss complicates the task
of verifying suitability of even a simple, fixed LF candidate
V() = Ll

Similarly, suppose that we adjust the BCs, imposing e.g.
a Neumann condition u,(t,1) = 0. In this case, despite the
fact that neither the gradient VV (u) nor the expression for
(t) is changed, the derivative V(u) = VV (u)u no longer
satisfies V(u) = 7[|ul|?, — |lus||3, along solutions to the
system. More generally, it is unclear how the BCs affect
stability properties of the system, and how we can account
for them in testing fitness of any LF candidate.

Because of these difficulties associated with verifying suit-
ability of LFs for nonlinear PDEs, most prior work focuses
only on limited classes of PDEs with specific BCs, proving
results only for the particular system under consideration. For
example, extensive research has been done deriving stability
conditions for Navier-Stokes equations [2]-[5], commonly
expanding solutions using e.g. a Galerkin basis, and proving
decay of a LF using Sum-Of-Squares (SOS) techniques.
Similarly, stability of the Kuramoto-Sivanshinsky Equation
was studied in [6], assuming periodic BCs, and verifying
negativity V(u) < 0 of a quadratic LF using discretization.
However, these results apply only to specific PDEs, offering
limited insight into how to test stability of other nonlinear
systems.

Prior work studying more general systems includes [7],
deriving a Linear Matrix Inequality (LMI) stability test for a
class of wave equations wuy; = uss + f(u,s,t), assuming
a bound f(u,s,t) < g on the nonlinear term. Similarly,
stability of classes of 2nd order, parabolic PDEs is analysed
in [8]-[11], e.g. deriving polynomial positivity conditions for
verifying stability of such systems. However, these results too
are limited in their applications, and the proposed stability
conditions may be challenging to enforce in practice.

Alternatively, the authors of [12]-[14] propose the use of
moment methods for analysis of nonlinear PDEs, testing
bounds on e.g. energy functionals V'(u) = |lul[7, using
Semidefinite Programming (SDP). In order to obtain such
bounds, these works study a dual formulation of the PDE
system, attempting to use properties of this dual representa-
tion to derive properties of the original PDE. However, an
intuitive algorithm applying these techniques to test stability
of general PDEs has not yet been developed.

In order to construct a comprehensive framework for
testing stability of nonlinear PDEs, in this paper, we illustrate
how the main obstacle prohibiting the construction of such a
framework is the PDE representation itself. In particular, as



noted, the representation of the PDE dynamics in terms of a
polynomial function of not only the state w but also its deriva-
tives (us, Uss, . . .) makes it difficult to verify V' (u) < 0 for
any candidate LF V' (u), in general. Moreover, the presence
of BCs in the PDE representation further complicates such
analysis, as any LF need only satisfy V(u) < 0 for solutions
u satisfying the BCs. A more suitable representation of
distributed-state systems, then, should ideally satisfy the
following two properties:

1. The system dynamics should be represented as a poly-
nomial function of only a single distributed state v(t) € Lo.

2. The representation should not impose any auxiliary
constraints on the state v(t), i.e. should be free of BCs and
continuity constraints.

In this paper, we show how, for scalar-valued, quadratic,
1D PDEs, we may derive an equivalent representation satis-
fying both of these conditions, termed the quadratic Partial
Integral Equation (PIE) representation.

II. PROBLEM FORMULATION
A. Notation

For a given domain 2 C R%, let L}[Q] and L, [€2] denote
the set of all R™-valued square-integrable and bounded func-
tions on (2, respectively, where we omit the domain when

clear from context. For k£ € N, define Sobolev subspaces
H' Q] of L3[Q] for @ C R as

HP[Q] ={ve L[] | 0veLy[Q], Va € N: a< k},

where we write 0Yv = %v, and where we similarly omit
the domain when clear from context.

B. Objectives and Approach

We consider the problem of representation of nonlinear
PDEs and parametrization of quadratic (and non-quadratic)
forms on a distributed state-space. In particular, suppose we
are given a scalar 2nd order quadratic PDE of the form

u
Us

ug(t,s) = c(s)” u;; (t,s),

Uls

ul

PDE: € la,b], (2

with linear boundary conditions of the form

u(a)
u(t) € Xgla,b] := {u € Hsla,b] ‘ B [“‘f&‘;)} = 0}, 3)
us ()
parameterized by {c, B} € L§[a,b] x R?*4.

The goal of this paper is to create a unified representation
of this class of PDEs (extending to higher-order PDEs) and to
verify the existence of quadratic Lyapunov functionals which
prove stability of such systems. To create such a unified
representation and parametrization, in Section III, we will
first use the BCs to express the distributed state, u € Xp,
in terms of its highest order derivative, v := ugs € Lo —
constructing the linear map, 7 : v ~ u so that u = T0%u
and v = 92T v. This mapping is referred to as the Partial

Integral (PI) transformation, and has already been studied
extensively in the context of linear PDEs [15].

Equipped with this PI transformation, we will show in
Section V that any such quadratic PDE (including higher-
order PDEs) can be represented as

O Tv(t) = Av(t) + Blv(t) @ v(t)]. 4)

where [v(t) ® v(¢)](0,n) = v(t,0)v(t,n) is the tensor
product of v(t) € Ls[a, b] with itself and defines a distributed
monomial basis on Ls[a,b]. Although the focus of this
paper is on quadratic PDEs, this representation can also be
extended to cubic or higher degree PDEs by inclusion of
higher degree monomials such as v(t) ® v(¢) ® v(t). The
operator A, meanwhile, is a PI operator, which for simplicity
can take the form

(vt = [

s b
Aq(s,0)v(t,0)do +/ As(s,0)v(t,0)db.
Accordingly, the operator B is a tensor product of PI oper-

ators, taking the form

s 0

(Bw)(t,s) = / Qu(s,0) R (s, m)w(t, 0,m)dndo
b ps

+// Q2(s,0)Ra(s, m)w(t,0,n)dndo

b 0
+ / / Qa(s,6)Rs(s, n)w(t, 0, n)dndo.

Next, in Section VI, we show that for a quadratic Lyapunov
functional of the form V' (v) = (Tv,PTv) (where P is a
PI operator decision variable and v € La[a, b]) the derivative
of this LF can be represented as

e o v| |A*PT+T*PA T'PB v
(V)i vRv|’ B*PT 0 VRV . :
2

Exploiting the algebraic closure of our class of tensor prod-
ucts of PI operators, we show how to take a quadratic form
such as (v, 7*PB[v ® v]) and convert it to a corresponding
linear representation so that

(v, T"PBlv@v]);, =Kveavav]

Finally, to test stability of a PDE, in Theorem 12, we enforce
negativity of A*PT +7T*P.A along with the constraint K =
0, thus ensuring V(v) < 0 for all v € Lo. This approach
is applied to verify stability of three commonly encountered
scalar quadratic PDEs in Section VIIL.

III. A MAP FROM FUNDAMENTAL STATE TO PDE STATE

In this section, we show how a suitably well-posed
quadratic PDE of the form given in (2) and defined in
terms of spatial derivatives of the variable w(t,s) can be
equivalently represented in terms of spatial integrals of the
variable uss(t,s). The advantage of such a representation
will be that it is more compact, defined only using bounded
integral operators, and is free of auxiliary constraints in the
form of boundary conditions and continuity constraints (i.e.
uss(t) € Lo whereas u(t) € Xp). To begin, we recall the
standard definition of a Partial Integral (PI) operator [16].



Definition 1 (Algebras of PI Operators: 113,115): For a
given domain, [a, b], we define the parameter space

N3 == Loo[a,b] x La[[a, b]?] x La[[a, b]?],
and its subspace
Ny := Ly[[a, b]?] x Ly[[a, b]?].

Then, for any R := {Rp, Ri,R2} € N3, we define the
associated operator R := Py, r, r,} for u € La[a,b] as

s b
(Ru)(s) = Ro(s)u(s)+/R1(s,9)u(9)d9+/R2(s,9)u(9)d9.
We say R € 13 if R = Pipy R, R,y for some
{Ro,Rl,RQ} c Ng and R € Il if R = P{O,Rl,Rg} for
some {Ry, Ra} € N>. For convenience, we say that R is a
3-PI operator if R € II3 and a 2-PI operator if R € Il,.

Defining the 3-PI and 2-PI operators in this manner, it
has been shown that both II, and II3 (and by extension
N2, N3) form *-algebras, being closed under summation,
composition, scalar multiplication, and adjoint with respect
to Lo. We refer to [15] for explicit parameter maps defining
these operations.

Consider now solutions « of a second order quadratic PDE
of the form in (2). Since, at any time ¢ > 0, u(t) € Xp C Ho
is only twice spatially differentiable, the second-order spatial
derivative of this solution need only satisfy wuss(t) € Lo
and hence is free of any continuity constraints or boundary
conditions. We refer to this state v(t) := wuss(t) as the
fundamental state associated to the PDE, defining a map
from the PDE state space X p to the fundamental state space
L, by the differential operator 83 : Xp — Ls. Then,
assuming the boundary conditions to be sufficiently well-
posed (e.g. excluding periodic boundary conditions), we can
define an inverse map 7 : Lo — Xp by a 2-PI operator 7.
In particular, we recall the following result from e.g. [15].

Lemma 2: Let Xp be as defined in Eqn. (3) for some
B € R?>** which satisfies the well-posedness conditions
as given in Defn. 9 in [15]. If 7, R € Il are as defined
in [15] then for any u € Xp,

u = Tug, and us = Rugg.
Proof: We refer to Thm. 10 and Thm. 12 in [15] for
a proof, as well as for explicit formulae mapping the matrix
B to operators 7 and R. ]

Using this lemma, we can express both the PDE state u(t)

and its derivative uy(t) in terms of the fundamental state

v(t) = uss(t) as u(t) = Tv(t) and us(t) = Rv(t).

Substituting these relations into the PDE (2), we find that
if u satisfies the PDE, then v satisfies

(Tv)

(Rv)

_ T v

O (Tv)(t,s) = c(s) (TV)(TV)

(Tv)(Rv)

(Rv)(Rv)

where v(t) € Lo at each ¢t > 0 is free of boundary conditions

and continuity constraints. Moreover, in this representation,

(t,s), s€la,b], (5)

the dynamics are expressed as a quadratic function of
only the fundamental state v(¢) and PI operators applied
to this state. In the following section, we show how this
quadratic function can be expressed more compactly in a
linear format CZ5(v(t)), by defining a suitable basis of
monomials Zs(v(t)) in the state v(t), and an associated class
of operators C acting on this monomial basis.

Example: Suppose that u(t,s) for s € [0,1] satisfies
Burgers’ equation with Dirichlet boundary conditions, so that

PDE:
BCs:

ug(t, s) = vugs(t, s) — ult, s)us(t, s), (6)
u(t,0) =0, u(t,1) = 0.

For any v € L5[0,1], let 7, R € II5 be defined as

(Tv)(s) = /Os[s —1)ov(6)do +/ 5[0 — 1]v(0)d0,
(Rv)(s) := /OS 6v(6)do —l—/ [0 —1]v(0)d6. (7
Now, if we define the fundamental state as v(t) := uss(t),

then u(t) = Tv(t) and us(t) = Rv(t). Furthermore, v
satisfies

0:(Tv(t)) = vv(t) — (Tv(1)(Rv(t)). (8)

Conversely, if v(t) satisfies (8) and u(t) = Tv(t), then
u(t, s) satisfies Eqn. (6) for all s € [a, b].

IV. POLYNOMIAL REPRESENTATION ON A DISTRIBUTED
STATE

In the previous section, we showed how a quadratic, 2nd
order PDE of form as in (2), defined using state u(t) can
be equivalently represented in terms of Eqn. (5), defined
using the ‘fundamental’ state v(t) = us4(t). However, the
expression for the dynamics of v in Eqn. (5) is not suitable
for the purpose of computational stability analysis — being
defined using terms such as (7v)(Rv).

To illustrate the difficulty posed by terms such as
(Tv)(Rv) in testing stability of systems as in (5), let us
briefly recall the problem of computational stability analysis
of nonlinear ordinary differential equations (ODEs). When
the vector field, f, is polynomial of degree d, the ODE may
be uniquely represented as & = f(x) = AZy(x), where
Zq4(x) is the vector of monomials in state z € R™ of degree d
or less. Additionally, positive quadratic Lyapunov functions
may be parameterized as V(z) = a7 Pz, where P > 0
is a positive matrix variable. The time-derivative of this
Lyapunov function is then V(z) = 2T PAZ,(z) for which
we can enforce negativity using the equality constraint

2T PAZy(z) = —Z,(2)' QZ, (), ©)

where () is likewise a positive matrix variable, and g = %.
However, enforcing this constraint is made problematic due
to the fact that expressions of the form 7 PAZ,(x) and
Z,(2)TQZ,(z) are not unique — i.e. there exist Q # 0 such
that Z,(x)"QZ,(x) = 0. Therefore, in order to enforce the
constraint in (9), we must first convert this expression to the
linear representation C'Zy11(z) = 0, which is unique.



Returning now to the distributed-state system in (5), we
likewise want to derive a linear representation CZ;(v) of
terms such as (7v)(Rv). In order to define this linear rep-
resentation, however, we first have to define a suitable basis
of monomials Z4(v) on distributed states v € Ly, which
we do in the following subsection. In the next subsection,
we then define a suitable class of operators II52 and a map
T X R+ C € Iy so that (Tv)(Rv) = CZy(v), allowing
us to express each of the quadratic terms in (5) in a linear
format.

A. Monomial Basis on a Distributed State

In order to define a suitable monomial basis for poly-
nomials on a distributed state v € Lsa,b], let us first
consider what such a basis looks like for a discretized state
v = [vl vn}T = [v(sl) V(Sn)]T € R™. For
this vector v € R™, the basis of monomials Z5(v) of degree
2 in v consists of each of the independent variables v;, as well
as any product v;v; of these variables for ¢,j € {1,...,n}
— i.e. the unique terms in the Kronecker product v ® v.
Extending the vector v € R™ to a function v € Ls[a,b],
we now have that v(s;) and v(s;) are independent variables
for any s;,s; € [a,b]. Thus whereas in finite dimensions,
the independent variables are indexed by ¢ € {1,...,n}, for
functions on Ls|a, b], every point s € [a, b] defines an inde-
pendent variable. Accordingly, the degree one monomials in
infinite dimensions would simply be the function v(s), where
we have made the continuum extension v; — v(s). Likewise,
for the monomials of degree 2, the products v;v; may be
naturally extended to infinite dimensions as v(s)v(f), for
s,0 € [a,b]. We may denote these monomials compactly
using the tensor product (v ® v)(s,0) = v(s)v(d), so
that this tensor product v ® v € Ls[[a,b]?] is the func-
tional equivalent of the homogeneous degree 2 monomial
basis. Generalizing this to arbitrary degrees, the functional

equivalent of the homogeneous degree d € N monomial
d factors

——~
basis becomes v ® - - - @ v € La|[a, b]?], and any distributed
polynomial of degree d in v may be expressed in terms of

the basis
v

VRV
Zy(v) =

d factors

———

We refer to this basis as the degree d distributed monomial
basis in v. In the following subsection, we show how we
may represent quadratic polynomials (7v)(Rv) in a format
Q(v®wv) that is linear in the degree 2 distributed monomial.

B. Tensor Products of 2-PI Operators

Having defined a monomial basis for distributed states in
terms of tensor products of this state, we now show how
we may similarly define a tensor product of 2-PI operators,
so that we may express e.g. (7v)(Rv) in the linear format
(T ® R)(v @ v). To motivate this class of operators, let us
again recall the linear representation of scalar polynomials on
a finite dimensional state, z € R"™. In particular, suppose we

are given two such polynomials, t(z) = ¢ Z4(z) and r(z) =
cl'Zy(x), and want to construct a linear representation of
t(x)r(z). Such a linear representation is readily computed
using the Kronecker (i.e. tensor) product of ¢; and c, as

t(a)r(x) = (¢ ®@ ¢r)(Za(x) ® Za(x)).

The goal of this subsection is to define the distributed
equivalent of this formula, where now ¢ and r are the dis-
tributed polynomials (albeit linear) 7v and Rv, and where
the 2-PI operators 7 and R are the distributed equivalent of
the vectors ¢, and c¢;. Specifically, we define a space Il,2,
consisting of the tensor product of 2-PI operators so that
Q=T ®R for some T,R € I, implies Q € Ily2.

To illustrate the notion of tensor product for 2-PI operators,
consider 7 = Pyo, 1, 1) € 2 and R = Pyo g, r,} € la.
Then we can express the product (7v)(Rv) in terms of
[v®@v](0,n) =v(0)v(n) as

(T)(5)(Rv)(s) = / / T, (s,6) Ra (5,7)v(6)v (1) ddf

a

b ps ¢
4 / / T (s,0) Ra (s,m)v(0)v () dndf (10)

s rb
+ / / Ty (s,0) R (s,m)v(8)v(n) ddf

+ / / Ty(s,0) Ra (s, m)v(0)v(n)dndd = (Qvav])(s),

where Q is again a partial integral operator. Clearly, however,
this new PI operator Q@ € Ily2 (defined on v ® v €
Ls[[a, b]?]) has a structure which is distinct from that in TI,
and II3. Instead, Q belongs to a class of “tensor product PI
operators”, which we define as follows.

Definition 3 (Class of Tensor Product PI Operators, 1ly2):
For a given domain, [a,b], we define the parameter space

Na2[a,b] = Lao|[a,b]*] x La[[a,b]®] x La|[a, b]%].

Then, for any Q := [Q1,Q2,Q3] € N2, we define the
associated PI operator Q := P[Q] for w € La[[a,b]?] as

(Qw)s) = [ ’ [ Qi(s.0.0yw(.m)dnas

b ps b pr0
4 / / Qa(5, 0, )W (0, 7)dndo -+ / / Qs(s, 0, m)w (0, )dndo.

Finally, we say that Q € IIy2 if @ = P[Q)] for some Q :=
[Q1,Q2, Q3] € Naz.

We remark that the structure in this definition is slightly
different from that of the operator Q defining the product
Q[vav] = (Tv)(Rv) in (10). However, we can convert the
representation in (10) to one of the form in Defn. 3, defining
amap T ®R — Q € Iy such that (Tv)(Rv) = Q[vav].

Definition 4 (Tensor Product of PI Operators: T @ R):
For any 7 = Pr,y € Il and R = Pg,; € Il where
T := {Tl,T2} S NQ and R := {Rl,Rg} S NQ, we say that
Q=T®RIif Q=P[Q]. where Q := [Q1, Q2. Qs] € Nz
is such that for all s,8,7 € [a, b],

Q1(s,0,n) :=T1(s,0)Ry1(s,m) + T1(s,n)R1(s,6),
QQ(Sa 03 77) = TQ(S, H)Rl(sa 77) + Tl(sa W)R2(5> 9)7
Q3(s,0,n) :=Ta(s,0)Ra(s,n) + Ta(s,n)Ra(s,0).



Proposition 5: For any T,R € Il and v € Ly[a, b], we

have (Tv)(Rv) = ((T ® R)[v ®]).
Proof: The proof follows by splliting e.g.

(Pery03v) (8) (Pray opv)( /S/éTl (s, 0) R (s, n)v(6)v(n)dndo
= /S/ T1(s,0)R1(s,n)v(0)v(n)dndb

+ [ 1166 0)Rs (s mv(O)vln)dnds,
a Jo
and invoking the identity

s prs s r0
/ / F(s,0,n)dndo :/ / F(s,n,0)dnde.
aJo aJa

A full proof is given in Appx. A of the extended version of
this paper [17]. [ ]

(1)

V. A PIE REPRESENTATION OF QUADRATIC PDES

We now return to the quadratic representation of the
evolution of v := w4, given in (5), of solutions u of the PDE
in (2). Using the distributed monomials and tensor products
of PI operators defined in the previous section, we can now
represent each of the quadratic terms in the PDE in terms
of the monomials of v — i.e. v ® v. Specifically, suppose
that ¢ = [co c5]T € L$[a,b], and for each c;,
denote the associated multiplier operator as M,,, so that
(M, v)(s) = ci(s)v(s). The goal of this section is to show
that the evolution of v := wu,s is governed by a quadratic
PIE of the form

PIE: 0, Tv(t)=Av(t) + Blv(t)®v(t)], (12)
where A € II3 and B € I, are given by
A= Mg T+ MR+ M,,, (13)

B=Mc[TRT|+ M, [T ®R]+ M [RSR].

We note here that the fact that II52 is closed under compo-
sition with multiplier operators is relatively clear, but is also
stated formally in Prop. 9 in the next section.

To show that v := wug, satisfies the quadratic PIE in
Eqgn. (12), we first give a definition of solution of both
quadratic PDEs and quadratic PIEs. Then, in Lemma 8, we
show that w is a solution of the quadratic PDE if and only
if v := ugs is a solution of the quadratic PIE, and that the
mapping between solutions is bijective.

Definition 6 (Classical Solution to the Quadratic PDE):
For a given initial state ug € Xp, we say that u is a
classical solution to the quadratic PDE defined by { B, c} if
u is Frechét differentiable, u(0) = ug, and for all ¢ > 0,
u(t) € Xp, and u(t) satisfies (2).

Definition 7 (Classical Solution to the Quadratic PIE):
For a given initial state vy € Lo, we say that v is a classical
solution to the quadratic PIE defined by {7, [A, B]} if v is
Frechét differentiable, v(0) = vy, and for all ¢ > 0, v(t)
satisfies (12).

The following lemma proves that there exists an invertible
map between classical solutions to the PDE (2), and classical
solutions to the associated PIE (12).

Lemma 8: Suppose that ¢ = [co (35]T € L§ and
B € R?** gatisfies the well-posedness conditions of Defn.
9 in [15], and let the associated operators 7, R € Il be as
defined in Lemma 2. Define the operators A € II3 and B €
II52 as in (13). Then, v is a classical solution to the quadratic
PIE defined by {7, [A, B]} with initial state v, if and only if
u := T v is a classical solution to the quadratic PDE defined
by {B,c} with initial state uy := Tvg. Conversely, u is
a classical solution to the quadratic PDE defined by {B, ¢}
with initial state ug if and only if v := 9%u is a classical
solution to the quadratic PIE defined by {7, [A,B]} with
initial state vo := 92uy.

Proof: The proof follows by substitution of the relations
(u,us,uss) = (Tv,Rv,v) into the PDE representation
in (2), and applying Prop. 5 to express e.g. c4(TVv)(Rv) =
M, [T @ R][v ® v]. A full proof is given in the extended
version of this paper [17]. [ ]
We remark that, although the results here apply only to
second order PDEs, the methodology naturally generalizes
to Nth order quadratic PDEs as well. In particular, in this
case, we may define a fundamental state as v(t) = 0N u(t),
and prove that there exists PI operators R; € Il such that
dlu = R;v for all j € {0,..., N — 1}. Substituting these
relations into the PDE, we can then use the tensor products
to express (R;v)(R;v) = (R; ®R;)(v®v), combining the
different terms to obtain a PIE representation as in (12).

Example: To illustrate the quadratic PIE representation,
suppose that u is a solution of Burgers’ equation as defined
in Eqn. (6). Define 7, R € Il; as in (7), and define B € Il,2
for w € Ly[[0,1]?] as

(Bw)(s) = —((T ® R)w)(s)

// [s — 1]6nw(0,n)dndo

-/ / (25 — 1)[0 — 1w (6, 7)ddo

1,0
- / / 2s[0 — 1][n — 1]w(6, n)dndb.

Then v := ug, is a solution of the quadratic PIE given by

O Tv(t) =vv(t) + B[v(t) @ v(t)].

PIE:

VI. A STABILITY TEST FOR QUADRATIC PDES

In the previous sections, we showed that by constructing a
basis of distributed monomials on Lo and by representing the
dynamics of the PDE using the fundamental state (which lies
in Ly), we may propose a compact and universal represen-
tation of a class of quadratic PDEs using two PI operators,
A and B, where A € Il3 is a 3-PI operator and B € Il52 is
a linear combination of tensors products of 2-PI operators.
Based on this representation, in this section, we propose a
simple stability test using only quadratic storage functions.
While such a stability test is necessarily conservative, it is
sufficient to verify stability of many common quadratic PDEs
and may be later extended to non-quadratic storage functions.



Specifically, we would like to verify the existence
of a quadratic Lyapunov functional of the form
V(u) = (u,Pu),, = (Tv,PTv),,, where P = P* € I3
is positive with respect to Lo. If v(t) satisfies the dynamics
of the quadratic PIE in (12), then
V(Tv(t) = (O TV (t), PTV(t)), +

(Tv(t), P(O:Tv())L,

~(lvwovg) [ TET T T [wwents))

Since it can be shown that v and v®v are linearly indepen-
dent, we have that V(Tv) < 0 for all v € Ly if and only if
Q= [A"PT + T*PA] 20 and (v, T*PBv®Vv]); =0
for all v € L, (see the extended version of this paper
for a proof [17]). Since A, P, T are standard PI operators,
the first constraint @ =< 0 may be enforced using existing
functionality of the PIETOOLS software suite [18].

Concentrating on the condition (v, 7*PB[v ® v]), =0,
then, we first show that the set II52 of tensor products of PI
operators is closed under composition with a 2-PI operator
— so that 7*,P € Il and B € [152 implies 7T*PB € Il,-.

Proposition 9: Let Q = P,y € Il3 and B = P[B] €
IIy2 be defined by parameters Q = {Qo, @1, Q2} € N3 and
B = [By, By, B3] € Na2. Define G := P[G] € Il52, where
G := [G1, G2, G3] € Ny2 is given by

n ]
Gi(s,0,m) = / Ris (s, ¢, 0,m)dC + / Ria(s, ¢, 0,m)dC

n

s b
+ / Rix (s, ¢, 0,m)d¢ + / Rox (5., 6,m)dC + Qo(s)Bi (s, 6, 1),
0 s
Galss0.n) = | "Ria(s, ¢, 6,m)dC + / “Rus(s,C,0,m)dC
a n
0 b
+ / Roa(s,,0,m)d¢ + / Rox(5,C.0,m)dC + Qo(s)Ba(s, 0,m),
s 7]
Ga(s,0,1) = / Rus(s, ¢, 0,m)dC + / Raa(s, C, 0, n)dC
9 a b S
+ / Roa(s,C, 0, m)d¢ + / Ron(s,.C, 6,n)dC + Qo(s)Ba(s, 0,1,
n ]

VvV € LQ,
(Q(Bv))(s) = (Gv)(s)-
Proof: The proof is given in Appx. B of the extended
version of this paper [17]. [ ]

Applying this result, we can define an operator
G = T*PB € [1Ily2, so that we may express
(v, T*PB[v & v]),, = (v.Glv & v]),,

Now, in order to enforce (v,G[v®v]), = 0, we note
that, in general, the quadratic representation of a polynomial
is not unique, and hence it would be conservative to simply
enforce the constraint that G = 0. To resolve this issue, in
Prop. 11, we show that for any G € II,2, the quadratic repre-
sentation of (v, G[v ® v]) can be converted to a linear rep-
resentation of the form Ky [G](vRvVRV) = (Vv,G[vRV]), ,
where the transformation G — Ky;,[G] is given in Defn. 10.
Since the linear representations are uniquely defined, we may
then enforce the constraint (v,G[v®v]); = 0 without
conservatism by requiring Ky;,[G] = 0.

B;(¢,6,m). Then, for any

Definition 10: For any G € Ily» where G = P[G] for
G = |G1,G2,G3] € Na2, we define the operator Ky [G] :
Ls[[a,b]?] — R as

b ps 0
Klin[g]w - / / / K(S, 9’77)“’(579777) dndedsa
where
K(S, 9» 7’) = Gl(sv 97 77) + G2(9, S, 77) + G3(71a S, 0)

Proposition 11: For any G € Il,2, we have
(v,Glvev]),, =Kinld][vevev]

for any v € La[a,b],
Proof: The proof follows by expanding

/ / / Gi1(s,0,m)v(s)v(0)v(n) dndbds
+// /a Ga(s,0,n)v(s)v(0)v(n) dndfds
[ L[ st mvioon anasis

and invoking e§ the identity in (11) to express all terms
using integrals [’ [ f A full proof is given in Appx. C of
the extended version of this paper [17]. [ ]

(v,Glvav]),

Applying these result, we can now declare an optimization
program for testing stability of a quadratic PDE as follows.

Theorem 12: Let { B, c} define a quadratic PDE as in (2),
and let associated PI operators {7, [A, B]} be as defined in
Lem. 8. Suppose that there exist €, > 0 and P = P* € Il
such that

P > el, (14)
Q:= [A"PT + T*PA| < =TT,
Kiin[T*PB] = 0.

Finally, let 4z = ||P||z,, - Then, any solution u(t) to the PDE
defined by {B, ¢} satisfies

I _s
)z, < ;IIU(O)H%ZG ut.

Proof: Consider the functional V' : Ly — R defined
for v € Ly as

V(v)=(Tv,PTv), > 6HTV||%2.
Since ||P||z,, = p, this function is bounded from above as
V(v) =(Tv,PTv)p, <l TV,

Now, let u be an arbitrary solution to the PDE defined by
{B, ¢}, and fix v := 9%u. Then, by Lemma 8, u = Tv, and
v is a solution to the quadratic PIE defined by {7, [A, B]}.
As such, the temporal derivative of V' along v satisfies

V(v(t) = (O Tv(t), PTv(t)), + (Tv(t), P(OTv()),,
_ V)] oy
=14 8l[vorts) PT “>L2

+<frv(t>,7>[fl BJ{ ()@38]>

_ v(t)| |[A*PT+T*PA T*PB
- < |:V(t)®V(t):| ) { B*PT ] [ t)yov( t)] >L2
)

L, +2(v(®), T"PBlv @)L,



Here, since Ky;,[T*PB] = 0, by Proposition 11 we have
(v(t)7T*PB[V(t)®V(t)]>L2:K1in[T*PB] [v(t)@v(t)®v(t)]=0.
[A*PT+T*PA] X —=6T*T, it follows that

(v(1), Qv(1)),, < >ﬁ2s—%ku»

Applying the Gronwall-Bellman inequality, we find that
V(v(D) < V(v()e i,

Since also Q) :=

V(v(t))= —0||Tv(t

and therefore
I _s
1Tv)ll7, < ;IITV(O)Ilize ut,
Finally, since u = T v, we conclude that

I _s
a1z, < ZluO)fz,e+".

VII.

Implementation of the stability test in Theorem 12 re-
quires certain functionality not implemented in PIETOOLS
2022 [18] (the current release). Specifically, PIETOOLS
2022 does not support PI operators of the class IIs2 —
i.e. the operator B. As a result, construction of the tensor
PIE representation and use of tensor PI equality constraints
requires significant expertise on the part of the user. While
we expect such functionality to be included in a future
release, for the purposes of this paper, we have created
a CodeOcean capsule which allows the user to declare a
limited class of quadratic PDEs and then automates the
process of construction of the tensor PI representation and
Semidefinite Programming (SDP)-based stability test [19].
An early version of this software was used to produce the
results in the following subsections.

NUMERICAL EXAMPLES

A. Burgers’ Equation
Consider Burgers’ equation on s € [0, 1], with an added
reaction term 7u(t, s), and Dirichlet boundary conditions:
PDE:
BCs:

u(t, s) = uss(t, s) + ru(t,s) —u(t, s)us(t, s),
u(t,0) =0, u(t,1) =0.

Let v(t) := uss(t) be the fundamental state, and define PI
operators 7, R € Ily as in (7) Then, u(t) = Tv(t) and

us(t) = Rv(t). We obtain an equivalent PIE representation
. _ _ v(t)
PIE: O, 7v(t) =1 +A7"'T (T® R)} {v(t) v t)} .
B

Applying the conditions of Theorem 12 with € = 1074,
§ = 1075, the proposed algorithm is able to find a Lyapunov
stability proof for any r < 9.8696 ~ 72, which corresponds
precisely to the bound obtained in [16] for the linearization
of Burger’s equation — i.e. where we neglect the uug term.

Before moving on to the next example, we note that it is
well known that the nonlinear term uwu vanishes when taking
the derivative of a candidate Lyapunov functional of the form
V(u) = |ull, = Tv||7,. ie. letting P = 1 in (14). To

illustrate this phenomenon in the tensor PIE representation,
note that, for r = 0, the functional V (v) = || Tv||7, satisfies

V)= (v, [T+ Tv)y, = (v, T[T @R]lvev]),,

Then, defining Ky, as in Proppsition 11, we find that
Kin(T*[T @ R]) = 0, and thus V(v) = (v, [T* + T]v) ..
Finally, a simple calculation yields 7* = T = —R*R <
0, so that V(v) = —2(Rv,Rv),; = —2|us]|?, < 0.
Of course, one could derive a similar result combining
integration by parts with the boundary conditions. However,
the advantage of the PIE framework is that such ad hoc ma-
nipulations are unnecessary due to the fact that the boundary
conditions are embedded in the operators 7 and R.

B. Kortweg-De Vries Equation

As mentioned in the previous example, the nonlinear
term uu, is well-known to vanish in the derivative of the
Lyapunov functional candidate V'(u) = [ju/|7, — as can be
proved using integration by parts. For this reason, we now
consider a modified version of the Korteweg-De Vries (KdV)
equation with a different type of quadratic term — u(s)?. The
equation is defined on s € [0,1] with Dirichlet-Neumann
boundary conditions,

PDE: u(t,s) = —usss(t, 8) + ult, s)[ru(t, s) + 6us(t, s)],
BCs: u(t,0) =0, u(t,1) =0, us(t,1) = 0.
Define the PI operators 7,R € II; for v € L3[0,1] as

1 1
(Tv)(s) = /%[ 1126%*v(0)d6 — /;[sz]QV(G)dG,

(Rv)(s)::/ s — 1]0%v/(6)d6 — /5—

Then, defining fundamental state v(t) := usss(¢) we have
u(t) = Tv(t) and us(t) = Rv(¢t). Imposing this relation in
the PDE, the system can be equivalently represented as

PIE: 8,7v(t) = {\—’1/ T @ (T +6R)] [ Et§®v( )} .
A B

Applying the conditions of Theorem 12 with € = 1074,
§ = 107°, the proposed algorithm is able to find a global
Lyapunov stability proof for any 0 < r < 4.6491.

Although the authors are unaware of any analytic results
for stability of the modified KdV equation, the numerical
algorithm for each value of r appears to converge to a
Lyapunov functional of the form

1 1 p1
V(u)=Co/ e%su(s)2d5+cl// e5(+0) 4 (s)u(8)dbds,

for constants Cy, C; > 0. Cons1der1ng the simpler Lyapunov
functional candidate V' (u) fo e%%u(s)%ds, it can be shown
that, along solutions to the PDE, the temporal derivative of
this functional is given by

w@=A:”H}mF—Tw@ﬂ“‘é%@?

Invoking the Poincaré inequality, stability can then be veri-
fied for r € [0,4.0017], though it is unclear how conservative
this bound is (see the extended version for more details [17]).



C. Kuramoto-Sivashinsky Equation

We now consider the Kuramoto-Sivashinsky Equation
(KSE). As in the previous example, we add a quadratic term
ru? to the dynamics, introducing a nonlinear term which
does not vanish trivially for quadratic Lyapunov functional
candidates. In particular, we consider a system of the form

U(t, ) = —ussss(t, 8) —uss(t, 8) —ult, s)[ru(t, s)+us(t, s)],
u(t,0)=u(t,1) = us(t,0) = us(t,1) = 0.
Define PI operators 7, R1, Rz € Il for v € L2[0, 1] as

(Tv)(s) = — /O é[s —1262[250 — 35 + 0]v(0)d0

1
N / %[9 —1)252[20 — 30 + s]v(0)do),

(R1v)(s) = — /0 %[s — 1]6°[250 — 3s + 1]v(0)d6

_ /1 %8[9 CAP[250 + 5 — 20]v(0)dD,
(Rav)(s) = - [ 02(250 — 35— 0+ 2Jv(6)do
_ /1[9 C1[20 + 5 — 0]v(0)do.

Then, defining fundamental state v (¢) := ussss(t), we have
u(t) = Tv(t), us(t) = Riv(t), and ugs(t) = Raov(t). We
obtain an equivalent PIE representation as

ATv(t) = [-T =Ry —T o (T +Ry)| |71

TV = |T R TOUT H R vitevie)| -
A B
Applying the conditions of Theorem 12 with ¢ = 1074,

§ = 107, the proposed algorithm is able to find a global

Lyapunov stability proof for any r € [—0.6599,0.6599].

Again, although we have no analytic stability for this modi-
fied KSE, we note that for the Lyapunov functional candidate

1
V(u) = / e3su(s)?ds,
0
the temporal derivative along solutions to the PDE satisfies
1
V(u) :/SSTS [—181r*+9r°]u(s)? +[36r% +2]uy(s)> —2uys(s)?] ds.
0

Invoking the Poincaré inequality, this derivative can be
proven to be nonpositive whenever |r| < 0.3608, though
again, it is unclear how conservative this bound is.

VIII. CONCLUSION

In this paper, we have proposed a new, compact PIE
representation of scalar-valued quadratic PDEs, expressed in
terms of PI operators on states v and v ® v. In order to
derive this representation, we first defined a new class of PI
operators Il52, acting on states v ® v. We derived formulae
for computing the tensor product Q := 7 ® R of standard
PI operators 7, R € Ily, proving that the resulting operator
@ belongs to the newly defined class IT,2. Using this tensor
product, we then derived expressions for operators A € II3
and B € Il,2 defining the PIE representation associated to

a particular quadratic PDE. Finally, using this PIE repre-
sentation, we proposed a method for testing existence of
a quadratic Lyapunov functional certifying stability of the
PDE, posing this test as an optimization problem that can
be solved with semidefinite programming. While currently
limited to scalar quadratic PDEs, the results of this paper may
be extended to higher-degree polynomial PDEs and higher-
degree Lyapunov functionals.
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