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Abstract— Modern control theory provides us with a spec-
trum of methods for studying the interconnection of dynamic
systems using input-output properties of the interconnected sub-
systems. Perhaps the most advanced framework for such input-
output analysis is the use of Integral Quadratic Constraints
(IQCs), which considers the interconnection of a nominal linear
system with an unmodelled nonlinear or uncertain subsystem
with known input-output properties. Although these methods
are widely used for Ordinary Differential Equations (ODEs),
there have been fewer attempts to extend IQCs to infinite-
dimensional systems. In this paper, we present an IQC-based
framework for Partial Differential Equations (PDEs) and Delay
Differential Equations (DDEs). First, we introduce infinite-
dimensional signal spaces, operators, and feedback intercon-
nections. Next, in the main result, we propose a formulation
of hard IQC-based input-output stability conditions, allowing
for infinite-dimensional multipliers. We then show how to test
hard IQC conditions with infinite-dimensional multipliers on a
nominal linear PDE or DDE system via the Partial Integral
Equation (PIE) state-space representation using a sufficient
version of the Kalman-Yakubovich-Popov lemma (KYP). The
results are then illustrated using four example problems with
uncertainty and nonlinearity.

I. INTRODUCTION

As developed in the 1970’s and best exemplified by
transfer-function-based properties of passivity and the small-
gain condition, the Input-Output framework was a response
to the increasing complexity of circuit-based subsystems.
This framework obviated the need for a precise system model
by characterizing the input-output behaviour of a system
in terms of the input-output behaviour of its subsystems.
However, by completely eliminating the model, and by only
considering a subset of input-output properties, passivity and
small-gain conditions resulted in substantially conservative
results.

An attempt to improve the accuracy of the input-output
framework was the use of multipliers proposed by Zames-
Falb [1], Yakubovich [2] and others. However, verification
of these multiplier-based conditions proved difficult. The
Integral Quadratic Constraints (IQC) framework, introduced
by Megretski and Rantzer [3], provided an attempt to
simplify the multiplier-based input-output framework while
also integrating modern model-based computational methods
such as Linear Matrix Inequalities (LMIs) via generalizations
of the Kalman-Yakubovich-Popov (KYP) lemma [4], [5].
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While this framework originally required homotopy in the
unmodeled subsystem, recent works [6], [7] have attempted
to remove the homotopy condition – thereby allowing for
analysis of known nonlinear subsystems.

Despite the success of the IQC framework, its application
to delayed and PDE systems has been limited. Specifically,
most work on this topic treats the delayed or PDE dynamics
as an unknown subsystem, with certain characterization
of its input-output behaviour (e.g. [8], [9], [10]). While
this was a reasonable approach at a time when analysis
of linear delayed and PDE systems [11] was considered
computationally challenging, recent work has shown that
model-based computational evaluation of the input-output
properties of linear delayed and PDE systems can be per-
formed efficiently and accurately [12], [13]. As a result, the
framework for IQC-based analysis has shifted, where now
delayed and PDE components are contained in the nominal
subsystem and nonlinearities and uncertainties are isolated
in the unmodelled subsystem. This paradigm shift, however,
means that the interconnecting signals between nominal and
unknown subsystem may now be infinite-dimensional.

Recent attempts to consider delayed and PDE models
in the known subsystem include the projection-based ap-
proach in [14] (wherein the interconnection signals are
finite-dimensional) and the Sum-of-Squares-based dissipa-
tion inequalities in [15] (wherein the interconnection signals
are infinite-dimensional). Neither of these results, however,
directly consider the problem of extension of the IQC frame-
work to subsystems interconnected by infinite-dimensional
signal spaces.

The goal of this paper, therefore, is to propose a gen-
eralization of the hard IQC framework for a nominal in-
finite dimensional system interconnected with a nonlinear
or uncertain subsystem by infinite-dimensional signals. We
will accomplish this goal in three steps. First, we extend
the IQC framework to infinite-dimensional systems, signals,
interconnections, and multipliers, and generalize an IQC
stability theorem to such interconnections.

Next, we assume both the nominal subsystem and mul-
tiplier can be represented as a Partial Integral Equation
(PIE) as discussed in section V. PIE representations exist
for most infinite-dimensional linear systems, including those
with delays and those governed by PDEs. The existence of
a PIE representation allows hard IQC conditions to be tested
numerically using algorithms for the optimization of positive
Partial Integral operators. Based on this PIE representation,
we extend the KYP Lemma and use this extension to propose
convex tests for conditions of the IQC theorem to be satisfied.

Finally, we examine several classes of nonlinearity and



uncertainty with infinite-dimensional inputs and outputs and
show that they satisfy a generalized version of the hard IQC
constraints typically used for finite-dimensional systems.

Having completed these three steps, we then apply the
results to several specific examples of delayed and PDE sys-
tems and show that the proposed approach is an improvement
over alternatives such as quadratic stability.

II. NOTATION AND SIGNAL SPACES

a) Notation: We denote by N,R, Sn, I and 0 the natural
numbers, the real numbers, the space of n × n symmetric
matrices, the identity operator, and the null operator, respec-
tively. For Ω ⊂ R, Ln2 (Ω) denotes the space of Lebesgue
square integrable functions f : Ω → Rn with inner-product
⟨f, g⟩L2

=
∫
Ω
f(s)T g(s)ds. For Hilbert space H we use LH

to denote the extension of L2 to square-integrable functions
u : [0,∞) → H. LH is itself a Hilbert space [16] with
associated inner product

⟨u,v⟩LH
=

∫ ∞

0

⟨u(t),v(t)⟩H dt.

Clearly, if H = Rn, then LH = Ln2 [0,∞). Associated with
LH, we define an extended space, Le,H, of functions, u :
[0,∞) → H such that for any T ≥ 0, we have that∫ T

0

∥u(t)∥2H dt =

∫ T

0

⟨u(t),u(t)⟩H dt

is finite.
Given a, b ∈ R and n ∈ N2, we denote the Hilbert space

Zn := Rn1×Ln2
2 [a, b] (with inner product ⟨(u, U), (v, V )⟩ =

uT v + ⟨U, V ⟩L2
) and the extended signal space Ln

e,[a,b] :=
Le,Zn .

For notational convenience, given u(t) = (u(t), U(t)) ∈
Zn and v(t) = (v(t), V (t)) ∈ Zm, we define the
component-wise concatenation of u(t),v(t) as[

u(t)
v(t)

]
:=

([
u(t)
v(t)

]
,

[
U(t)
V (t)

])
∈ Zn+m.

Moreover, given u ∈ Ln
e,[a,b] and v ∈ Lm

e,[a,b], we use the
notation [

u
v

]
(t) :=

[
u(t)
v(t)

]
∈ Zn+m

b) Operators: For any Hilbert space, H, we define the
truncation operator Pτ : Le,H → Le,H for any y ∈ Le,H as

(Pτy)(t) =

{
y(t), 0 ≤ t ≤ τ

0, otherwise.

Definition 1: Let H,G be Hilbert spaces, then an operator
G : Le,H → Le,G is

1) Causal if PτG = PτGPτ . for any τ ≥ 0.
2) Bounded on LH if there exist C ≥ 0 such that for all

v ∈ LH, we have that ∥Gv∥LG
≤ C∥v∥LH

.
3) Bounded on Le,H if there exist C ≥ 0 such that for

all v ∈ Le,H, we have that ∥PτGv∥LG
≤ C∥Pτv∥LH

for all τ ≥ 0.

4) Incrementally Le,H-bounded if there exist C ≥ 0
such that for all v,u ∈ Le,H, we have that ∥Pτ (Gv−
Gu)∥LG

≤ C∥Pτ (v − u)∥LH
for all τ ≥ 0.

For causal operators, bounded on LH is equivalent to
bounded on Le,H. For a causal linear operator, bounded on
LH is equivalent to incrementally Le,H-bounded.

The set of all causal, bounded linear operators between
Hilbert spaces, H1 and H2, is denoted L(H1,H2) and is a
Banach space with induced norm [16]. We denote L(H) :=
L(H,H).

Given a bounded linear operator K : H → H, we define
the associated multiplication operator MK : Le,H → Le,H
for w ∈ Le,H by

(MKw)(t) := Kw(t) ∈ H.

c) PI operators: We say P is a Partial Integral (PI)
operator on Zn, if there exists matrix P , bounded functions
Q1, Q2, R0, and separable functions R1, R2 such that(

P
[
x
x

])
(s) :=

[
Px+

∫ b
a
Q1(s)x(s)ds

Q2(s)x+ (P{Ri}X)(s)

]
,

where

P{Ri}x)(s) :=

R0(s)x(s) +

∫ s

a

R1(s, θ)x(θ)dθ +

∫ b

s

R2(s, θ)x(θ)dθ.

We denote the set of PI operators by Π4

Given matrix P , bounded functions Q1, Q2, R0, and sepa-
rable functions R1, R2, the associated PI operator is denoted(
P
[
P Q1

Q2 {Ri}

])
∈ Π4. The set of PI operators form a ∗-

algebra of bounded linear operators as discussed in, e.g. [17].

III. FEEDBACK INTERCONNECTIONS ON HILBERT SPACE

In this section, we consider basic definitions of the inter-
connection of systems G,∆ for the case when H = Z where
recall that Zn := Rn1 × Ln2

2 [a, b].
Definition 2 (Interconnection of G and ∆): Given opera-

tors G : Ln
e,[a,b] → Lm

e,[a,b] and ∆ : Lm
e,[a,b] → Ln

e,[a,b],
and signals e ∈ Ln

e,[a,b] and f ∈ Lm
e,[a,b], we say that

u ∈ Ln
e,[a,b],v ∈ Lm

e,[a,b] satisfy the interconnection defined
by [G,∆] if

v = Gu+ f and u = ∆v + e. (1)
Typically, G is a known causal bounded linear operator

and ∆ is either nonlinear or unknown, but lies in some set
∆ ∈ ∆ with known input-output properties. For a given G
and ∆, we define the following notion of well-posedness
of the feedback interconnection, guaranteeing existence and
uniqueness of a causal mapping from inputs e, f to outputs
u,v.

Definition 3 (Well-posedness): Given operators
G : Ln

e,[a,b] → Lm
e,[a,b] and ∆ : Lm

e,[a,b] → Ln
e,[a,b], we

say the interconnection defined by [G,∆] is well-posed if
for any e ∈ Ln

e,[a,b], f ∈ Ln
e,[a,b], we have the following.

1) Existence and Uniqueness: There exist unique u ∈
Ln
e,[a,b],v ∈ Lm

e,[a,b] such that u,v satisfy the intercon-
nection defined by [G,∆].



2) Causality: If u,v satisfy the interconnection defined
by [G,∆] and û, v̂ satisfy the interconnection defined
by [G,∆] for Pτe, Pτ f for some τ ≥ 0, then Pτ (u−
û) = 0 and Pτ (v − v̂) = 0.

Notation: Given G,∆ : Le,[a,b] → Le,[a,b] if the inter-
connection defined by [G,∆] is well-posed, then for e, f ∈
Le,[a,b], we say that[

u
v

]
= FG,∆

([
e
f

])
if u,v satisfies the interconnection defined by [G,∆].

Definition 4: We say the feedback system defined by
[G,∆] is stable if the interconnection defined by [G,∆] is
well-posed and FG,∆ is bounded on Ln+m

Z where recall
FG,∆ is bounded on Ln+m

Z if there exists a C such that
for any e ∈ Ln

Z, f ∈ Lm
Z , if u,v satisfy the interconnection

defined by [G,∆] , then∥∥∥∥[vu
]∥∥∥∥

L

< C

∥∥∥∥[fe
]∥∥∥∥

L

A. Integral Quadratic Constraints

Next, we extend the Hard IQC framework to infinite-
dimensional systems.

Definition 5: We say the operator ∆ : Lm
e,[a,b] → Ln

e,[a,b]

satisfies the hard IQC defined by operators Ψ : Ln+m
e,[a,b] →

Ln+m
e,[a,b] and K : Zn+m → Zn+m, if for any T > 0 and for

all v ∈ Ln+m
e,[a,b]〈

PTΨ

[
v
∆v

]
, PTMKΨ

[
v
∆v

]〉
L

≥ 0, (2)

where for all w ∈ Ln+m
e,[a,b]

(MKw)(t) := Kw(t) ∈ Zn+m.

B. Problem formulation

Suppose we are given a known linear system/operator
G and a set of nonlinear systems/operators ∆ where the
“graph” of every ∆ ∈ ∆, defined as{[

v
∆v

]
∈ Ln+m

e,[a,b] : v ∈ Ln
e,[a,b]

}
,

is known to satisfy a set of certain Integral Quadratic
Constraints (IQCs) as parameterized the set of operators
K and Ψ – See Definition 5. Our goal is to show that
if the inverse graph of G satisfies a similar IQC for some
(K,Ψ) ∈ K × Ψ, then the feedback interconnection of G
and ∆ is stable for all ∆ ∈ ∆.

IV. THE MAIN THEOREM

As discussed in the previous section, we would like to
show that if the graph of ∆ and the inverse graph of G are
separated by some quadratic form defined by K and Ψ, then
the feedback interconnection of G and ∆ is stable. This result
is given by Theorem 6, the proof of which is a generalization
of the technique used in [18] and [19].

Theorem 6 (IQC theorem): Suppose G : Ln
e,[a,b] →

Lm
e,[a,b] is bounded, ∆ : Lm

e,[a,b] → Ln
e,[a,b] and the inter-

connection defined by [G,∆] is well-posed.
Further suppose there exists a causal, incrementally

bounded on Ln+m
e,[a,b] operator Ψ, and K ∈ L(Zn+m) such

that

1) ∆ satisfies the hard IQC defined by Ψ,K.
2) For any u ∈ Ln

e,[a,b],v ∈ Lm
e,[a,b] we have that〈

PTΨ

[
Gu
u

]
, PTMKΨ

[
Gu
u

]〉
L

≤ −ε∥PTu∥2L, (3)

for all T > 0.

Then the feedback system defined by [G,∆] is stable.
Proof: Define the shorthand notation uT := PTu

and ⟨u,v⟩T = ⟨PTu, PTv⟩L. Clearly, by Cauchy Schwartz,
⟨u,v⟩T ≤ ∥uT ∥L ∥vT ∥L.

Now, because the interconnection defined by [G,∆] is well
posed, the feedback system defined by [G,∆] is stable if
there exists a C > 0 such that for any e, f ∈ LZ, if u,v
satisfy the interconnection defined by [G,∆],∥∥∥∥[uv

]∥∥∥∥
LZ

≤ C

∥∥∥∥[ef
]∥∥∥∥

LZ

.

Now, for e, f ∈ L[a,b], suppose that u,v satisfy the
interconnection defined by G,∆. Then v = Gu + f and
u = ∆v + e and from equation (2),

〈
Ψ

[
v
∆v

]
,MKΨ

[
v
∆v

]〉
T

+

〈
Ψ

[
Gu
u

]
,MKΨ

[
Gu
u

]〉
T

−
〈
Ψ

[
Gu
u

]
,MKΨ

[
Gu
u

]〉
T

≥ 0.

Subtracting Eqn. (3) from this expression, we find

ε∥uT ∥L≤
〈
Ψ

[
v
∆v

]
,MKΨ

[
v
∆v

]〉
T

−
〈
Ψ

[
Gu
u

]
,MKΨ

[
Gu
u

]〉
T

=

〈
Ψ

[
v
∆v

]
−Ψ

[
Gu
u

]
,MKΨ

[
v
∆v

]
−MKΨ

[
Gu
u

]〉
T

+

〈
Ψ

[
Gu
u

]
,MKΨ

[
v
∆v

]
−MKΨ

[
Gu
u

]〉
T

+

〈
Ψ

[
v
∆v

]
−Ψ

[
Gu
u

]
,MKΨ

[
Gu
u

]〉
T

.

Now, because Ψ and hence MKΨ are incrementally bounded
with bounds CΨ and CMKΨ = CΨ ∥K∥, respectively, and
also by Cauchy Schwartz inequality, we have〈

Ψ

[
v
∆v

]
−Ψ

[
Gu
u

]
,MKΨ

[
v
∆v

]
−MKΨ

[
Gu
u

]〉
T

≤
∥∥∥∥Ψ [ v

∆v

]
−Ψ

[
Gu
u

]∥∥∥∥ ∥∥∥∥MKΨ

[
v
∆v

]
−MKΨ

[
Gu
u

]∥∥∥∥
T

≤ CΨCMKΨ

∥∥∥∥[v −Gu
∆v − u

]
T

∥∥∥∥2
L

.



Similarly, because G is bounded with bound CG,〈
Ψ

[
Gu
u

]
,MKΨ

[
v
∆v

]
−MKΨ

[
Gu
u

]〉
T

≤ CΨCMKΨ

∥∥∥∥[Gu
u

]
T

∥∥∥∥
L

∥∥∥∥[v −Gu
∆v − u

]
T

∥∥∥∥
L

and 〈
Ψ

[
v
∆v

]
−Ψ

[
Gu
u

]
,MKΨ

[
Gu
u

]〉
T

≤ CΨCMKΨ

∥∥∥∥[Gu
u

]
T

∥∥∥∥
L

∥∥∥∥[v −Gu
∆v − u

]
T

∥∥∥∥
L

.

Since v = Gu+ f and u = ∆v + e, we conclude that

ε∥uT ∥2L ≤ CΨCMKΨ

(∥∥∥∥[v −Gu
∆v − u

]
T

∥∥∥∥2
L

+

+ 2

∥∥∥∥[Gu
u

]
T

∥∥∥∥
L

∥∥∥∥[v −Gu
∆v − u

]
T

∥∥∥∥
L

)
= CΨCMKΨ

(∥∥∥∥[fe
]
T

∥∥∥∥2
L

+ 2

∥∥∥∥[Gu
u

]
T

∥∥∥∥
L

∥∥∥∥[fe
]
T

∥∥∥∥
L

)

≤ CΨCMKΨ

(∥∥∥∥[fe
]
T

∥∥∥∥2
L

+ 2(CG + 1) ∥uT ∥L

∥∥∥∥[fe
]
T

∥∥∥∥
L

)
.

Next, if we complete the square by adding CΨCMKΨ(CG+
1)2 ∥uT ∥2L to both sides, we get

ε∥uT ∥2L + CΨCMKΨ(CG + 1)2 ∥uT ∥2L

= CΨCMKΨ

(∥∥∥∥[fe
]
T

∥∥∥∥
L

+ (CG + 1) ∥uT ∥L

)2

.

Hence √
ε

CΨCMKΨ
+ (CG + 1)2∥uT ∥L

≤
∥∥∥∥[fe

]
T

∥∥∥∥
L

+ (CG + 1) ∥uT ∥L

or for ε̂ = ε
CΨCMKΨ

and K = (CG + 1) we have(√
ε̂+K2 −K

)
∥uT ∥L ≤

∥∥∥∥[fe
]
T

∥∥∥∥
L

.

Then, defining C =
(√

ε̂+K2 −K
)−1

> 0 we have

∥uT ∥L ≤ C

∥∥∥∥[fe
]
T

∥∥∥∥
L

.

Finally, we define Cv := CgC + 1. Thus we have

∥vT ∥L ≤ CG∥uT ∥L + ∥f∥L ≤ Cv

∥∥∥∥[fe
]
T

∥∥∥∥
L

for all T > 0.
We conclude that the interconnection is stable.

Remark: For a given class of ∆, we are typically given
a set of valid K and Ψ (e.g. Lemma 10). While it is easy
to search over a convex set of K for a given Ψ, it is not
as easy to search over all possible valid Ψ multipliers. A

typical approach, therefore, is to choose a collection of IQCs
{Ki,Ψi}ni=1 and note that any conic combination of the
following form is also a valid IQC:

Ψ =

Ψ1

...
Ψn

 K(λ) =

λ1K1

. . .
λnKn

 ,

where {λi}ni=1 are any non-negative constants.
The set of K(λ) is convex thus allowing convex optimiza-

tion methods to search for feasible values of λi. Other convex
parameterizations exists for certain classes of IQC multipliers
[20].

Our goal, then, is to find some K(λ),Ψ for which Eqn. (3)
is satisfied. To achieve this goal, we require some way of
characterizing the input-output properties of the multiplier-

mapped graph Ψ

[
Gu
u

]
. For this problem, we turn to state-

space representations and the KYP lemma as extended to
infinite-dimensional systems in the Partial Integral Equation
(PIE) framework.

V. INPUT-OUTPUT ANALYSIS USING PIES AND THE KYP
LEMMA

In this section, we propose a method of using convex
optimization to test the conditions of Theorem 6. This is
accomplished in three parts. First, we assume the nominal
system and multipliers, Ψ, are represented as Partial Integral
Equations (PIEs). Second, we generalize the KYP lemma
to PIEs. Finally, we pose the conditions of Theorem 6 as a
convex optimization problem over the cone of positive Partial
Integral (PI) operators.

A. Partial Integral Equations

Our method for testing the conditions of Theorem 6 as-
sumes there exists a state-space representation of the systems
G,Ψ : u 7→ y of the form

T ẋ(t) = Ax(t) + Bu(t) (4)
y(t) = Cx(t) +Du(t),

where x(t) ∈ Zk, y(t) ∈ Zm, u(t) ∈ Zn and T ,A,B, C,D
are PI operators with appropriate dimensions.
Remark: Note that most linear delayed and well-posed PDE
systems can be represented in this form — See [21] for PDE
and [17] for delayed systems.

When such a representation exists, it is referred to as a
Partial Integral Equation (PIE). We use the PIE representa-
tion (4) as it is possible to optimize over the cone of positive
PI operators using, e.g. [22]. This allows us to test the
conditions of the the following infinite-dimensional version
of the KYP lemma.

B. KYP lemma

To test the conditions of Theorem 6, we presume that ∆ ∈
∆ satisfies the IQC for some K ∈ Π4 and Ψ, where Ψ ad-
mits a PIE representation with parameters TΨ,AΨ,BΨ, CΨ ∈
Ψ4.



Assuming for now that Ψ = I , the following Lemma
provides conditions under which G satisfies the conditions
of Theorem 6.

Lemma 7 (sufficient version of KYP lemma): Suppose
G ∈ L(Ln

e,[a,b],L
m
e,[a,b]) is a causal bounded linear operator

and there exist T ,A,B, C,D ∈ Π4 such that for any
u ∈ Ln

e,[a,b], y = Gu implies that y satisfies (4) for some
x ∈ Lk

e,[a,b]. Given K ∈ Π4, suppose there exists some
ε > 0 and P ∈ Π4 such that P ≥ 0 and[

T ∗PA+A∗PT PB
B∗P εI

]
+

[
C∗

D∗

]
K
[
C D

]
≤ 0. (5)

Then for any u ∈ Ln
e,[a,b] we have that

⟨PTGu, PTMKGu⟩L ≤ −ε∥PTu∥2L,

for all T > 0.
Proof: Define V (x) = ⟨T x,PT x⟩Z. Suppose that u ∈

Ln
e,[a,b] and y(t) = (Gu)(t) for some x ∈ Lk

e,[a,b], such that
Eqns. (4) are satisfied. By inequality (5), we have that〈[

x(t)
u(t)

]
,

([
T ∗PA+A∗PT PB

B∗P εI

]

+

[
C∗

D∗

]
K
[
C D

])[x(t)
u(t)

]〉
Z

= ⟨T ẋ(t),PT x(t)⟩+ ⟨T x(t),PT ẋ(t)⟩
+ ε ∥u(t)∥2Z + ⟨y(y),Ky(t)⟩Z

= V̇ (x(t)) + ε∥u(t)∥2Z + ⟨y(t),Ky(t)⟩Z ≤ 0.

Now, since V (x(0)) = V (0) = 0 and V (x(T )) ≥ 0, and
integrating in time, we obtain

ε∥PTu∥2L +

∫ T

0

⟨y(t),Ky(t)⟩Z dt ≤ −V (x(T )) + V (x(0))

≤ 0.

We conclude that

⟨PTGu, PTMKGu⟩L =

∫ T

0

⟨y(t),Ky(t)⟩Z dt ≤ −ε∥PTu∥2L.

Given PI operator K, the conditions of Lemma 7 may be
verified using software for optimization of PI operators as
in [22].

C. Augmentation of the Dynamics

Now, we suppose that the multiplier Ψ ∈ L(Ln+m
e,[a,b]) also

admits a PIE representation of the form

TΨż(t) = AΨz(t) + BΨv(t) (6)
w(t) = CΨz(t) +DΨv(t).

Corollary 8 (Augmented KYP lemma): Suppose G ∈
L(Ln

e,[a,b],L
m
e,[a,b]) is a causal bounded linear operator and

there exist T ,A,B, C,D ∈ Π4 such that for any u ∈ Ln
e,[a,b],

y = Gu implies that y satisfies (4) for some x ∈ LkG

e,[a,b].

Furthermore, suppose that there exist
TΨ,AΨ,BΨ, CΨ,DΨ ∈ Π4 such that for any v ∈ Ln+m

e,[a,b],
w = Ψv implies that w satisfies (6) for some z ∈ LkΨ

e,[a,b].
Given K ∈ Π4, suppose there exists some P ∈ Π4 such

that P ≥ 0 and[
T̂ ∗PÂ+ Â∗PT̂ PB̂

B̂∗P εI

]
+

[
Ĉ∗

D̂∗

]
K
[
Ĉ D̂

]
≤ 0. (7)

where

T̂ =

[
T 0
0 Tψ

]
, Â =

 A 0

BΨ

[
C
0

]
AΨ

 , B̂ =

 B

BΨ

[
D
I

] ,

Ĉ =

[
DΨ

[
C
0

]
CΨ
]
, D̂ = DΨ

[
D
I

]
. (8)

Then for any u ∈ Ln
e,[a,b], we have that〈

PTΨ

[
Gu
u

]
, PTMKΨ

[
Gu
u

]〉
L

≤ −ε∥PTu∥L,

for all T > 0.
Proof: The proof follows immediately from Lemma 7

since if G has PIE representation {T ,A,B, C,D} and Ψ has

PIE representation {TΨ,AΨ,BΨ, CΨ,DΨ}, then Ψ

[
G
I

]
has

PIE representation {T̂ , Â, B̂, Ĉ, D̂} – i.e. if w = Ψ

[
G
I

]
u,

then for some x, z,[
T 0
0 Tψ

] [
ẋ(t)
ż(t)

]
=

 A 0

BΨ

[
C
0

]
AΨ

[x(t)
z(t)

]
+

 B

BΨ

[
D
I

]u(t)

w(t) =

[
DΨ

[
C
0

]
CΨ
][
x(t)
z(t)

]
+DΨ

[
D
I

]
u(t).

D. Testing the Conditions of Theorem 6

We now suppose the existence of a PIE representation of
G and Ψ and propose a convex optimization problem whose
feasibility verifies the conditions of Thm. 6.

Theorem 9: Suppose G ∈ L(Ln
e,[a,b],L

m
e,[a,b]) is a causal

bounded linear operator and for u ∈ Ln
e,[a,b], y = Gu implies

Eqns. (4) are satisfied for {T ,A,B, C,D} and some x ∈
LkG

e,[a,b].
Further suppose that for any ∆ ∈ ∆, the interconnection

defined by [G,∆] is well-posed and ∆ satisfies the Hard
IQC defined by K ∈ Π4 and Ψ where w = Ψv implies
Eqns. (6) are satisfied for {TΨ,AΨ,BΨ, CΨ,DΨ} and some
z ∈ LkΨ

e,[a,b].
Then we have the following.
1) If there exists P ∈ Π4 such that P ≥ 0 and Inequal-

ity (7) holds for {T̂ , Â, B̂, Ĉ, D̂} as defined in (8),
we have that the feedback interconnection defined by
[G,∆] is stable for all ∆ ∈ ∆.

Proof: Suppose there exists P ∈ Π4 such that P ≥ 0
and Inequality (7) is satisfied. As per Corollary 8, we have



that Inequality (3) holds for all u ∈ Ln
e,[a,b] – i.e.〈

PTΨ

[
Gu
u

]
, PTMKΨ

[
Gu
u

]〉
L

≤ −ε∥PTu∥L.

Since any ∆ ∈ ∆ satisfies the Hard IQC (3), Theorem 6
implies that feedback system defined by [G,∆] is stable for
any ∆ ∈ ∆.

VI. TYPES OF IQC

In Section V, we have assumed that the causal uncertain
or nonlinear subsystem ∆ : Lm

e,[a,b] → Ln
e,[a,b] is known a

priori to satisfy a hard IQC defined by some K and Ψ. As
is typical in the finite-dimensional case, the set of K and Ψ
for which the hard IQC hold are determined by the input-
output properties of ∆. In this section, we review the infinite-
dimensional equivalent of several well-studied classes of
uncertainty/nonlinearity and provide corresponding infinite-
dimensional extensions of the relevant finite-dimensional
IQCs.

A. Real Constant Multiplication

Lemma 10: Suppose that (∆v)(t) = δv(t) for some δ ∈
R such that |δ| ≤ 1. Then for any P,R ∈ Π4 such that R∗ =
−R, P∗ = P ≥ 0 and for any causal bounded linear H ∈
L(Ln+m

e,[a,b]) we have that ∆ satisfies the Hard IQC defined by

K =

[
P R
R∗ −P

]
and Ψ =

[
H 0
0 H

]
. (9)

Proof: For any P,R ∈ Π4 such that R∗ = −R, P∗ =
P and for any causal bounded linear H ∈ L(Ln+m

e,[a,b]) we
have that〈

PTΨ

[
v
∆v

]
, PTMKΨ

[
v
∆v

]〉
=

∫ T

0

〈[
Hv
H∆v

]
(t),MK

[
Hv
H∆v

]
(t)

〉
Z

dt

=

∫ T

0

(1− δ2) ⟨(Hv)(t),MP(Hv)(t)⟩Z dt

≥ 0.

Therefore ∆ satisfies the IQC defined by

K =

[
P R
R∗ −P

]
and Ψ =

[
H 0
0 H

]
.

Corollary 11: Suppose that (∆v)(t) = δ(t)v(t) for some
δ : R → R such that supt>0 |δ(t)| ≤ 1.

Then for any P,R ∈ Π4 such that R∗ = −R and P∗ =
P ≥ 0 we have that ∆ satisfies the Hard IQC defined by

K =

[
P R
R∗ −P

]
and Ψ = I,

Proof: The proof is similar to that of Lemma 10

B. Polytopic uncertainty
Lemma 12: Let ∆ := {

∑
i µi∆i :

∑
i µi = 1} where

∆i ∈ Π4. Then ∆ satisfies the Hard IQC defined by

K =

[
P R
R∗ Q

]
and Ψ = I

where P,R,Q ∈ Π4 are such that Q < 0 and

P +∆∗
iR

∗ +R∆i +∆∗
iQ∆i ≥ 0 for all i. (10)

Proof: Suppose P,R,Q ∈ Π4 are such that Q < 0
and Inequality (10) is satisfied. Then for any ∆ ∈ ∆ and
v ∈ Lm

e,[a,b] we have that〈[
v(t)

(∆v)(t)

]
,

[
P R
R∗ Q

] [
v(t)

(∆v)(t)

]〉
Z

= ⟨v(t), P +∆∗R∗ +R∆+∆∗Q∆v(t)⟩Z .

Thus, by the convexity of the set ∆ and Q < 0 we have that
any ∆ ∈ ∆ satisfies the IQC defined by

K =

[
P R
R∗ Q

]
and Ψ = I.

C. Sector-bounded uncertainty
Lemma 13: Suppose that for v ∈ Le,[a,b], (∆v)(s, t) =

ϕ(v(s, t)) for all s ∈ [a, b] and t > 0, where ϕ satisfies

αv2 ≤ vϕ(v) ≤ βv2 for all v ∈ R. (11)

Then ∆ satisfies Hard IQC defined by Ψ = I and

K =

[
βI −I
−αI I

]∗ [
0 R
R 0

] [
βI −I
−αI I

]
(12)

=

[
−β∗Rα− α∗Rβ β∗R+ α∗R

Rβ +Rα −2R

]
,

for any R ∈ Π4 where

(Rx)(s, t) := R0(s)x(s, t)

for some R0(s) ≥ 0.
Proof: Suppose R ∈ Π4 is such that (Rx)(s, t) =

R0(s)x(s, t) +
∫ s
a
R1(s, θ)x(θ, t)dθ +

∫ b
s
R2(s, θ)x(θ, t)dθ

with R0(s), R1(s, θ), R2(s, θ) ≥ 0. Then for all s ∈ [a, b]
and t > 0 we have that

(βv(s, t)− ϕ(v(s, t)))(ϕ(v(s, t))− αv(s, t)) ≥ 0,

and hence we have that

(βv(s, t)− ϕ(v(s, t)))R0(s)(ϕ(v(s, t))− αv(s, t)) ≥ 0.

Therefore ∆ satisfies the IQC defined by Ψ = I and K.

VII. NUMERICAL EXAMPLES

In the following examples, we consider the problem of
robust input-output stability of several systems by separating
the system into nominal and uncertain subsystems and then
testing the conditions of Theorem 6 using Lemma 7 and the
software package PIETOOLS. Unless otherwise stated, the
conversion of the nominal system to a PIE is performed using
the conversion utilities in PIETOOLS. For simplicity, we do
not include the external disturbances in the original model,
although the effect of these disturbances can be inferred by
the definition of the interconnection.



Example 1: We begin with a system modeled by a
reaction-diffusion equation. We would like to find the largest
λmax such that

xt(s, t) = λx(s, t) + xss(s, t)

is stable for all λ ∈ [0, λmax]. For this problem, we split the
dynamics into nominal and uncertain subsystems, defining
the nominal G by

xt(s, t) =
λmax

2
x(s, t) + xss(s, t) + u(s, t)

(Gu)(t, s) = x(t, s),

where s ∈ [0, 1] and boundary conditions are x(0, t) =
x(1, t) = 0. We consider the uncertain subsystem as
(∆v)(s, t) := λv(s, t) where λ ∈ [−λmax

2 , λmax

2 ].
By Lemma 10, ∆ satisfies the hard IQC defined as in

Eqn. (9) for any suitable P,R and Ψ. For this test, we choose

Ψ to be defined as Ψ :=

[
H 0
0 H

]
, where H is defined as

(Hy)(s, t) :=

[
z(s, t)
y(s, t)

]
where

zt(s, t) = zss(s, t) + 0.5π2z(s, t) + y(s, t)

By testing the conditions of Theorem 9 using PIETOOLS, it
can be shown that the conditions of Eqn. (7) are feasible for
λmax = .99π2, implying that the diffusion equation is stable
for any λ ∈ [0, .99π2]. Note that non-robust approaches
to stability analysis [23] confirm the stability interval as
approximately λ ∈ [0, π2].

Example 2

Consider the time-delay system

ẋ(t) = Ax(t) +Adx(t− τ), (13)

where τ > 0 is an uncertain delay parameter. Given τ0 > 0,
the goal is to maximize λ such that for τ−1

max = τ−1
0 −λ and

τ−1
min = τ−1

0 +λ, system (13) is stable for all τ ∈ [τmin, τmax]
where τmin > 0.

For this problem, we use the nominal DDE system G
defined using a PIE as

T ẋ(t) = Ax(t) + Bu(t)
(Gu)(t) = x(t),

where x(t) ∈ Z and

T = P
[
I 0
I {0, 0, I}

]
,

A = P
[
A+Ad −Ad

0 {τ−1
0 , 0, 0}

]
,

B = P
[
0 0
0 {λ, 0, 0}

]
.

The uncertain system ∆ is defined as (∆v)(t) = λv(t)
where |λ| < 1.

Note that ∆ satisfies the Hard IQC defined in Lemma 10

as in Eqn. (9) for any suitable P,R and Ψ :=

[
H 0
0 H

]
.

We now consider the system defined in [24], where

A =

[
0 1
−2 1

]
, A1 =

[
0 0
1 0

]
(14)

In details, we use (Hy)(s, t) :=

[
Gy(s, t)
y(s, t)

]
and τ0 = 0.189

Using Theorem 9 with the multiplier Ψ, as defined above,
we find a robust stability region of τ ∈ [0.1008, 1.66] using
a single storage function. Note that if we do not include
the multiplier Ψ (the quadratic stability case), we obtain
the smaller interval τ ∈ [0.11, 0.63]. For comparison, this
problem has a known an stability range of τ ∈ [0.1, 1.717],
that was shown in [25].

Example 3: The next example is a modification of a PDE
in studied in [26].

xt(s, t) = a(s)xss(s, t)+b(s)xs(s, t)+c(s)x(s, t)+λxs(s, t),
(15)

where a(s) = s3−s2+2, b(s) = 3s2−2s, c(s) = −0.5s3+
1.3s2 − 1.5s + 3.03 and x(0, t) = xs(1, t) = 0. We would
like to find the maximal λmax such that the system (15) is
stable for all λ ∈ [−λmax, λmax].

For this task, we consider the feedback interconnection
defined by G

xt(s, t) =a(s)xss(s, t)+ b(s)xs(s, t)+ c(s)x(s, t)+ u(s, t)

(Gu)(s, t) = xs(s, t).

And the uncertainty is defined as (∆v)(s, t) = λv(s, t).
Thus, ∆ satisfies the Hard IQC defined in Lemma 10, where

we used (Hy)(s, t) =

[
z(s, t)
y(s, t)

]
where

zt(s, t) = zss(s, t) + 4.9z(s, t) + y(s, t).

Using Theorem 9 and this multiplier, we may show the
stability region for any λ ∈ [−2.8, 2.8].

Example 4: The nonlinear example is adapted version [27]
of the nonlinear reaction-diffusion PDE in Examples 1 and
3.

xt(s, t) = xss(s, t) + λx(s, t) + ϕ(x(s, t)), (16)

where x(0, t) = x(1, t) = 0 and the nonlinear feedback part
is defined by the sector bounded function ϕ : R → R where
−u2 ≤ ϕ(u)u ≤ u2 for u ∈ R. The goal, then, is to find the
largest λ such that the system (16) is stable for any ϕ which
satisfies the given sector bound.

First, we represent this system as the interconnection
defined by [G,∆], where G is

xt(s, t) = xss(s, t) + λx(s, t) + u(s, t)

(Gu)(s, t) = x(s, t).

Second, we define the uncertain system as (∆v)(s, t) =
ϕ(v(s, t)).

By Lemma 13, we have that ∆ satisfies the Hard IQC
defined by Ψ = I and K as in Eq. 12. Using Theorem 6,
we are able to prove stability when λ ≤ 1.7 – mirroring the
results in [27].



VIII. CONCLUSION

In this paper, we proposed a framework for using con-
vex optimization to study the interconnection of infinite-
dimensional subsystems. First, we extended the IQC frame-
work to infinite-dimensional systems, signals, interconnec-
tions, and multipliers, and generalized an IQC stability
theorem to such interconnections. Second, we assumed both
the nominal subsystem and multiplier were represented as
PIEs and extended the KYP Lemma to such systems, propos-
ing convex tests for conditions of the IQC theorem to be
satisfied. Third, we examined several classes of nonlinearity
and uncertainty with infinite-dimensional inputs and outputs
and showed that they satisfy a generalized version of the
hard IQC constraints typically used for finite-dimensional
systems. Finally, we applied the results to several example
problems and showed that the proposed approach offers an
improvement over alternatives such as quadratic stability.
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