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ABSTRACT

Automated scoring of student responses to open-ended ques-
tions, including short-answer questions, has great poten-
tial to scale to a large number of responses. Recent ap-
proaches for automated scoring rely on supervised learning,
i.e., training classifiers or fine-tuning language models on a
small number of responses with human-provided score la-
bels. However, since scoring is a subjective process, these
human scores are noisy and can be highly variable, depend-
ing on the scorer. In this paper, we investigate a collection of
models that account for the individual preferences and ten-
dencies of each human scorer in the automated scoring task.
We apply these models to a short-answer math response
dataset where each response is scored (often differently) by
multiple different human scorers. We conduct quantitative
experiments to show that our scorer models lead to improved
automated scoring accuracy. We also conduct quantitative
experiments and case studies to analyze the individual pref-
erences and tendencies of scorers. We found that scorers can
be grouped into several obvious clusters, with each cluster
having distinct features, and analyze them in detail.
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1. INTRODUCTION

Automated scoring (AS), i.e., using algorithms to automat-
ically score student (textual) responses to open-ended ques-
tions, has significant potential to complement and scale up
human scoring, especially with an ever-increasing number of
students. AS algorithms are often driven by supervised ma-
chine learning-based algorithms and require a small num-
ber of example responses and their score labels to train
on. These algorithms mostly consist of two components: a
representation component that use either hand-crafted fea-
tures [8, 17, 21, 27, 28, 37] or language models [24, 25, 34, 36,
42] to represent the (mostly textual) content in questions,
student responses, and other information, e.g., rubrics [12]
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and a scoring component that use classifiers [4, 26] to pre-
dict the score of a response from its textual representation.
In different subject domains, the representation component
can be quite different, from hand-crafted features and neu-
ral language model-based textual embeddings in automated
essay scoring (AES) [2, 27], automatic short answer grading
(ASAG) [35, 47], and reading comprehension scoring [16] to
specialized representations in responses where mathemati-
cal expressions are present [6, 31, 32, 40]. On the con-
trary, the scoring model does not vary significantly across
different subject domains, often relying on simple classifiers
such as logistic regression, support vector machines, random
forests, or linear projection heads in neural networks [20].
We provide a more detailed discussion on related work in
Section 1.2.

One key factor that limits the accuracy of AS methods is
that the scoring task is a subjective one; human scorers are
often given a set of rubrics [1] and asked to score responses
according to them. However, different individuals interpret
rubrics and student responses differently, leading to signif-
icant variation in their scores. For example, inter-scorer
agreement can be as quite high in NAEP reading compre-
hension question scoring, with a quadratic weighted Kappa
(QWK) score of 0.88 [16] and quite low in open-ended math
question scoring, with a Kappa score of 0.083 (see Section 3.1
for details and Table 1 for a concrete example). This vari-
ation creates a noisy labels problem, which is a common
problem in machine learning where one often needs to ac-
quire a large number of labels via crowdsourcing [3, 18, 19].
In educational applications such as AS, this problem is even
more important since the amount of labels we have access to
is often small, which amplifies the negative impact of noisy
score labels. Therefore, there is a significant need to ana-
lyze the preferences and tendencies of individual scorers, to
not only improve AS accuracy by providing cleaner labels to
train on but also understand where the variation in scores
comes from and investigate whether we can reduce it.

1.1 Contributions

In this paper, we propose a collection of models for the vari-
ation in human scorers due to their individual preferences
and tendencies, from simple models that use only a few pa-
rameters to account for the bias and variance of each scorer
to complex models that use a different set of neural net-
work parameters for each scorer. We ground our work in an
AS task for short-answer mathematical questions and show
that by adding our model to the classification component of



AS models, we can improve AS accuracy by more than 0.02
in Kappa score and 0.01 in AUC compared to AS meth-
ods that do not account for individual scorer differences.
We also conduct qualitative experiments and case studies to
analyze the individual preference and tendencies of scorers.
We found that scorers can be grouped into several major,
obvious clusters, with each cluster having distinct features,
which we explain in detail. We emphasize that our goal is
NOT to develop the most accurate AS model; instead, our
goal is to show that accounting for the variation across differ-
ent individual scorers can potentially improve the accuracy
of any AS model.

1.2 Related work

Noisy labels. Individual scorers often exhibit different pref-
erences and tendencies, as found in [38]. Some of our mod-
els for scorer preference and tendency are closely related to
models used in peer grading [30], where students grade each
others’ work, which is often deployed in settings such as mas-
sive open online courses (MOOCs) where a large number of
open-ended responses make it impossible for external human
scorers to score all responses. Most of these models are in-
spired by methods in machine learning on combining labels
from human labelers with different expertise in crowdsourc-
ing contexts [41]. These models are simple and interpretable,
with the most basic version involving a single bias parameter
(towards certain score labels) and a single variance param-
eter (across different score labels) for each scorer. On the
contrary, we experiment with not only these models but also
more flexible but uninterpretable models, which are compat-
ible with using pre-trained neural language models [13, 29]
in the representation component of AS models.

AS and math AS. The majority of existing ASAG and
AES methods focus on non-mathematical domains [7, 9, 11,
21, 27, 37, 39]. Recently, some AS methods are developed
for specific domains that contain non-textual symbols, e.g.,
Chemistry, Computer Science, and Physics, which exist in
student responses in addition to text, achieving higher and
higher AS accuracy [5, 14, 23, 33, 34]. Our work is grounded
in the short-answer math question scoring setting, which is
studied in prior works [5, 6, 32, 46]. The key technical chal-
lenge here is that mathematical expressions that are often
contained in open-ended student responses can be difficult to
parse and understand in the representation component. The
authors of [5] proposed a scoring approach for short-answer
math questions using sentence-BERT (SBERT)-based rep-
resentation of student responses and simply ignored mathe-
matical expressions. The authors of [6] developed an addi-
tional set of features specifically designed for mathematical
expressions and used them in conjunction with the SBERT
representations as input to the scoring component. The au-
thors of [32] fine-tuned a language model, BERT [13], fur-
ther pre-trained on math textbooks, as the representation
component; however, this representation was found to not
be highly effective in later works [46]. The authors of [46]
used a sophisticated in-context meta-training approach for
automated scoring by inputting not only the response that
needs to be scored but also scored examples to a language
model, enabling the language model to learn from examples,
which results in significant improvement in AS accuracy and

especially generalizability to previously unseen questions.

Another line of related work is about fairness in educational
data analysis since scorer preference can be classified as a
form of individual bias. Researchers have proposed methods
to incorporate constraints and regularization into predictive
models to improve parity and mitigate fairness issues [10,
44, 45]. On the contrary, our work does not attempt at
reducing biases; our focus is only on identifying a specific
source of bias, individual scorer bias, in the AS context.
Therefore, the only approach we use to mitigate biases is to
leverage scorer identification information and investigate its
impact on AS accuracy, following prior work on using this
information in predictive models [43].

2. MODEL

We now detail our models for individual scorer preference
and tendency in AS tasks. For all models, we use a BERT
model [13] as the corresponding representation component
of the AS model, which has been shown to perform well and
reach state-of-the-art performance on the short math answer
AS task with an appropriate input structure [46]. Let us
denote each question-response pair that needs to be scored
as ¢i, while the j-th scorer assigns a score y;,; € {1,...,C}
where C' denotes the number of possible score categories.

2.1 Baseline
Our base AS model is one that directly uses the output

[CLS] embedding of BERT as the representation of the question-

response pair r; € RP, where D = 768 is the dimension
of the embedding. We also use a linear classification head
(omitting the bias terms for simplicity) with softmax out-
put [20] for all score categories, i.e.,

T
Py =) o LI

’

where w. denotes the D-dimensional parameter for each
score category and b. € R is the universal bias toward each
score category.

2.2 Scalar bias and variance with scorer em-
beddings

The first version of our model is the simplest and most inter-
pretable: we use a scalar temperature, i.e., variance param-
eter for each scorer, and a scalar offset, i.e., bias parameter
on each score category for each scorer, i.e.,

P(yiy =€) ox e WETTe), (1)
where a; > 0 is the “temperature” parameter that controls
the scorer’s uncertainty across categories: larger values in-
dicate higher concentrations of the probability mass around
the most likely score category, which corresponds to more
consistent scoring behavior. b.; € R is the “offset” pa-
rameter that controls the scorer’s bias towards each score
category: larger values indicate a higher probability of se-
lecting some score category, which corresponds to more pos-
itive/negative scoring preferences.

In practice, we found that parameterizing biases with a set
of scorer embeddings lead to better performance than simply
parameterizing the biases as learnable scalars. Specifically,
we introduce a high-dimensional embedding for each scorer,



Table 1: Example questions, student responses, and scores. Some scorers assign highly different scores to similar responses.

question_id | question_body

response

scorer_id | score

43737 Chris spent $9 of the $12 he was given for | Jessie is correct because 0.75 in fraction | 1 4

has spent exactly 0.75 of the money. Chris
wonders if Jessie is correct. Explain your
reasoning.

his birthday. His sister Jessie says that he | form is 3/4. 9 is 3/4 of 12, so she is right.

Jessie is wrong.

she is correct

Jessie is incorrect.

Jessie is right because if you divide 12 by
9 you get 0.75.

B[ DN |
D[ | | O

e; € RP and use a C x D matrix S to map it to a low-
dimensional vector that corresponds to the bias terms for
all score categories. This advantage is likely due to the fact
that more model parameters make the model more flexible
and more capable in capturing detailed nuances in scorer
preferences and tendencies.

2.3 Content-driven scorer bias and variance
In the models above, we have set the scorer biases and vari-
ances to be scorer-dependent but not question/response-
dependent, i.e., the bias and variance of a scorer stay the
same across all question-response pairs. However, in prac-
tice, it is possible that these parameters depend on the ac-
tual textual content of the question and the student’s re-
sponse. Therefore, we extend the scorer model of Eq in Sec
2.2 into

bij = fo(ri,e;), = fa(ri,e)),

where  fi(ri,e;) =1; Avej, fa(ri,e;) =r] Aae;,

where the bias b; ; is now a C x 1 vector of biases across
all score categories and both question-response pair (7)-
dependent and scorer (j)-dependent. f;, and fo denote func-
tions that map the textual representation of the question-
response pair and the scorer embedding to the bias and
variance parameters, which can be implemented in any way
(from simple linear models to complex neural networks). In
this work, we found that using bi-linear functions of the
question-response pair representation r; and the scorer em-
bedding e;, using two D x D matrices Ay and A, results
in the best AS accuracy.

2.4 Training with different losses
We explore using various different loss functions as objec-
tives to train our AS model, which we detail below.

2.4.1 Cross-entropy

Since the AS task corresponds to a multi-category classifica-
tion problem, the standard loss function that we minimize is
the cross-entropy (CE) loss [20], summed over all question-
response pairs and scorers, as

C
Lop=—_ 1, —clogp(yi; = c)

i,j e=1

where 1,, . is the indicator function that is non-zero only if
y;,; = ¢. In other words, we are minimizing the negative log-

likelihood of the actual score category among the category
probabilities predicted by the AS model, p(y; ; = ¢).

2.4.2  Ordinal log loss

One obvious limitation of the standard CE loss is that it
assumes that the categories are unordered, which works for
many applications. Therefore, it penalizes all misclassifica-
tions equally. However, for AS, the score categories are nat-
urally ordered, which means that score classification errors
are not equal: if the actual score is 1 out of 5, then a mis-
classified score of 2 is better than 5, but they are weighted
equally in the standard CE loss. Therefore, we follow the
approach outlined in [15] and use an ordinal log loss (OLL),
which we define as

C
Lot ==Y > |yis —cllog(l = p(yi; = c)),

ij e=1

where we weight the misclassification likelihood, i.e.,
—log(1 — p(yi,; = ¢)), according to the difference between
the actual score, y;j, and the predicted score, c. In the
aforementioned example, this objective function would in-
crease the penalty of a misclassified score of 5 by four times
compared to a misclassified score of 2 when the actual score
is 1, which effectively leverages the ordered nature of the
score categories.

2.4.3 Mean squared error

Since the score categories are integers and can be treated
as numerical values, one simple alternative to the CE loss is
the mean squared error (MSE) loss, i.e.,

c
Luse =Y (Y5 — Y p(Yi; =)o), (2)
i, e=1
where we simply square the difference between the actual
score and the expected (i.e., weighted average) score under
the category probabilities predicted by the AS model.

3. QUANTITATIVE EXPERIMENTS

We now detail experiments that we conducted to validate the
different scoring components of AS models and loss functions
that capture scorer preferences and tendencies. Section 3.1
discusses details on the real-world student response dataset
we use and the pre-processing steps. Section 3.2 details the
evaluation metrics we use in our experiments. Section 3.3
details our experimental setting, and Section 3.4 details the
experimental results and corresponding discussion.



Table 2: Comparing different scorer models on short-answer math scoring. The combination of content-driven scorer bias and

temperature with the OLL loss outperforms other scorer models and training losses.

Bias (b) & Temperature () Loss Function | AUC RMSE Kappa

Universal (be, « = 1) CE 0.765 £ 0.003 | 0.954 £ 0.014 | 0.614 £ 0.009
Universal (be, a = 1) MSE 0.764 £ 0.003 | 0.946 £ 0.018 | 0.615 £+ 0.008
Universal (be, a = 1) OLL 0.768 £ 0.003 | 0.944 £ 0.015 | 0.617 £+ 0.006
Scorer-specific (bey, ay) CE 0.768 £ 0.005 | 0.928 £ 0.023 | 0.628 £ 0.006
Scorer-specific (be.;, ;) MSE 0.772 £ 0.005 | 0.926 £ 0.025 | 0.625 =+ 0.006
Scorer-specific (be,j, o) OLL 0.770 £ 0.003 | 0.916 £ 0.013 | 0.628 £ 0.004
Content-driven (be,,(r:), a;(r7)) | CE 0.772 £ 0.003 | 0.923 £ 0.016 | 0.631 £ 0.006
Content-driven (be; (r:), a;(r:)) | MSE 0.774 = 0.004 | 0.922 £ 0.021 | 0.629 =+ 0.005
Content-driven (bc,;(r;), a;(r;)) | OLL 0.779 £ 0.004 | 0.924 = 0.013 | 0.641 = 0.005

3.1 Dataset

We use data collected from an online learning platform that
has been used in prior work [5, 14|, which contains student
responses to open-ended, short-answer math questions, to-
gether with scores assigned by human scores. There are
a total of 141,612 total student responses made by 25,069
students to 2,042 questions, with 891 different teachers be-
ing scorers. The set of possible score categories is from 0
(no credit) to 4 (full credit). The dataset mainly contains
math word problems, where the answer could be mathemat-
ical such as numbers and equations or textual explanations,
sometimes in the format of images.

We found that different scorers sometimes assign very differ-
ent scores to the same response, which motivated this work.
As an example, we analyze question-response pairs that are
scored by more than one scorer and evaluate the Kappa
score between these scorers. The human Kappa score is
only 0.083, which means a minimal agreement between dif-
ferent scorers. Although there are only 523 such pairs, this
case study still shows that even for the same exact response,
scorers have highly different individual preferences and ten-
dencies and may assign them highly different scores.

We also perform a series of pre-processing steps to the orig-
inal dataset. For example, since some of the scorers do not
score many responses, e.g., less than 100, there may not be
enough information on these scorers for us to model their be-
havior. Therefore, we remove these scores from the dataset,
which results in 203 scorers, 1,273 questions, and 118,079
responses. The average score is 3.152+1.417. Table 1 shows
some examples of data points of this dataset; each data point
consists of the question statement, the student’s response,
the scorer’s ID, and the score.

3.2 Metrics

We utilize three standard evaluation metrics for integer-
valued scores that have been commonly used in the AS task
[5, 14]. First, the area under the receiver operating charac-
teristic curve (AUC) metric, which we adapt to the multi-
category classification problem by averaging the AUC num-
bers over each possible score category and treating them as
separate binary classification problems, following [22]. Sec-
ond, we use the root mean squared error (RMSE) metric,
which simply treats the integer-valued score categories as

numbers. Third and most importantly, we use the multi-
class Cohen’s Kappa metric for ordered categories, which is
often used to evaluate AS methods [1].

3.3 Experimental setting

In the quantitative experiment, we focus on studying
whether adding scorer information leads to improved AS ac-
curacy. Therefore, when we are splitting a dataset into train-
ing, validation, and test sets, we ensure that every scorer
is included in the training set. We divide the data points
(question-response pairs, scorer 1D, score) into 10 equally-
sized folds for cross-validation. During training, we use 8
folds as training data, 1 fold for validation for model selec-
tion, and 1 fold for the final testing.

For a fair comparison, every model uses BERT'! as the
pre-trained model for question-response pair representation,
which has been shown to result in state-of-the-art AS ac-
curacy in prior work [46]. We emphasize that our work on
scorer models can be added on top of any AS method for
response representation; applying these models on other AS
methods is left for future work. We use the Adam opti-
mizer, a batch size of 16, and a learning rate of le — 5 for
10 training epochs on an NVIDIA RTX8000 GPU. We do
not perform any hyper-parameter tuning and simply use the
default settings.

3.4 Results and discussion

Table 2 shows the mean and standard deviation of each
scorer model trained under each loss function. We see that
generally, models with content-driven scorer biases and vari-
ances outperform scorer-specific biases and variances, which
outperform the base AS model that treats each scorer the
same with universal values for bias and variance. The im-
provement in AS accuracy is significant, up to about 0.02 in
the most important metric-Kappa, for the content-driven
biases and variances over the standard AS approach of not
using scorer information. This observation validates the
need to account for individual scorer preferences and ten-
dencies in the highly subjective AS task. Meanwhile, since
the content-driven scorer bias and variance models outper-
form the scorer-specific bias and variance models, we can
conclude that the content of the question and response does
play an important role in scorer preference.

"https://huggingface.co/bert-base-uncased
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(b) Bias for each score category

Figure 1: Visualization of clustering result on scorer embedding learned via scorer-specific model. The left figure shows the
2-D visualization of scorer embedding space, and the right figure shows the average bias for each cluster

We also observe that training scorer models with the OLL
loss outperform the other losse, while training with the MSE
loss does not even lead to the best results on the RMSE
metric. This observation suggests that taking into account
the ordered nature of score categories instead of treating
them as parallel ones is important to the AS task.

4. QUALITATIVE ANALYSIS

Despite the content-driven model delivering the highest
AUC and Kappa results, the complexity of the information
contained in its embedding space renders it difficult to in-
terpret. Consequently, we have elected to concentrate on
examining the scorer-specific model (detailed in Sec. 2.2).

4.1 Visualization of scorer embedding

Figure 1 shows a 2-D visualization of the learned scorer
embedding space; We see that there are obvious clusters
among all scorers. We then fit the learned scorer embeddings
under a mixture-of-Gaussian model via the expectation-
maximization (EM) algorithm with 6 clusters. The sub-
figures to each side of the main plot shows each cluster’s
average bias towards each score category, which are 0, 1, 2,
3, and 4 from left to right.

4.2 Features analysis based on each cluster

Cluster 1 shows a negative scoring profile, with a strong, pos-
itive bias towards the lowest score category 0 (positive bc,;
values) and small, negative biases against higher scores, 1,
2, and 3 (negative b, ; values). These scorers assign 0 scores
much more often than other score categories, compared to
other scorers. The average score across question-response

pairs is the lowest for this cluster, at 1.69. Meanwhile, this
cluster has a relatively high score variance of 1.69, meaning
that these scorers tend to have inconsistent behavior and
assign a wide variety of score labels.

Cluster 2 shows a positive scoring profile, with a strong,
positive bias towards the highest score, 4, and moderate
negative biases against other scores. These scorers prefer to
assign scores that are overwhelmingly higher compared to
other scorers. The average score across question-response
pairs is the lowest for this cluster, at 3.45. Meanwhile, this
cluster has a relatively low score variance of 0.92, meaning
that these scorers are consistent in scoring responses higher
than other scorers.

Cluster 3 shows a conservative scoring profile, with small,
positive biases towards the middling scores 1, 2, and 3 and
a strong, negative bias against the top score 4. The average
score across question-response pairs is 2.41 for this cluster
with a variance of 1.4, which is high considering that scorers
in this cluster rarely use the top score category, indicating
that their scoring behavior is not highly consistent.

Cluster 4 shows an unbiased scoring profile, with a low bias
towards or against any score category, with a slight pref-
erence for the top score category, 4. This cluster contains
almost half of the scorers, which means that the majority of
scorers are reliable (their scores depend mostly on the ac-
tual quality of the response, i.e., the wlr; term of Eqin 2.2
rather than the bias term.

Cluster 5 shows a polarizing scoring profile, with strong, pos-
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Figure 2: Detailed biases and variance (inverse of temperature) for each scorer profile, their observed scoring distributions,
and average response features. We normalize the observed scoring distributions to zero-mean, which makes them easier to
visually compare against the learned biases. math tok (%) is the percentage of math tokens in the response. img (%) is the
percentage of images in the response. length is the number of word tokens in the response.

itive biases toward both the lowest score, 0, and the highest
score, 4, while having strong, negative biases against score
categories in between. Scorers in this cluster often score
a response as all or nothing while using the intermediate
score values sparingly. The average score across question-
response pairs is 2.55 for this cluster with a variance of 1.81,
the highest among all clusters, which agrees with our ob-
servation that these scorers are highly polarizing and rarely
judge any response to be partially correct.

Cluster 6 shows a lenient scoring profile, with a strong, neg-
ative bias against the lowest score, 0, and a moderate, posi-
tive bias towards the next score, 1, with minimal bias across
higher score categories. Scorers in this cluster tend to award
students a single point for an incorrect response instead of
no points at all. The average score across question-response
pairs is 2.71 for this cluster with a middling variance of 1.33.

S. CONCLUSIONS AND FUTURE WORK

In this paper, We created models to account for individ-
ual scorer preferences and tendencies in short-answer math
response automated scoring. Our models differ from pre-
vious work by focusing on capturing the subjective nature
of scoring rather than textual content. Our models range
from simple to complex, with some using bias and variance
as a function of the question and response. Our experi-

ments on a dataset with low inter-rater agreement showed
that accounting for scorer preferences and tendencies im-
proved performance by more than 0.02 in the Kappa metric.
Qualitative analysis showed obvious patterns among scorers,
some with biases towards certain scores. Scorer-specific set-
tings can model scorer grading behavior very well. In other
words, the scorer’s grading behavior is highly controllable,
and the scorer’s grading behavior representation is also well-
represented in the hidden space. One practical extension
could be adjusting the learned scorer bias by using a differ-
ent type of scorer embedding to control model grading in a
different scorer style. Future work can address limitations in
our analysis. Our dataset only provides scorer IDs, lacking
gender, race, or location. Investigating biases with this addi-
tional information is crucial, including how teacher-student
relationships or shared demographics impact biases. Our
analysis also did not consider student demographic informa-
tion, which is important for fairness studies. Additionally,
our scorer models were only validated with a BERT-based
textual representation model, so further testing is needed
to determine their adaptability to traditional, feature-based
automated scoring methods.
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APPENDIX
A. CORRELATION ANALYSIS

In Figure 2, we see that the learned scorer biases for each
cluster are highly correlated with the observed score distri-
bution across score categories. However, it is not obvious
how the variance, i.e., the inverse of the temperature pa-
rameter (a), correlates with other model parameters and
response features. Therefore, we calculate the correlation
coefficient (left) and the corresponding p-value (right) be-
tween each pair of model parameters and response features
and show them in Figure 3. In the left part of the figure, we
see that o positively correlates with the mean of scores and
negatively correlates with the standard deviation of scores.
In the right part of the figure, we see that « is significantly
correlated with the standard deviation of scores, which is
expected since this temperature parameter is designed to
capture the variation in score category assignments. We
also see that « is also significantly correlated with the bias
terms of each score category, with a positive correlation with
the bias for score category 4 and a negative correlation with
the bias for other categories.

For the bias terms, we see that most of the biases are signif-
icantly correlated with the mean and standard deviation of
scores, but less correlated with question-response pair fea-
tures. This observation suggests that the bias terms mainly
depend on scorer behavior rather than the question-response
pair, which is what the model intended to do; the question-
response pair is captured by the w.r; term of Eq in 2.2.
The bias for score category 2, however, does not significantly
correlate with the mean and standard deviation of scores but
significantly correlates with other question-response pair fea-
tures. One possible explanation is that since this score cat-
egory is in the middle of all scores, scorers do not show any

bias towards or against this score category and can solely
rely on the actual content of the question and response. |
for example, the length of the response which might show
that bias 2 does not accurately represent scorer grading be-
havior.

B. CASE STUDY: SAME SCORER, DIF-
FERENT RESPONSES

Table 3 shows several examples of different questions and re-
sponses and corresponding scores for a single scorer, with the
actual score, biases calculated from the content-driven scorer
bias and variance model, and predicted scores for different
models. The overall bias for this scorer is [—0.043, —0.36,
—0.212,0.061,0.439] across all score categories, which indi-
cates that this scorer prefers to assign high scores (especially
the full score 4) but often assigns low scores except the low-
est score (0). Overall, we see that if we do not include
biases in the AS model (the sixth column), the AS model
tends to predict middling scores, while the human scorer
tends to give students full credit (4). For Question 2, this
example shows that the content-driven scorer bias model
captures nuanced scorer preference: for the meaningless re-
sponse “idk”, which should have a score of 0, the scorer has
a strong preference towards giving it a high score (3). This
bias only appears for seemingly meaningless responses but
not overall (overall bias towards score category 3 is minimal
at 0.061). Therefore, we see that the scorer-specific model

cannot capture this information since its biases and variance
are global across all question-response pairs for this scorer.

As a result, content-driven scorer models are more flexible
in handling these cases compared to other models, which is
also evident in the quantitative results in Table 2 that this
model achieves the highest overall AS accuracy.
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Figure 3: Correlation coefficients and corresponding p-values across the bias, variance terms, and response features for the
scorer-specific bias and variance models.

Table 3: Examples of student response and scores for a single scorer with biases —0.043, —0.36,0.061, —0.212,0.439 for all
score categories. Notice that the no-bias prediction is the prediction of the content-driven model that does not scale with
bias.

Question | Response Actual | Content- Scorer- No Content-driven scorer bias
id score driven specific bias
prediction | prediction | prediction
1 The graph was touching the | 4 4 4 3 [-0.61, -1.29, 0.04, -0.33, 1.33]

origin, but it didn’t have a
straight line

2 It meets the origin and it goes | 3 4 4 3 [-0.26, -1.80, -0.57, -0.39, 2.09]
perfectly diagonal.
Because it’s a straight line | 4 4 4 3 [0.13, -1.53, -0.76, -0.47, 1.71]
that goes through the origin
its proportional because it | 3 3 4 2 [1.19, -0.20, -3.18, 1.24, 1.21]

has a straight line and starts
at the bottom.
idk 3 3 0 0 [-6.26, -0.09, 2.76, 4.56, 1.50]




