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Abstract

We initiate the study of federated reinforcement learning under environmental heterogeneity
by considering a policy evaluation problem. Our setup involves N agents interacting with
environments that share the same state and action space but differ in their reward functions
and state transition kernels. Assuming agents can communicate via a central server, we ask:
Does exchanging information expedite the process of evaluating a common policy? To answer
this question, we provide the first comprehensive finite-time analysis of a federated temporal
difference (TD) learning algorithm with linear function approximation, while accounting for
Markovian sampling, heterogeneity in the agents’ environments, and multiple local updates
to save communication. Our analysis crucially relies on several novel ingredients: (i) deriving
perturbation bounds on TD fixed points as a function of the heterogeneity in the agents’ underlying
Markov decision processes (MDPs); (ii) introducing a virtual MDP to closely approximate the
dynamics of the federated TD algorithm; and (iii) using the virtual MDP to make explicit
connections to federated optimization. Putting these pieces together, we rigorously prove that in
a low-heterogeneity regime, exchanging model estimates leads to linear convergence speedups in
the number of agents.

1 Introduction

In the popular federated learning (FL) paradigm [28, 38], a set of agents aim to find a common
statistical model that explains their collective observations. The motivation to collaborate stems
from the fact that if the underlying distributions generating the agents’ observations are “similar”,
then each agent can end up learning a “better” model than if it otherwise used just its own data.
This idea has been formalized by the canonical FL algorithm FedAvg (and its many variants)
where agents communicate local models via a central server while keeping their raw data private.
To achieve communication-efficiency - a key consideration in FL - the agents perform multiple
local model-updates between two successive communication rounds. There is a rich literature that
analyzes the performance of FedAvg, focusing primarily on the aspect of statistical heterogeneity
that originates from differences in the agents’ underlying data distributions [25, 62, 22, 43, 6, 40, 39].
Notably, the above works focus on supervised learning problems that are modeled within the
framework of distributed optimization. However, for sequential decision-making with multiple agents

*Han Wang and James Anderson are with the Department of Electrical Engineering, Columbia University in
the City of New York. Email: {hw2786, james.anderson}@columbia.edu. Aritra Mitra is with the Department of
Electrical and Computer Engineering, North Carolina State University. Email: amitra2@ncsu.edu. H. Hassani and G.
Pappas are with the Department of Electrical and Systems Engineering, University of Pennsylvania. Email: {pappasg,
hassani}@seas.upenn.edu. This work was supported by the DoE under grant DE-SC0022234, NSF awards 2144634
& 2231350, NSF Award 1837253, NSF CAREER award CIF 1943064, and AFOSR-YIP under award FA9550-20-1-0111.



interacting with potentially different environments, little to nothing is known about the effect of
heterogeneity. This is the gap we seek to fill with our work.

The recent survey paper by [45] describes a federated reinforcement learning (FRL) framework
which incorporates some of the key ideas from FL in reinforcement learning (RL); applications of
FRL in robotics [34], autonomous driving [7], and edge computing [60] are discussed in detail in
this paper. As RL algorithms often require many samples to achieve acceptable accuracy, FRL
aims to achieve sample-efficiency by leveraging information from multiple agents interacting with
similar environments. Importantly, as in standard FL, the FRL framework requires agents to
keep their personal experiences (e.g., rewards, states, and actions) private, and adhere to stringent
communication constraints. While FRL is a promising idea, to model realistic scenarios, one needs
to account for the crucial fact that different agents may interact with non-identical environments.
Indeed, just as statistical heterogeneity is a major challenge in FL, environmental heterogeneity is
identified as a key open challenge in FRL [45].

To tackle this challenge, we focus on a policy evaluation problem. Our setup involves N agents
where each agent interacts with an environment modeled as a MDP. The agents” MDPs share the
same state and action space but have different reward functions and state transition kernels, thereby
capturing environmental heterogeneity. Each agent seeks to compute the discounted cumulative
reward (value function) associated with a common policy u. Notably, the value functions induced by
u may differ across environments. This leads to the central question we investigate: Can an agent
expedite the process of learning its own value function by leveraging information from potentially
different MDPs? This is a non-trivial question since the effect of combining data from non-identical
MDPs is poorly understood.

A typical application of the above FRL setup is that of an autonomous driving system where
vehicles in different geographical locations share local models capturing their learned experiences to
train a shared model that benefits from the collective exploration data of all vehicles. Although the
vehicles (agents) essentially have the same operations (e.g., steering, braking, accelerating, etc.),
they can be exposed to different environments (e.g., road and weather conditions, routes, driving
regulations etc.). This is precisely what contributes to environmental heterogeneity.

1.1 Owur Contributions

We study a federated version of the temporal difference (TD) learning algorithm TD(0) [53]. The
structure of this algorithm, which we call FedTD(0), is as follows. At each iteration, each agent
plays an action according to the policy u, observes a reward, and transitions to a new state based
on its own MDP. It then uses TD(0) with linear function approximation to update a local model
that approximates its own value function. To (potentially) benefit from other agents’ data in a
communication-efficient manner, each agent periodically synchronizes with a central server, and
performs multiple local updates in between. Notably, as in FL, agents only exchange models
but never their personal observations. We perform a comprehensive analysis of FedTD(0) under
environmental heterogeneity, and make the following contributions:

Effect of heterogeneity on TD(0) fixed points. Towards understanding the behavior of
FedTD(0), we start by asking: How does heterogeneity in the transition kernels and reward func-
tions of MDPs manifest into differences in the long-term behavior of TD(0) (with linear function
approzimation) on such MDPs? Theorem 1 provides an answer by characterizing how perturbing a
MDP perturbs the TD(0) fixed point for that MDP. To arrive at this result, we combine results from
the perturbation theories of Markov chains and linear equations. Theorem 1 establishes the first



perturbation result for TD(0) fixed points, and complements results of a similar flavor in the RL
literature such as the Simulation Lemma [23].

The Virtual MDP framework. In FL algorithms such as FedAvg, the average of the negative
gradients of the agents’ loss functions drives the iterates of FedAvg towards the minimizer of a
global loss function. In our setting, there is no such global loss function. So by averaging TD(0)
update directions of different MDPs, where do we end up? To answer this question, we construct a
virtual MDP in Section 3.2, and characterize several important properties of this fictitious MDP
that aid our subsequent analysis. Along the way, we derive a simple yet key result (Proposition 1)
pertaining to convex combinations of Markov matrices associated with aperiodic and irreducible
Markov chains; this result may be of independent interest.

Analysis under an i.i.d. assumption. To isolate the effect of heterogeneity and build intuition,
we start by analyzing FedTD(0) under a standard i.i.d. assumption in the RL literature [9, 2, 11].
After T' communication rounds with K local model-updating steps per round, we prove that FedTD(0)
guarantees convergence at a rate of O(1/NKT) to a neighborhood of each agent’s optimal linear
approximation parameter; see Theorem 2. The size of the neighborhood depends on the level of
heterogeneity in the agents’ MDPs. The key implication of this result is that in a low-heterogeneity
regime, each agent can enjoy an N -fold speed-up in convergence via collaboration. To prove this result,
we introduce a new analysis technique that combines the virtual MDP idea with the optimization
interpretation of TD(0) dynamics in [2]. An important benefit of this technique is that it highlights
the connections between the dynamics of FedTD(0) and standard FL algorithms, allowing one to
leverage existing FL optimization proofs for federated RL.

Bias introduced by Heterogeneity. Our convergence result in Theorem 2 features a bias term
due to heterogeneity that cannot be eliminated even by making the step-size arbitrarily small. Is
such a term unavoidable? We explore this question in Theorem 3 by studying a “steady-state”
deterministic version of FedTD(0). Even for this simple case, we prove that a bias term depending
on a natural measure of heterogeneity shows up inevitably in the long-term dynamics of FedTD(0).
Moreover, unlike the standard FL setting where the effect of heterogeneity manifests itself only
when the number of local steps K is strictly greater than 1 [6], the bias term in Theorem 3 persists
even when K = 1. This reveals a key difference between our setting and federated optimization.

Analysis for the Markovian setting. Our most significant contribution is to provide the first
analysis of a federated RL algorithm (FedTD(0)) that simultaneously accounts for linear function
approzimation, Markovian sampling, multiple local updates, and heterogeneity. The effect of het-
erogeneity coupled with complex temporal correlations makes this setting challenging to analyze.
Nonetheless, in Theorem 4, we prove that one can essentially recover the same guarantees as in the
ii.d. setting (Theorem 2). Our result complements the myriad of federated optimization results
that account for heterogeneity [25, 62].

We now briefly discuss most directly related work; a detailed description is given in the Appendix.

Related Work. In [11, 35|, the authors analyze multi-agent TD learning with linear function
approximation over peer-to-peer networks. Neither approach accounts for local steps nor Markovian
sampling. Very recently, the authors in [26] do study the effect of Markovian sampling for federated
TD learning. However, all of the above papers consider a homogeneous setting with identical MDPs
for all agents. The only paper we are aware of that performs any theoretical analysis of heterogeneity



in FRL is [21]. However, their analysis is limited to the much more simpler tabular setting with no
function approximation.

2 Policy Evaluation in a Centralized Setting

Our RL setting is based on a Markov Decision Process (MDP) [54] defined by the tuple M =
(S, A, R,P,v), where S is a finite state space of size n, A is a finite action space, P is a set of
action-dependent Markov transition kernels, R is a reward function, and « € (0,1) is the discount
factor. We consider the problem of evaluating the value function V,, of a given policy p, where
u:S — A. The policy p induces a Markov reward process (MRP) characterized by a transition
matrix P,, and a reward function R,. Under the action of the policy x at an initial state s, P,(s,s’)
is the probability of transitioning from state s to state s’, and R, (s) is the expected instantaneous
reward. The discounted expected cumulative reward obtained by playing policy u starting from
initial state s is:

[e.e]

VH(S) =E [Z ’YtRu(St”SO = 5] )

t=0
where s; is the state of the Markov chain at time ¢. From [57], we know that V), is the fixed point of
the Bellman operator T}, : R" — R", i.e., T),V,, = V},, where for any V' € R",

(T,V)(s) = Ru(s) + v Z P (s, 8"V (s), Vs € S.
s'eS

TD learning with linear function approximation. We consider the setting where the number
of states is very large, making it practically infeasible to compute the value function V,, directly. To
mitigate the curse of dimensionality, a common approach [54] is to consider a low-dimensional linear
function approximation of the value function V),. Let {®;,}¢_, be a set of d linearly independent
basis vectors in R™, and ® € R™*? be a matrix with these basis vectors as its columns, i.e., the k-th
column of ® is ®;. A parametric approximation Vp of V,, in the span of {@k}gzl is then given by
Vg = ®f, where 6 € R? is a parameter vector to be learned. Notably, this is tractable since d < n.
We denote the s-th row of ® by ¢(s) € R?, and refer to it as the fixed feature vector corresponding to
state s. We write Vj(s) = ¢(s)" 0 and make the standard assumption [2] that ||¢(s)||2 <1,Vs € S.

The objective is to find the best linear approximation of V), in the span of {q)k}ﬁzl. More
precisely, we seek a parameter vector 6* that minimizes the distance between Vp and V., (in a suitable
sense). When the underlying MDP is unknown, one of the most popular techniques to achieve this
goal is the classical TD(0) algorithm. TD(0) starts from an initial guess 6y € R?. Subsequently, at
the t-th iteration, upon playing the given policy p, a new data tuple Oy = (s, 7 = Ry(st), S141)
comprising of the current state, the instantaneous reward, and the next state is observed. Let us
define the TD(0) update direction as

9+(0r) = (Tt +y0 (s141) O — o (s0) " Ht) ¢ (st) -

Using a step-size a; € (0, 1), the parameter 6; is then updated as 0,11 = 0y + a;g1(6;). Under some
mild technical assumptions, it was shown in [57] that the TD(0) iterates converge asymptotically
almost surely to a vector 6*, where 6* is the unique solution of the projected Bellman equation
IpT,(P0*) = ©*. Here, D is a diagonal matrix with entries given by the elements of the stationary
distribution 7 of the Markov matrix P,. Furthermore, IIp(-) is the projection operator onto the
subspace spanned by {¢x}{_, with respect to the inner product (-,-)p.!

"We will use || - |3 to denote the quadratic norm z” Dz induced by the positive definite matrix D, and || - || to
represent the standard Euclidean norm for vectors and #2 induced norm for matrices.



Objective. We study a multi-agent RL problem where agents interact with similar, but non-
identical MDPs that share the same state and action space. All agents seek to evaluate the same
policy. Our goal is to understand: Can an agent evaluate the value function of its own MDP
in a more sample-efficient way by leveraging data from other agents? Answering this question is
non-trivial since one needs to (i) model heterogeneity in the agents’ MDPs; and (ii) understand
the effects of such heterogeneity on the convergence of algorithms that combine information from
non-identical MDPs. Existing FL analyses that study statistical heterogeneity in supervised learning
fall short of resolving the above issues, since our problem does not involve minimizing a static loss
function. In the next section, we will formally introduce our setup and the key ideas needed for our
subsequent analysis.

3 Heterogeneous Federated RL

We consider a federated reinforcement learning setting comprising of IV agents that interact with
potentially different environments. Agent i’s environment is characterized by the following MDP:
MO = (S, A, R(i),P(i),’y>. While all agents share the same state and action space, the reward
functions and state transition kernels of their environments can differ. We focus on a policy
evaluation problem where all agents seek to evaluate a common policy u that induces N Markov

reward processes characterized by the tuples {P,Si),R,(f)}ie[N}.Q Agent ¢ aims to find a linearly

parameterized approximation of its value function V“(Z). Trivially, agent ¢ can do so without
interacting with any other agent by employing the TD(0) algorithm. However, the key question
we ask is: By using data from other agents, can it achieve a desired level of approrimation with
fewer samples relative to when it acts alone? Naturally, the answer to the above question depends
on the level of heterogeneity in the agents’ MDPs. Accordingly, inspired by notions of bounded
heterogeneity in federated supervised learning [47], we make the following assumptions.

Assumption 1. (Markov Kernel Heterogeneity) There exists an € > 0 such that for all agents
i,7 € [N], it holds that |PW(s,s") — PU)(s,s")| < [P (s,s')|,Vs,s' € S. Here, for each i € [N],
PO (s, s") represents the (s, s')-th element of the matriz P(™.

Assumption 2. (Reward Heterogeneity) There exists an €1 > 0 such that for all i,j € [N], it
holds that ||[R® — RU)|| < €.

Clearly, smaller values of € and €; capture more similarity in the agents’ MDPs. In line with the
standard communication architecture in FL [28, 38], suppose all agents can exchange information
via a central server. Via such communication, the standard FL task is to find one common model
that explains the data of all agents. In a similar spirit, our goal is to find one common parameter 0
such that ‘79 = ®f approximates each V,fz),i € [N]. There is a natural tension here. While using
data from multiple agents can help find an approximate model quickly, such a model may not
accurately capture the value function of any agent if the agents’ MDPs are very dissimilar. So
does more data help or hurt? It turns out that to answer the above question, we need to carefully
understand how the structural heterogeneity assumptions on the MDPs (namely, Assumptions 1
and 2) manifest into differences in the long-term dynamics of TD(0) on these MDPs. In the sequel,
we will comprehensively explore this topic.

2For simplicity of notation, we will henceforth drop the dependence of P% and R on the policy p.



3.1 Impact of Heterogeneity on TD fixed points

Intuitively, if the MRPs induced by a common policy for two different environments are similar, then
the long-term behavior of TD(0) on these two MRPs should also be similar. In particular, the TD(0)
fixed points of these MRPs should be close. As we shall see later, characterizing this “closeness” in
TD(0) fixed points will play a key role in understanding how environmental heterogeneity affects the
behavior of a federated TD algorithm. To proceed, we make the following standard assumption.

Assumption 3. For each i € [N], the Markov chain induced by the policy u, corresponding to the
state transition matriz PW, is aperiodic and irreducible.

The above assumption implies the existence of a unique stationary distribution 7@ for each
i € [N]; let D be a diagonal matrix with the entries of 7(9 on its diagonal. For each agent 1,

we then use 8 to denote the solution of the projected Bellman equation II D(i>T,Si)(<I>9;k) = ®0; for

agent 7. In words, 6] is the best linear approximation of V,EZ) in the span of {qﬁk}zzl. Based on
the discussion in Section 2, we know that the iterates of TD(0) on agent i’'s MRP will converge
asymptotically (almost surely) to 67. Our goal is to provide a bound on the gap 0] — 07| as a
function of the heterogeneity parameters € and €; appearing in Assumptions 1 and 2. The key
observation we will exploit is that for each ¢ € [IN], 67 is the unique solution of the linear equation
A;07 = b;, where A; = DO (@ — yPO®) and b; = &' DORO. For an agent j # i, viewing A
and Ej as perturbed versions of A; and b;, we can now appeal to results from the perturbation
theory of linear equations [19, Chapter 5.8] to bound || — 7. To that end, we first recall a result
from the perturbation theory of Markov chains [42] which shows that under Assumption 1, the
stationary distributions 7(? and 7) are close for any pair i, j € [N].

Lemma 1. Suppose Assumption 1 holds. Then, for any pair of agents i,j € [N], the stationary
distributions 7@ and 79 satisfy:

7@ — 7D < 2(n — 1)e + O(2). (1)

We will now use the bound on ||7() — 7()||; in Lemma 1 to bound ||A; — A;|| and ||b; — bj].
To state our results, we make the standard assumption that for each i € [N], it holds that

IR (s)| < Rmax, Vs € S, i.e., the rewards are uniformly bounded. In [57], it was shown that —A; is
a negative definite matrix; thus, there exists some §; > 0 such that ||4;|| > 0; holds for every agent
i € [N]. We also assume that there exists a constant o > 0 such that ||b;|| > d2, Vi € [N]. We have
the following result on the perturbation of TD(0) fixed points.

Theorem 1. (Perturbation bounds on TD(0) fixed points) For all i,j € [N], we have:
(i) |Ai = Ajl| < A(e) = vv/ne+ (1 +7)[2(n — De + O(2)].
(i) ||b; — b;|| < b€, €1) & Riax (2(n — 1)e + O(e2)) + Ofey).

(iii) Suppose IH > 0 such that ||07|| < H, Vi € [N]. Let x(A;) denote the condition number of A;.

Then: B
HH: - 9;” < F(E,El) £ max { 1 K(A1>H (¢) (A(6> + 6(67 61)) } .

i€[N] — k(A) 3 o1 2




Discussion. Theorem 1 reveals how heterogeneity in the rewards and transition kernels of MDPs
can be mapped to differences in the limiting behavior of TD(0) on such MDPs from a fixed-point
perspective. It formalizes the intuition that if the level of heterogeneity - as captured by € and ¢; -
is small, then so is the gap in the TD(0) limit points of the agents” MDPs. This result is novel, and
complements similar perturbation results in the RL literature such as the Simulation Lemma [23].%

In what follows, we will introduce the key concept of a virtual MDP, and build on Theorem 1 to
relate properties of this virtual MDP to those of the agents’ individual MDPs.

3.2 Virtual Markov Decision Process

One of the main goals of our paper is to draw explicit parallels between federated optimization and
FRL. Doing so would enable us to apply the rich set of ideas and techniques developed in standard
FL to our setting. However, drawing such parallels requires some effort. In a standard FL setting,
the goal is to typically minimize a global loss function f(z) = (1/N) 3> ;cn fi(x) composed of the
local loss functions of N agents; here, f;(z) is the local loss function of agent i. In FL, due to
heterogeneity in the agents’ loss functions, there is a “drift” effect [5, 22]: the local iterates of each
agent i drift towards the minimizer of f;(z). However, when the heterogeneity is moderate, the
average of the agents’ iterates converges towards the minimizer of f(z). To develop an analogous
theory for FRL, we need to first answer: When we average TD(0) update directions from different
MDPs, where does the average TD(0) update direction lead us? Tt is precisely to answer this question
that we introduce the concept of a virtual MDP.

To model a virtual environment that captures the “average” of the agents’ individual envi-
ronments, we construct an MDP M = (S, A, R, P,7), where P = (1/N)N, PO and R =
(1/N) >N, R®. Note that the virtual MDP is a fictitious MDP that we construct solely for the
purpose of analysis, and it may not coincide with any of the agents’ MDPs, in general.

Properties of the Virtual MDP. When applied to M, let the policy p that we seek to
evaluate induce a virtual MRP characterized by the tuple {P, R}. It is easy to verify that P =
(1/N)SSN, PO and R = (1/N)X¥, R®. The following result shows how the virtual MRP
inherits certain basic properties from the individual MRPs; the result is quite general and may be
of independent interest.

Proposition 1. Let {POYN | be a set of Markov matrices associated with Markov chains that
share the same states, and are each aperiodic and irreducible. Then, for any set of weights {w;}Y
satisfying w; > 0,Yi € [N] and Zie[N] w; = 1, the Markov chain corresponding to the matriz
>ie[N] w; PY is also aperiodic and irreducible.

The above result immediately tells us that the Markov chain corresponding to P is aperiodic
and irreducible. Thus, there exists an unique stationary distribution 7 of this Markov chain; let D
be the corresponding diagonal matrix. As before, let us define A £ ®TD(® — yP®), b2 &TDR,
and use 6* to denote the solution to the equation A8* = b. Our next result is a consequence of
Theorem 1, and characterizes the gap between 6 and 6*, for each i € [N].

Proposition 2. Fiz any i € [N]. Using the same definitions as in Theorem 1, we have ||A; — Al| <
A(e), [[bi = bl| < ble, e1) and ||0F — 67| < T'(e, e1).

3The simulation lemma tells us that if two MDPs with the same state and action spaces are similar, then so are
the value functions induced by a common policy on these MDPs.



Algorithm 1 Description of FedTD(0)

(t)

1: Input: Policy p, local step-size oy, global step-size oy’ at t-th communication round
2: Initialize: fy = 0y and siy = s0, Vi € [N]

3: for each round t=0,...,7 —1 do

4: for each agent i € [N | do

5: for k=0,. —1do

6: Agent i mltlahzes 915()) =0,

7: Agent ¢ plays u(sg ,)c) observes tuple Og,i = (ngz,, rgz,i, 3%2,4_1),
8: and updates local model as Gg 12+1 = 9t A alg (Gt(lli ,

0 where g;(60) 2 (rf) 4+ y(siL,) T — 6(s ) T00) 055
10: end for ' B

11: send AEZ) = Gg( — 0 back to the server

12: end for

_ — (t) ;
13: Server computes and broadcasts global model ;1 =I5 % (Ot + % >ic[N] AEZ))
14: end for

We will later argue that the federated TD algorithm (to be introduced in Section 4) converges to
a ball centered around the TD(0) fixed point * of the virtual MRP. Proposition 2 is thus particularly
important since it tells us that in a low-heterogeneity regime, by converging close to 8*, we also
converge close to the optimal parameter ] that minimizes the projected Bellman error for MDP
M@ This justifies studying the convergence behavior of FedTD(0) on the virtual MRP. We end
this section with a result which follows in part from Proposition 1.

Proposition 3. For the virtual MRP, the following hold: (i) Amax(®TD®) < 1; and (i) 3 & >0
5.t Amin(®TD®) > @.

4 Federated TD Algorithm

In this section, we describe the FedTD(0) algorithm, a federated version of TD(0). We outline its
steps in Algo. 1. The goal of FedTD(0) is to generate a model 6 such that Vp is a good approximation
of each agent i’s value function Vu(z), corresponding to the policy . In line with both standard FL
algorithms, and also works in MARL/FRL (in homogeneous settings) [11, 26], the agents keep their
raw observations (i.e., their rewards, states, and actions) private, and only exchange local models.

FedTD(0) starts from a common initial model and a common starting state for all agents.
Subsequently, in each round ¢, each agent i € [N] starts from a common model 0, and uses its local
data to perform K local updates of the following form: at each local iteration k, each agent 7 takes

(%) (1) _ ( @) (@) (9

action f(s, ;) and observes a data tuple O, ; = (8, 1,7 1+ S k) based on its own Markov reward

process, i.e., {P(i), R(i)}; we note here that observations are independent across agents. Using its
data tuple O%, each agent ¢ updates its own local model 0% along the direction gi(H,fl]l); see line 7.

Since each agent seeks to benefit from the samples e{cquired by the other agénts, there is
intermittent communication via the server. However, such communication needs to be limited as
communication-efficiency is a key concern in FL. As such, the agents upload their local models’
difference Agl) to the server only once every K time-steps (line 11). On the server side, the model

differences {Agi)} are averaged, and a projection is carried out (line 13) to construct a global model



0,41 that is then broadcast to all agents. Here, we use II3 7(-) to denote the standard Euclidean
projection on to a convex compact subset H C R¢ that is assumed to contain each 0¥,i € [N], and
also 6*. Such a projection step on the server-side ensures that the global models do not blow up,
and is common in the literature on stochastic approximation [3] and RL [2, 11]. Each agent then
resumes its local updating process from this global model. We note that the structure of FedTD(0)
mirrors that of FedAvg (and its many variants) where agents perform multiple local model-updates
in isolation using their own data (to save communication), and synchronize periodically via a server.
From another perspective, the FedTD(0) algorithm, which seeks to find the fixed point of the average
of the TD update directions, can be grouped into the class of problems that seek to find fixed points
using information from different sources [37]. However, there are significant differences in the
dynamics of standard FL algorithms and FedTD(0), making it quite challenging to derive finite-time
convergence results for the latter. We discuss some of these challenges below.

Challenges in Analysis. First, existing FL analyses are essentially distributed optimization
proofs; although our setting bears a cosmetic connection to optimization, federated TD learning
does not correspond to minimizing any fixed objective function. Second, unlike the FL setting
where the data seen by each agent are drawn i.i.d. from some distribution, the data tuples observed
by each agent in FedTD(0) are all part of one single Markovian trajectory. This creates complex
time-correlations that are challenging to deal with even in a centralized setting with just one agent.
Thus, we cannot directly appeal to standard FL proofs. Third, existing analyses in MARL/FRL
that go beyond the simple tabular setting all end up assuming that every agent interacts with the
same MDP, i.e., there is no heterogeneity effect at all to contend with in these works. Concretely,
the analysis for FedTD(0) we provide in the subsequent sections is unique in that it simultaneously
accounts for several key aspects: linear function approximation, Markovian sampling, multiple local
updates, and heterogeneity in MDPs.

5 Analysis of the I.I.D. Setting

To isolate the effect of heterogeneity and provide key insights regarding our main proof ideas, we will
analyze a simpler i.i.d. setting in this section. Specifically, we assume that for each agent i € [N],

the data tuples {Ot(Z,Z} are sampled i.i.d. from the stationary distribution 7(9 of the Markov matrix

P@_ Such an i.i.d assumption is common in the finite-time analysis of RL algorithms [9, 2, 11]. To

proceed, for a fixed § and for each i € [N], let us define g;(0) = E i [gi(6)] as the expected

) ()
t 6T

TD(0) update direction at iterate § when the Markov tuple OEZ,)C hits its stationary distribution 7(*).
We make the following standard bounded variance assumption [2]; similar assumptions are also

made in FL analyses.

Assumption 4. E|g;(0) — g:(0)||*> < 02 holds for all agents i € [N], in each round t and local
update k, and V0.

Let H denote the radius of the set H. Also, define G £ Rpax + 2H and v = (1 — v)w, where w
is as in Proposition 3. We can now state our first main result for FedTD(0).

Theorem 2. (I.I.D. Setting) There exists a decreasing global step-size sequence {aét)}, a fized
local step-size cy, and a set of convex weights, such that a convexr combination 01 of the global models
{0:} satisfies the following for each i € [N] after T rounds:

~ ( G? o? o2

<0 2
K2T2+V2NKT+V4KT2+Q(6’61))’ (2)

ey, vl
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where Q(e,e1) = @(3(6751)0 + I'?(¢,61)), B(e,e1) = H (Vne+2(n—1)e+ O(e?) + O(e1)), and
I'(¢,€1) is as defined in Theorem 1.

There are several important messages conveyed by Theorem 2 that we now discuss.

Discussion. To parse Theorem 2, let us start by noting that the term Q(¢,€;1) in Eq. (2) captures
the effect of heterogeneity; we will comment on this term later. When 7" > N, the dominant term
among the first three terms in Eq. (2) is the 0?/(v2NKT) term. To appreciate the tightness of this
term, we note that in a centralized setting (i.e., when N = 1), given access to KT samples, the
convergence rate of TD(0) is 02/(v2KT) [2]. Our analysis thus reveals that by communicating just
T times in KT iterations, each agent i can reduce the noise variance o2 further by a factor of N,
i.e., achieve a linear speedup w.r.t. the number of agents. In a low-heterogeneity regime, i.e., when
Q(e,€1) is small, we note that by combining data from different MDPs, FedTD(0) guarantees fast
convergence to a model that is a good approximation of each agent’s value function; by fast, we
imply a N-fold speedup over the rate each agent would have achieved had it not communicated at
all. Thus with little communication, FedTD(0) quickly provides each agent with a good model that
it can then fine-tune for personalization. Theorem 2 is the first result to provide such a guarantee
in the context of MARL/FRL, and complements results of a similar flavor in FL [25, 62]. When all
the MDPs are identical, Q(e,e1) = 0. But when the MDPs are different, should we expect such a
heterogeneity term?

To further understand the effect of heterogeneity, it suffices to get rid of all the randomness
in our setting. As such, suppose we replace the random TD(0) direction 92(952) of each agent i
in Algo. 1 by its steady-state deterministic version gi(ng,i) = b — /L-OISZ,Z, where A4; and b; are as
defined in Section 3.1. This leads to a deterministic version of FedTD(’O) that we call mean-path
FedTD(0). For simplicity, we assume that there is no projection step in mean-path FedTD(0). In
our next result, we exploit the affine nature of the steady-state TD(0) directions to characterize the
effect of heterogeneity in the limiting behavior of FedTD(0).

Theorem 3. (Heterogeneity Bias) Suppose N = 2 and K = 1. Let the step-size a = gy be
chosen such that I — oA is Schur stable, where A = ([11 + Ag) /2. Define e;y = 0, — 0F,i € {1,2}.
The output of mean-path FedTD(0) then satisfies:

A7 A5 (07 — 63); Jlim esp = ATYA (05 —607). (3)

N |

li L
Jim e =
Discussion: For the setting described in Theorem 3, the mean-path FedTD(0) updates follow the
deterministic recursion 0,1 = (I —A)f;+ab, where b = (1/2)(by+bs). This is a discrete-time linear
time-invariant system (LTI). The dynamics of this system are stable if and only if the state transition
matrix (I — ozfl) is Schur stable, justifying the choice of « in Theorem 3. The most important
message conveyed by this result is that the gap between the limit point of mean-path FedTD(0)
and the optimal parameter 6 of either of the two MRPs bears a dependence on the difference in
the optimal parameters of the MRPs - a natural indicator of heterogeneity between the two MRPs.
Furthermore, this term has no dependence on the step-size «, i.e., the effect of the bias introduced
by heterogeneity cannot be eliminated by making « arbitrarily small. Aligning with this observation,
notice that the heterogeneity term Q(e, €1) in Eq. (2) is also step-size independent. The above
discussion sheds some light on the fact that a term of the form Q(e, €1) is to be expected in Theorem
2. Notably, the bias term in Eq. (3) persists even when the number of local steps is just one, i.e.,
even when the agents communicate with the server at all time steps. This is a crucial difference with
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the standard federated optimization setting where the effect of statistical heterogeneity manifests
itself only when the number of local steps K is strictly larger than 1 [6, 22, 40].
We end this section with a proof sketch for Theorem 2.

Proof Sketch for Theorem 2. To make a connection to the existing FL optimization proofs,
we start with a key observation made in [2]. In this paper, the authors showed that for each i € [IV],
the mean-path TD(0) direction g;(#) acts like a pseudo-gradient and drives the iterates towards 6.
Unfortunately, however, the average (1/N) YN, gi(f) of the agents’ mean-path TD(0) directions
may not ezxactly correspond to the mean-path TD(0) direction of any MDP. Nonetheless, using
Proposition 2, we prove the following key result that comes to our aid.

Lemma 2. (Expected pseudo-gradient heterogeneity) For each 0 € H, we have:

at6) - }ijgiw)H < B(e,e1), (4)
=1

where B(e, €1) is as in Theorem 2, and g(0) is the steady-state expected TD(0) direction of the virtual
MDP.

Lemma 2 is crucial to our analysis as it shows that at least in the steady-state, the resulting
FedTD(0) update direction can be closely approximated by the mean-path TD(0) direction of the
virtual MDP. Furthermore, the latter acts like a pseudo-gradient pointing towards 8* which is close
to each 67 based on Proposition 2. While this reasoning gives us hope, arriving at Eq. (2) requires a
lot of work as we still need to (i) establish a linear-speedup in reducing the variance o2 in the noisy
setting; and (ii) analyze a “client-drift” effect for our setting akin to what shows up in FL due to
statistical heterogeneity and multiple local steps. In the Appendix, we provide a careful analysis
that accounts for each of these issues.

6 Analysis of the Markovian Setting

Although the i.i.d. setting we discussed in Section 5 helped build a lot of intuition about the
dynamics of FedTD(0), our main interest is in analyzing the setting where for each agent i € [V],
the data tuples {ng%} are all part of a single Markovian trajectory generated by P(®. The only
assumption we will make is that these trajectories are independent across agents, i.e., the agents’
observations are independent. Below, we briefly summarize some of the key difficulties that show
up in the analysis for the Markovian setting, and that merit technical innovations on our part.
To that end, let us write gi(QSZ) more explicitly as gi(Gz‘%, O%); this will make certain statistical
dependencies more transparen’t in our subsequent discussion.

Challenges in the Markovian analysis. First, our setting inherits all the difficulties in analyzing
Markovian behavior from the centralized case [2]; in particular, for each ¢ € [IN], the parameter
sequence {952} and the data tuples {Ot(zli} are intricately coupled. Second, the synchronization
step in FedTD(0) creates complex statistical dependencies between the local parameter of any given
agent and the past observations of all other agents. Third, just as in the centralized case, we need

to control the gradient biasj (I/NE)SN, St (gl(ef,i, Ot(g) - gl(ef,l)) and the gradient norm
E|(1/NK) XN, S gi(ngZ,Z,)HQ. However to achieve the O(1/NKT)-type rate, i.e., to prove linear
speedup w.r.t. the number of agents N, we need to provide an analog of the variance reduction (i.e.,

11



the second term in Eq (2)) in the i.i.d. setting, which requires a much more delicate analysis relative
to [2], since the observations of each agent i are correlated at different local steps. Indeed, naively
bounding terms using the projection radius will not yield the linear speedup property. Finally,
we need to control the “client-drift” effect (due to environmental heterogeneity) under the strong
coupling between different random variables discussed above.

In our analysis, we will make use of the geometric mixing property of finite-state, aperiodic, and
irreducible Markov chains [32]. Specifically, under Assumption 3, for each i € [N], there exists some
m; > 1 and p; € (0,1), such that for all t >0 and 0 < k < K — 1,

drv (]P’ (SIEZ,)g =-| s(% = s) ,W(i)) < mip§K+k,Vs €S,

holds, where we use dpy(P,Q) to denote the total-variation distance between two probabil-
ity measures P and Q. For any € > 0, let us define the mixing time for P as TIIX () =
min {t € No | mp} <€}. Finally, let 7(€) = max;cy 77" (€) represent the mixing time corre-
sponding to the Markov chain that mixes the slowest. As one might expect, and as formalized in
our main result below, it is this slowest-mixing Markov chain that dictates certain terms in the
convergence rate of FedTD(0).

Theorem 4. (Markovian Setting) There exists a decreasing global step-size sequence {agt)}, a
fized local step-size oy, and a set of convex weights, such that a convexr combination 01 of the global
models {0;} satisfies the following for each agent i € [N] after T rounds:

2 < O ( 2G? Cquad(T) Clin(T)

2 T enkr T oagre O 61)) ’

£, e

mix 2
where T = [%], oar = KoqagT), Cquad(T) and cin(T) are quadratic and linear functions in T,

respectively, and Q(e,€1) is as defined in Theorem 2.

Discussion: Other than the effect of the mixing time 7 which also shows up in a centralized
setting [2], the rate in Theorem 4 mirrors that for the i.i.d. case in Theorem 2. Theorem /j is
significant in that it marks the first comprehensive analysis of environmental heterogeneity in FRL
under Markovian sampling.

Proof Sketch for Theorem 4. As mentioned earlier, we cannot naively use a projection bound
of the form E[(1/NK) XN, S5t gi(0 52)”2 = O(G?) from the centralized analysis in [2] since
the local models may not belong to the set ‘H. More importantly, going down that route will
obscure the linear speedup effect. As such, we depart from the analysis techniques in [2, 50] by

further decomposing the random TD direction of each agent i as 91(9( )) = (O( )) A; (0152)952
Since Al(Ogl,l) and b; (O(Z)) only depend on the randomness from the Markov chain, and Ozgz,)c
and Ogjk) are independent, we can show that the variances of (1/NK) N, S K- o Az(Og) and
(I/NE)SN SE by (Ot(,)c) get scaled down by NK (up to higher order terms) Furthermore, to

account for the fact that Ai(OlE 11) and bi(Ot( ,1) differ across agents, we appeal to Lemma 2. Putting
these pieces together in a careful manner yields the final rate in Theorem 4.

7 Conclusion

In this work, we have studied the problem of federated reinforcement learning under environmental
heterogeneity and explored the question: Can an agent expedite the process of learning its own
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Figure 1: Performance of FedTD(0) under Markovian sampling with varying number of agents N. The MDP
M of the first agent is randomly generated with a state space of size n = 100. The remaining MDPs are
perturbations of MY with the heterogeneity levels e = 0.05 and €; = 0.1. We evaluate the convergence in
terms of the running error e; = [|0; — 65 ||>. Complying with theory, increasing N reduces this error. We
choose the number of local steps as K = 10.

value function by using information from agents interacting with different MDPs? To answer
this question, we studied the convergence of a federated TD(0) algorithm with linear function
approximation, where N agents under different environments collaboratively evaluate a common
policy. The main differences from the existing works are: (i) proposing a new definition of
environmental heterogeneity; (ii) characterizing the effect of heterogeneity on TD(0) fixed points; (iii)
introducing a virtual MDP to analyze the long-term behavior of the FedTD(0) algorithm; and (iv)
making an explicit connection between federated reinforcement learning and federated supervised
learning /optimization by leveraging the virtual MDP. With these elements, we proved that if the
environmental heterogeneity between agents’ environments is small, then FedTD(0) can achieve a
linear speedup under both the i.i.d and the Markovian settings, and with multiple local updates.

A few interesting extensions to this work are as follows. First, it is natural to study federated
variants of other RL algorithms beyond the TD(0) algorithm. Second, it would be interesting to
investigate whether the personalization techniques in the traditional FL optimization literature
can be applied to solve FedRL problems. Instead of learning a common value function/policy, can
we design personalized value functions/policies that might perform better in high-heterogeneity
regimes? We leave the exploration of this interesting question as future work.
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A Outline

This appendix provides a detailed literature survey, supporting results, and full proofs for all
theorems, lemmas, and propositions in the main text. A detailed survey of relevant works is
provided in Section B. The proofs to Theorem 1, Propositions 1-3, and Lemma 2 are shown in
sections C, D, and E respectively. In Section F, we provide some lemmas that are used in both
the i.i.d. and Markovian sampling settings. In section G, we introduce some notations which are
relevant to the proofs of the main theorems.

Our main result in the i.i.d. sampling regime is proven in Section H and involves several
key sub-results involving (amongst other things) a variance reduction result, and bounding the
“client-drift” term at each iteration. These results are provided in Section H.1 and the main result,
Theorem 2 is proven in Section H.2.

The heterogeneity bias theorem, Theorem 3, is proven in Section I.

In Section 6, several key intermediate steps to proving Theorem 4 are given in subsections J.2.1-
J.2.6, with the main result being proven in Section J.3. More simulation results are shown in
Section K.
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B Detailed Literature Survey

Federated Learning Algorithms. The literature on algorithmic developments in federated
learning is vast; as such, we only cover some of the most relevant/representative works here. The
most popularly used FL algorithm, FedAvg, was first introduced in [38]. Several works went on to
provide a detailed theoretical analysis of FedAvg both in the homogeneous case when all clients
minimize the same objective function [51, 59, 49, 46, 16, 61], and also in the more challenging
heterogeneous setting [24, 25, 17, 33, 27]. In the latter scenario, it was soon realized that FedAvg
suffers from a “client-drift" effect that hurts its convergence performance [5, 6, 22, 58].

Since then, a lot of effort has gone into improving the convergence guarantees of FedAvg via a
variety of technical approaches: proximal methods in FxedProx [47]; operator-splitting in FedSplit
[43]; variance-reduction in Scaffold [22] and S-Local-SVRG [15]; gradient-tracking in FedLin [40];
and dynamic regularization in [1]. While these methods improved upon FedAvg in various ways,
they all fell short of providing any theoretical justification for performing multiple local updates
under arbitrary statistical heterogeneity. Very recently, [39] introduced the ProxSkip algorithm, and
showed that it can indeed lead to communication savings via multiple local steps, despite arbitrary
heterogeneity.

Some other approaches to tackling heterogeneous statistical distributions in FL include person-
alization [10, 12, 55, 18, 56], clustering [14, 48, 52, 20], representation learning [8], and the use of
quantiles [30].

Analysis of TD Learning Algorithms. The first work to provide a comprehensive asymptotic
analysis of the temporal difference learning algorithm with value function approximation was [57].
In this work, the authors employed the ODE method [4] that is typically used to study asymptotic
convergence rates of stochastic approximation algorithms. Providing finite-time bounds, however,
turns out to be a much harder problem. Some early efforts in this direction were [29], [41], [9], and
[31]. While these works were able to establish finite-time bounds for linear stochastic approximation
algorithms (that subsume the TD learning algorithm), their analysis was limited to the i.i.d. sampling
model. For the more challenging Markovian setting, finite-time rates have been recently derived
using various perspectives: (i) by making explicit connections to optimization [2]; (ii) by taking
a control-theoretic approach and studying the drift of a suitable Lyapunov function [50]; and (iii)
by arguing that the mean-path temporal difference direction acts as a “gradient-splitting" of an
appropriately chosen function [36]. Each of these interpretations provides interesting new insights
into the dynamics of TD algorithms.
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C Perturbation bounds for TD(0) fixed points

C.1 Proof of Theorem 1

In this section, we prove the perturbation bounds on TD(0) fixed points shown in Theorem 1. We
start by observing that:

14; — 4| = |27 DD (® — yPID) — & T DV(® — yPU)P)|
<" DY@ - yPO®) — "D (D -y PDP) + & DO (D — yPYP) — & DU (G — yPUD)|
<||@"DV(® - yPYd) - 2T DV (® — yPUID)|
+ @ "D (® —yPYD) — T DU (D — P

(a) N . . . .
< A2PIDONIPY — PO+ @)% DY — DD|[|(I —PP)]

(b)

< yVne+ (1+9)[2(n — e+ O()], ()

where (a) follows from the triangle inequality. The first term in (b) uses the fact that ||®| < 1,
I <1, and . . |
1P = PO <Vl PO = PP e < ev/n]lPDloo = e/,

where we use Assumption 1 in the second inequality. The second term in (b) uses the the facts that
I =PI <1+, DY~ DOV < ||DY — DW[|y < [|[7@ — x|, along with Lemma 1.
Next, we bound
16; — b;|| = |®DW R — DU R
< |@DYR® — DO RU)|| 4+ |@ DD RV) — & DU RV
< [2IDVRY — RO + ||| DY — DD || RD|

< €1+ Runax (20— e + O(3)) (6)
where we use Assumption 2 in the last inequality and follow the same reasoning as we used to bound
|A; — Aj| above.

We are now ready to bound the gap between fixed points as:
6031 w(A) 0&¢&M+@ngl -
(LA [ H(AZ-)”A‘ETTJ'” [ Adll 103l

Here, we leveraged the perturbation theory of linear equations in [19] Section 5.8. Finally, for any
167]| < H, we have

A)NH A(e)  b(e, e)
05 — 05| < T(e, ) & AL ( N )
H i ]H = (6 61) 1— ,{(AZ)A(S(;:) 51 59

where we used the fact that §; and dy are positive constants that lower bound ||A;]| and |||,
respectively.
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D Properties of the Virtual Markov Decision Process

D.1 Proof of Proposition 1

Before we prove this proposition, we present the following fact from [44]: a Markov matriz P is
irreducible and aperiodic if and only if there exists a positive integer k such that every entry of the
matriz P is strictly positive, i.e., P:S, >0, for all s,s' € S.

For every Markov matrix P9, we know that there exists such an integer k; according to the
above fact and Assumption 3 in the paper. Then we define a set J = {i € [N]jw; > 0}. Since
Zfil w; = 1, and w; > 0 holds for all ¢ € [N], we know that J is a non-empty set. If we define

k = min;cpp{ki} and j = arg min;c[s{k;i}, then we have:

k
. = A\ F
PO Wk (POY L
(szp)j(P)Jr : (8)
i€[N] ~———~—"  nonnegative
positive
- N\ F

where each entry of w;? (P(J)> is strictly positive while the other matrices in the summation are
non-negative. Thus, we can conclude that the Markov chain associated with the Markov matrix
Zz‘e[ N w; P is also irreducible and aperiodic.

D.2 Proof of Proposition 2
Following similar arguments as in Theorem 1, we bound ||4; — Al|:

|A; — A = @ DD (@ —yPYDD) — & D(® — yPD)]|
(a) . ) _ . _ _
< AP DD PY = Pl + | ]*|DY — DI = ~P)|

& e+ (Lt 7)[2n — e + 0()] = Afe), (9)

where inequality (a) follows the same reasoning as (a) in Eq. (5), (b) uses the same fact as (b) in
Eq. (5), and |P® - P|| < & Zé»v:lHP(i) — PU|| < ey/nand |DO — D|| < 2(n —1)e+ O(€?).

Based on the above facts: (i) |R[| < & SN [|RD|| < Riax, (ii) [[RY - R|| < % Z;-V:lHR(i) —
RUY|| < ¢ and (iii) |[D® — D|| < 2(n — 1)e + O(€?), we finish the proof by showing that ||b; — b|| <
b(e, €1). To do so, we follow the same steps as Eq. (6), and prove the bound on |6} —6*|| by following
the same analysis as Eq. (7).

D.3 Proof of Proposition 3

Since the virtual MDP is an average of the agents’ MDPs, ie., P = % Zij\il PO the virtual
Markov chain is irreducible and aperiodic from Proposition 1. The maximum eigenvalue of a
symmetric positive-semidefinite matrix is a convex function. Then we have )\max(q)TDq)) <
S ses 7(5) dmax (6(5)0(5)T) < Dyes 7ls) = 1.

To show that there exists w > 0 such that )\min(q)TDCI)) > w > 0, we will establish that DD is
a positive-definite matrix. Since ® is full-column rank, this amounts to showing that D is a positive
definite matrix. From the definition of D, establishing positive-definiteness of D is equivalent to
arguing that every element of the stationary distribution vector 7 is strictly positive; here, 7' P = 7.
To that end, from Proposition 1, we know that the Markov chain associated with P is aperiodic
and irreducible. From the Perron-Frobenius theorem [13], we conclude that indeed every entry of 7
is strictly positive. If we choose w = minges{7(s)} > 0, we have A\pin(® " D®) > w > 0.
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E Pseudo-gradient heterogeneity: Proof of Lemma 2

For each 6 € ‘H, we have:

Hg(e) - }Vigi(e)u - H<I>TD(TM<1>9 — ) — ]b(gj o" DTN 00 — 0)) H
i=1 =1

a N _ _ . .
¢ % ; ‘@TD(TM<I>0 —00) - " DT — @0)”
N N
2 ;Z; | [ Z;R@ N.Z Do — o] —D<i>(T;i>¢e—¢e)|‘
1= ji= j=1
1Y 1 Y 1 Y
1 1 1 ) (i)
SN; [Ng Ng PY®Y — 9| — D(T) %0 — 30)

+ D(T®0 — ) — DD(T0g — <1>9)H

N

© 1~ pIL s gl ) —
SN;HD[N;R] +y— ]ZIP o0 — 0] — D(T00 — )|
+ % ivj DIV 00 — @) - DO(TN00 — )|
1’}1 LN
SNZHDHHNZR w2 PO = PO ag]
1 1; "
+N;
SR Wi ﬂuNiPw
SN o =
N
+]1[§HD D
< [+ vmlion) + [ (n = 1)e +0()] 26
< H[O(e1) +3v/ne +2(n — De+ O(2)] = B(e,e1). (10)

Inequalities (a) and (c) follow from the triangle inequality, (b) is due to [|®| < 1; (d) is due to
the fact that ||D|| < 1; and ( ) uses the following facts: (i) ||R® — R|| < e1; (i) |PY — PY| <
Vn||P® — PO < e\fHP )||oo = €y/1, which, in turn, follows from the proof of Theorem 1; (i)
|D® — DIl < 2(n — 1)e + O(?), which, in turn, follows from the proof of Theorem 1 or Eq (5); and
(iv) |0]| < H for any 6 € H.

F Auxiliary results used in the I.I.D. and Markovian settings

We make repeated use throughout the appendix (often without explicitly stating so) of the following
inequalities:
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« Given any two vectors z,y € R?, for any 8 > 0, we have
1
o+ ol < (4 Dl + (1+5) vl (1)
« Given any two vectors z,y € R?, for any 3 > 0, we have

1
(@) < Sl + 551wl (12)

This inequality goes by the name of Young’s inequality.

« Given m vectors 1, ...,z € R% the following is a simple application of Jensen’s inequality:
in SmZszH . (13)
i=1 i=1

We prove the following result for the virtual MDP.

Lemma 3. For any 01,60, € RY,

(14)

(02— 6)" [9(61) — 9(62)] > (1 =) ||V, — Vi ||

Proof. Consider a stationary sequence of states with random initial state s ~ 7 and subsequent
state s, which, conditioned on s, is drawn from P(- | 5). Define ¢ = ¢(s) and ¢’ = ¢ (s'). Define
X1 2 Vay(s) = Vi, (s) = (92— 01) ¢ and xa 2 Vp, (') — Vi, () = (62— 1) ¢/, By stationarity, 1
and Y2 are two correlated random variables with the same same marginal distribution. By definition,

E 3] = E [x3] = ||V, — Vi,

2
- since s, s’ are drawn from 7. And we have,

3(61) = 3(602) = E |6 (v¢' — )" (01— 62)| = E[¢ (x1 — 1x2)].-
Therefore,
(62 = 01)" [9(01) — 5(602)] = E [x1 (1 = 7x2)]
= E 3] - 1E el
> (1-7)E [x}]

= (1=)||¥o, — Vi,

where we use the Cauchy-Schwartz inequality to conclude E [x1x2] < +/E [X3VE 3] =E[x3]. O

Lemma 4. For any 01,0, € R, we have

15(61) = §(02)]| < 2| Vo, — Ve,

. (15)

Proof. Following the analysis of Lemma 3, we have

19(01) — g(82)[| = [[E[¢ (xa — vx2)]ll
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< VRl & [0 - vV
< VE[3] +1vE ]
= (1+)VE X, (16)

where the second inequality is due to ||¢|| < 1 and the final equality is due to E [x3] = E [x3]. We
. 2
finish the proof by using the fact that E [x?] = HV{gZ — Va, 5 and 1+~ < 2. O

With this Lemma, we next show that the steady-state TD(0) update direction g and g; are
2-Lipschitz.

Lemma 5. (2-Lipschitzness of steady-state TD(0) update direction) For any 01,02 € R, we have
19(61) — g(62)[| < 2|61 — b2 (17)
And for each agent i € [N], we have
19:(61) — gi(62)[| < 2|61 — 02| - (18)

Proof. From Lemma 4, we can easily conclude that the steady-state TD(0) update direction g for
the vitual MDP is 2-Lipschitz, i.e.,

19(61) = g(02)[| < 2161 — b2, (19)

based on the fact that Apax(® " D®) < 1. We can follow the same reasoning to prove Eq (18) since
19:(01) = (0|l < 2|V, — Vi,  holds for each i € [N] from [2]. O

Next, we prove an analog of the Lipschitz property in Lemma 5 for the random TD(0) update
direction of each agent i.

Lemma 6. (2-Lipschitzness of random TD(0) update direction) For any 01,02 € R% and i € [N], we
have

19 (01) — gi (02)|| < 2|01 — 62 .

Proof. In this proof, we will use the fact that the random TD(0) update direction of agent i at
the ¢-th communication round and k-th local update is an affine functlon of the parameter 6. In
particular, we have g;(0) = bZ(Oizlz) — Ai(OS,Z)G, where Ai(Og)) qb(st k)(ﬁbT(St k) ’yqu(sg)ﬂH))
(
t

and bi(O(l)) r(sg ,1)(;5(5 21)6) Thus, we have

llgi (61) — gi (62)]] = HA (O (61 — 62) H
< [asofd| 16 - 21
< (e Gl +afle ()l o (sias)[[) 16 - 21
< 2|61 — 02,
where we used that ||¢(s)|| < 1,Vs € S in the last step. 0
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G Notation

For our subsequent analysis, we will use F}, to denote the filtration that captures all the randomness
up to the k-th local step in round t. We will also use F* to represent the filtration capturing all the
randomness up to the end of round ¢ — 1. With a slight abuse of notation, F* is to be interpreted

as F. Based on the description of FedTD(0), it should be apparent that for each i € [N], 9& is

]:ifl—measurable and 6; is Ft-measurable. Furthermore, we use E; to represent the expectation
conditioned on all the randomness up to the end of round ¢ — 1.

A N2

For simplicity, we define §; = ﬁ Zi]\il ZkK:_Ol HQ% — HtH and Ay = ﬁ Zfil Zsz_ol HHEZ,)C — GtH .
The latter term is referred to as the drift term. Note that (§;)? < A; holds for all ¢ via Jensen’s
inequality. Unless specified otherwise, || - || denotes the Euclidean norm.

Step-size: Throughout the paper, we encounter three kinds of step-sizes: local step-size «;, global
step-size ay, and the effective step-size a. Some of our results will rely on effective step-sizes that
decay as a function of the communication round ¢; we will use {a;} to represent such a decaying
effective step-size sequence. While the local step-size o, will always be held constant, the decay in
the effective step-size will be achieved by making the global step-size at the server decay with the
communication round. Accordingly, we will use {ozét)} to represent the decaying global step-size
sequence at the server. In what follows, unless specified in the subscript, all the step-sizes appearing
in the proofs refer to the effective step-size.
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H Proof of the i.i.d. setting

H.1 Auxiliary lemmas for Theorem 2
H.1.1 Variance reduction

Lemma 7. (Variance reduction in the i.i.d. setting). In the 1.1.d. setting, under Assumption 4, at
each round t, we have & Hﬁ Zfil ZkK:_Ol [gi(ﬁ( )) gi(0 t k: }H NK

Proof. Define t(k) = (Ot(g, 0(1)) g (0%) Since {Otfk} is drawn i.i.d. over time from its stationary
distribution 7, we have E[Yt(k,)] =E [E[Y;(? | Qt(lm = 0. As we mentioned before, for each i € [N],
0% is f,";_l—measurable. If we condition on ]7,2_1, we know that 9151,1 and 9§]13 are deterministic and
the only randomness in Y;EZ) and Yt%) come from ng,i and Ot(i), which are independent. Therefore,

Y;s(Q and Y;(ZV) are independent conditioned on ]:1271-
For every i # j € [N], we have

B[V )] =B E[(Q ) 1 7o) QE[(EYS | Ao YD | Aol =0, o)

where (a) follows from the fact that Y(k) and Y, (k) are independent conditioned on Ff_;. For every
k <landi,je€[N],

(v v )] = e [(vQ.vP) | 7| —E[(nQBr? 17 =0 @
Then,
| N K-l o 2 | N K-l " 2
HNK ; P [Qi(et,k) - gz’(gt,k)} | NK ; kz:%] Y;fk
N K-1
N2K2 ; > E||Y, 12 + N2K2 ; ;;) E[(

N2K2 Z ZE

, 1k<l%/_’
b= 0

o2

<77
- NK

where the second equality is due to Eq (20) and Eq (21) and the last inequality is due to Assumption 4.
O

H.1.2 Per Round Progress

First, we characterize the error decrease at each iteration in the following lemma.

Lemma 8. (Per Round Progress). If the local step-size a; satisfies oy < (48K) , then the updates

of FedTD(0) with any global step-size oy satisfy

E[|fr1 — 0% < (1 + CQOE|0 — 07

—|—2aE( (04),0; — 6%) +6O‘2EH9 (0%) H
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a! 20202 2 2
+ 4o a+6 E[A] + N + 2aB(e€,€1)G + 6a“ B (€, €1),

where (1 is any positive constant, and « is the effective step-size, i.e., a = Kojay.

Proof.
2
B0 1 — 0> = EHHQ’H (9,5 + — NE - Z Z g:(6 0*) H (updating rule)
=1 k=0
o0 NoE-
< E||6; —|— — Z Z gi(0,:) — 6" H (projection is non-expansive)
i=1 k=0
) z y I = e
=E|6; — 6 +2E<— 91(91 6 —0") + E gi(0
t NK == t NK ==
5 2 20 WK (i) ONF,
=E|0 = 0" + =D > Eli0p7) — 9i(0,), 00 — 07)
K== 7 7
C1=0
90 N K-l (z) N K-1 Z
R 2 2 00,0~ ) “EHNKZZW Il
i=1 k=0 i=1 k=0
- 2 9 N E-1 () o0 MoK
—Elg, — 07| + == E(7,(0)),0, — 0*) + E g:(6
H ! NK;kZD HNK;,;) ’
) o0 NEZI .
<EH9t—9 +ﬁ;k:0 E(g:(0, ), 0 — 07)

‘ 2

0 N K- PR o &
+ 2B 52 > kz% (9010 — a:01)] | +2EHM;gi(gtvk)

D glg,— o+ 25 S B 61,6, — 0" 202 B2 3 .0
Ht_ +ﬁ;]§ (9i (0 ), 00 — >+NK+ HNK;‘%(““)‘
- 5 9g N K-l . B B - o
—Elo o[ + % ; ;) E(gi(6\") — 6i(6:) + 5:(0:) — §(0r) + 5(8y), 0 — 6%)
N K-1 2
_ @), 2070
+2EHZ\U(; kz:% gz(et k) ‘ NK
B 5 9g N K- . o . )
< E|jg - o° +‘;(“ k;o E(5i(6)) — 5:(81), 0, — 0%) +*ZE —9(00), 6 —
) N K-1 S22
+ 20(3(00.0. 0% + 28] 75 3 3 o)) e
21 a S e -
<+ Rl o+ el 9 5 aoth - 0] [+ 20t
o N oE-1 2 90202
+ 2aE(g(01), 6, — 07) + 2E| NKZ kz a0 i (B (12) and Lemma 2)
1= =0
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(Young’s inequality (12))

(23)

0*)



< (1+GE|6 - 07 g QNK X; X;EHH - étHQ +2aB(e,e1)G
N K] 2a20

+ 2aE(g(6;),0; — 0*) + QEH K Z Z gi( H (2-Lipschitz of g; in Lemma 5)
=1k

4o 2
—|— —E[At] a; +2aB(e,6)G

G

+2aE((0,), 0, — 0°) + 2E| Sy [3:0%) — 3:00) + 3:0) — 3(8) + 9(0)] ||
=1 k=0

< (1+QE|6 6"

= L2 4a? 20202
< (1+CI)EH9t—e + B + T +20B(ea)G
N K-1 () 9
+ 20E(5(0:), 6, — 0") + 6E|| = > > i) — 5u(6)|
=1 k=0

+ GEH% % [5:(6:) — 5(60)] H2 + GIEHozg(G_t)HZ (Eq (12) and Lemma 2)
=1

2 4a? 2020
U RA
g AT YR

+ 2aE(g(6;),0; — 0*) 4+ 240°E[A]  (2-Lipschitz of g;)

< (1+GE|6, - 6"

+2aB(¢,€61)G

+60%B%(e,c1) + 60%E[5(6)|  (Eq (12)

_ 2 _ _ 2
= (1+ QE|0 — 0|+ 20E(5(8:), 0, — %) + 60°E | 5(01)
20.2

1
+ 40? (Cl + 6) E[A] + 7 +20B(e, )G + 6a*B% (¢, €1), (24)
where (a) is due to Lemma 7. Furthermore, the reason why C; = 0 is as follows:
N K—-1 o
=33 Blgi(0) — 5: (08, 00— %)
i=1 k=0
N (o) (i) - (i) 0 g
=3 > Egil0,%) = 3:(0,2): 00 — 0%) + > Elgi(0;' k1) — Gi(6; 1), b0 — 07)
i=1 k=0 i=1
Siel 0) ONE: [ (i) M\ g
=3 3 B0 — 301, 6 — 0%) + SE[E [(:(0% ) — 50k 1), 0 — 07) | Fhe_y]]
i=1 k=0 i=1
N (o) (i) Stz (i) (i)
= > > Elgi6)) — gi(6:0), 6: — 0°) + D E <9t — 6", E [9:(61) — 5:(6,2) | f;;_l]>
i=1 k=0 i=1 i x
N K—2 (O 3
=2 > Elg = 9i(0y1,), 00 — 07).
=1 k=0
We can keep repeating this procedure by iteratively conditioning on Fk o, -+, Ft, F¢. ]

H.1.3 Drift Term Analysis

We now turn to bounding the drift term A;.
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Lemma 9. (Bounded Client Drift) The drift term A; at the t-th round can be bounded as

1 N K-1 Q) a2
ElA] = —=> > E|0,, — 0 <27(c*+3KB*(e, 1) +2KG?)
"TNK & &~ H Lk tH L KoZ'

provided the fixed local step-size «y satisfies oy < min (14;%)51.

Proof.
, 2
IEHHE — QtH = IEHQt b1 T algi(ﬂgzil) — HtH (updating rule)
: _ . , 2
= EHH;,C_I + Ozlgz‘(egfl_ﬂ =0+ o (gi(egfli—l) - @-(fo;i_l)) H
5:(0_) — 56|

+ 2 E {E <9i(9£f1)c—1) - gi(elgfll—ﬁ? ezg,il)c—l + azgi(@g}i_ﬂ — 0, ’ fi_lﬂ }

Co=0

— o), + a(6)_,) ~ B[] + ot

—

a)

<1+ Cz)EH%(f;l_l + az§(9t(f2;_1) - étH2 + 1+ é)a?EHg(QSIZ_I) - §i(9§f/1_1)‘\2

+ofE 91'(9752—1) - §i<9§2_1>H2
Y 0 209 y_d _aainl’ L\ erla@nll
< (1+ @)(1 + G| + g6 1) = B = eug(B)|| + (1+ @)1+ 2 )af B8
+(1+ 2)afE|g(0f) )= 8(0) + 5(0) — 500 + 10 — 30| + oo
(C) (4) — =12 1 9 =2
< (1+G)(1+ GE|6)_, + ma(0f) >—et—alg<et>H +(1+G) 1+ £)atE|g(0)
+3(1+C ofE |56} 1) - H +3( 1+C ofE|5(8,) - (9})“2
+3(1+ <12)04[2E 3:(0,) — §z‘(9tfk_1)H +afo?
(d) 2 1 2
< (14 Q)1+ G) [1 = Qa1 = 7) - dad)w] E||of)_, - b +<1+<2><1+?>a?EHg<et>H

+12(1+22)a,2EH0§f,1 . etH +3( HC) a2B2(e, 61)+12(1+C ofE|0f) gt”2+a?02

24(1+ gs)al
(1+G)(1+¢)

) 2(6, €1) + 041202,

= (1+G)(1+G) 1= (21— ) —daf)w + B, -

1+ G0+ = OézEHg (6r) H +3( 1+<3

D1

where we used the inequality in Eq (11) with any positive constant (s for (a); for (b), we used
Assumption 4 and the same reasoning as Eq (11) with any positive constant (s; for (c), we used
the inequality in Eq (13) to bound the third term; and for (d), we used Lemma 3 and Lemma 4 to
bound the first term, the 2-Lipschitz property of g, g; (i.e., Lemma 5) in the third term and the
fifth term, and the gradient heterogeneity bound from Lemma 2 in the fourth term. If we define
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24(1+ 2 )a?
G2 A+G)1+EG) {1 — (2oy(1 —v) —4ad)w + OJF(C;&)LC;)] and define D; as above, we have that

EHOM—QH < GE[of ét\]2+z>1. (26)

Next, we set (o = (3 = ﬁ, K > 2, and choose the local step-size a; to satisfy

_ _ 14,2
a(1—~)w S 10 & ay(1—~)w - 24(1 + g)al
2 = 2 T A+G)A+G)
24(1+ 25 )a7
+ Trarte

o; < min (14_8}()@. Then, Eq (26) becomes

so that {1 — (20q(1 —9) — 4ad)w <1 — (1 —v)w. These inequalities hold when

T B (I et

(@)

If we unroll this recurrence above, using 97,70 = 0,, we have that
Ell® — g, Dy 115! 3 i—a(l -
t,k t Z 1 Jj= s+1 L+ K — 1) [ Oé( 7)(“'}]

I 3 -
[041202 +3KalB%(e,e1), +2a12KIEHg(0t)H } X H;“ Slﬂ(l + ﬁ)[l — (1 — )]

INE
TiMrt

)T [ — an(1 7))

[a%g2 + 302K B%(e, €1) + 2al2KEHg(ét)H2] (14 Al

||M

K-1

(f) 3 2 k—1

< 27(c? + 3K B(e, e1) + 2KE|g(00)|| ) Y of x 2L [1 - a(1 = 7)a]
s=0 1

< 27(0* + 3KB?(¢,e1) + 2KG*)Ka} (constant local step-size)

where we used the fact that (14 ¢2)(1+ %3) < 2K for (e) and (14 25)5~1 <27 for (f). we finish
the proof by substituting a; = KL% O

If we incorporate Eq (25) into Eq (22), we have that

|01 — 0" H (14 G)E * L 20E(G(0,), 0, —0") + 6a’E||5(0,)
ol 2 2
Ly o 2 2 g 22
+108Kag(6+ Cl)(a +3KB*(c,e1) + 2KG*) + N + 2aB(e,€1)G + 6a° B (€, €1)

(27)

H.1.4 Parameter Selection

Lemma 10. Define v = (1 —~)&. If we choose any effective step-size o = Kogap < (153)5;’ any

local step-size ap < min (14;7}’()@, and choose the constant (1 = av, the updates of FedTD(0) satisfy

n 2002
NK

N——
O(al)

WE||Vj,~Ver Z < (é — )E|6; - 0° g éEH@}H —o|’
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108002

ol (02 + 3K B%(¢,¢1) + 2KG?) +2B(¢,¢1)G + 6aB?(¢, 1), (28)
g

heterogeneity term

O(a?)

1
where v| = § = ( 47)“’.

Proof. From Eq (27) and ¢; = av, we know

EH@M 9H (1+G EHet 0"
4

Ka2

* L 2aE(5(d)), 6, — 9*)+6a2EHg

20202

NK

~ L2 9 2 2a%0?

< (1+av—2au)EH9t—9 + 24« EHV@—VQ* D—i— NK
4

1
+ 108K 2 (6+ 7)(02 + 3K B%(e,€1) + 2KG?) + 2aB(e, €1)G 4 602 B?(e, €1)
o

1
—) (0% + 3KB?(e,e1) + 2KG?) +

: +2aB(e,€1)G + 602 B? (e, €1)
1

+ 108

6+

(Lemma 3 and 4)

2a202

NK

<1- EHGt o||”

- —IEHHt 0

ol v

4

1
+ 108K 2 (6+ @XGQ + 3K B%(e,€1) + 2KG?) + 2aB(e, €1)G 4 602 B?(e, €1)
( ) av 2 20202
N TEHV@? Vel t VR

<(1-= EHGt o*

4

1
+108—— (6 + —)(a + 3KB?(e, e1) + 2KG2) + 2aB(e,€1)G + 602 B2 (e, 1),

Kag

el e

where (a) comes from )\maX(Q)TDQ)) <1 and 2402 < 2404(1_9?“7 = 9. Moving IEHV(;t — V=
the right-hand side of (a)) to the left hand side of the above inequality yields:

2
5 (on

2 2

NK

||V v

<(1- EHHt o*

R
6a4 a3
Ko 2 Kagu

+ 108(— )02 + 3K B?(e,e1) + 2KG?) 4 2aB(e, €1)G + 60> B (e, €1).

Dividing by « on both sides of the inequality above and changing v into v, we have:

2 < (é ~wE|d - o

2002
NK

)(0? + 3K B?(e,e1) + 2KG?) 4 2B(e, €1)G + 6B (e, €1)

_l’_

ViE||V;, = Vi o A

603 402

108
+ (Kag + Kagyl

n 2002
NK
~——
O(al)

< (-~ wE|g - o

g
(07

108002
Ko@l/l

(02 + 3K B?(e,e1) + 2KG?) +2B(e,€1)G + 6aB% (e, €1),

heterogeneity term

O(a?)

where we used the fact that @ < 1 in the last inequality. O

With these lemmas, we are now ready to prove Theorem 2, which we restate for clarity.
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H.2 Proof of Theorem 2

Given a fixed local step-size a; = %(14;}’()‘”,

) _

decreasing global step-sizes oy

decreasing effective step-sizes ay = m =

= 7L, and weights w; = (a +t), we have that

8
(1—v)w(a+t+1)°

2 ~( G? o? o? B(e, e1)G 9
B[V, —vir |, = 0 <K2T2 TR TaNkT T s e (29)

holds for any agent i € [N].

Proof. We take the effective step-size a; = for a > 0. In addition, we define

weights w; = (a + t) and define

8 —
v(a+t+1) = 1 (a+t+1)

. 1L

Or = W ; wiby,
where W = 321w, > 3T (a+T). By convexity of positive definite quadratic forms (Amin (27 D®) >
w > 0), we have that

2 & 2
< WZ(@-H)IEHV@ = Veel|

Vl]:EH‘/éT - ‘/6*
(2<8 vi(a+1)(a+ 2 i a+t 2(a+t)oy 2}
= 2W —
1 & [1080(a+t)a2, , ) )
— _— KB 2K
+ ; [ Kol (0 +3 (€,€1) + 2KG*)

_l’_

SiE
M=

(a+1) [QB(E, €1)G + 60 B (e, 61):|

t=1

vi(a+1)(a+2)G? 202
< t
= 20 T NKW ;(“ e

1080(c2 + 3K B%(e, ¢1) + 2KG?) & ) 6B2( e, 1) &

t 2B G+ e

+ KaZin W ;(CH' Jai + 2B(e, 1) ; a+

vi(a+1)(a+2)G? n 402 T
= 2W N NKW

4320(0? + 3K B?(e, €1) + 2KG?) 12B2(e, €1)
+ 28 W (I +log(a+T))+2B(e,61)G + W T,

2
where we used HV9-0 — V= N < G?. Dividing by v; on both sides, changing v, into v, and using

W > (a+T) , we have:

2 ~ [ G* o? o? B(e, e1)G
E||\V; — Vel . <O : .
H br — "07{|p = <K2T2 TR T NERT T T 0
2 2
We finish the proof by using the following inequality: EHV(;T — Vo 5 < QIEHV(;T — Vi 5 +
QEH‘/@* Vg* , in tandem with the third point in Theorem 1. L]
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I Heterogeneity bias: Proof of Theorem 3

In this section, we prove Theorem 3.

Proof of Theorem 3. As 67 and 63 are the TD(0) fixed points of agents 1 and 2, respectively,
we have 0% = A;'b; and 05 = A;'by from Section 3.1. The output of mean-path FedTD(0) with
k=1 and a = aya; satisfies:
ét—i—l = ét + Oé(—Aét + (A))
- ét—f—l — QT = 9_75 — OT + Oé(—A(H_t — QT + 9?) + ZA))
— e1111 = (I —ad)ey; — aAb} + ab

R Ay + A\ oy by +b
= e 1= —adl)es —a (1—52> AT oy + a%

R Ay AT b
= e1441 = (I —aA)ers — a% + a%
adsy /- -
= e1p11 = (I — aA)er, — 72 (A by — A 162)
[l
— 6]_715_1,_]_ = (I A) €1 it + — (92 — 91) (30)
—_———
A \—j;—/

Let us now note that ey 441 = ./Zlel,t + 5) can be viewed as a discrete-time linear time-invariant (LTT)
system where « is chosen s.t. A is Schur stable, i.e., [Amax(A)| < 1. At the ¢-th iteration, we have:

t—1
= Aoy + Y AY
k=0

As t — oo, the small gain theorem tells us that because p(A) < 1 (where p(-) denotes the spectral
radius), Y4 AF exists and is given by (I — A)~. We can then conclude that

. B =1
tlgléloel,t—(—’ Ay

~ (o) 2 0 - 05

:%A LAy (65 — 63). (31)

The limiting expression for ep; follows the same analysis.
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J Proof of the Markovian setting

We now turn our attention to proving the main result of the paper, namely, Theorem 4.

J.1 Outline

As mentioned in the maln body, one of the main obstacles to overcome in the analysis is that
in general, E[(1/N) (91(915 ,1, OE%) — gl(GEZk))] # 0. In order to show that a linear speedup is
achievable, we first decompose the random TD direction of each agent i as gz(Gig) = bZ(Og) —
AZ(O%)GIEZ% in subsection J.2.1 and show that the variances of (1/NK) YN, ZkK:_Ol AZ(O%) and
(I/NK)SY, SKt bZ(OIEZ,z) get scaled down by N K in subsection J.2.2. To decouple the randomness

between the parameter 9% and the observations OE% using the method called information theoretic

_ 2
control of coupling in [2], we need to bound E [Hﬁt — 0 ] in subsection J.2.3. As the analysis in

the i.i.d. setting and traditional FL, we characterize the drift term, per-iteration error decrease, and
parameter selection in subsections J.2.4, J.2.5 and J.2.6, respectively. Finally, we prove Theorem 4
in subsection J.3.

Additional Notation: Under Assumption 3, for each MDP i, there exists some m; > 1 and some
€ (0,1), such that for all t > 0 and 0 < k < K — 1, it holds that

dry (]P (sgi =-| s[()% = s) ,w(i)) < mlptKHC Vs € S.
Furthermore, we define p = max;c|nj{pi}, m = max;e;nj{m;}-
J.2 Auxiliary lemmas for Theorem 4

J.2.1 Decomposition Form

The first step in our proof of Theorem 4 is to rewrite agent i’s update direction of FedTD(0) as:
9:(6,3) = —A:(O;)8;) + bi(O}3)

where Ai(O( )) gb(s%)@ (s%) - ’yqﬁT(sEi,)Hl)) and b(Og%) = r(sgz,)c)(é(sgl,)c) Note that the steady-

state value of E[bz(Ot(l,)g)] is not equal to 0. For convenience, we apply appropriate centering to

)

rewrite g; as:

gi(8) = —A; (0D (60) — 67) + b, (0)) — A:(OL))6; . (32)

Zi(O,ff,l)

Define Z;(0L)) 2 bi(O{]) — Ai(O{')0;. As gi(6) 2 Bt o [9:(0)] we have:
gi(0)) = —4;(0) — g7 33
Gi( t,k) i t,k i) (33)

where A; = & DO (® — yPU®). Note that EO(” ) [Z(O%)} equals to 0. Taking into account

the definitions above, we establish the followmg lemmas
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(of)

= Rmax + c1H holds for all i € [N].

| <

z (0 tk)
Proof. Based on the definition and the fact that ||¢(s)|| < 1, we have
(o)

Similarly, making use of the fact that r(s) < Rpax for any s € S, we apply the same reasoning to

conclude that .
Z (Otjk)

c1 =

= oD@ (s = 30T (sih )| < [otsih

6" (si) =70 (s )| < 1+

| < Runa + 1l

Lemma 12. There exist some constants Ly, Lo > 0 such that

~E[4: (o)) | 7]
HE[ ( to k2> ’f;iﬂ < Lopltz—t)E+ka—k1 g,
hold for any i € [N], 0 < ki,kg < K —1 and tz > t; > 0.

<L p(t2—t1)K+k2—k1 &

[Ai (OEZ ko )} H < Ly plte—t)K+ke,

B |2 (O)

’ <L p(tZ t1)K+ko

Proof. We have:

HE { t2 k2 ]:’2 H t2 kz | }—k1 Eog)’bwﬂ—(i) [Z (Oiz)kg) | }—liﬂ

Z (7‘('( )(51(52)]92)})( Sto+1,ka+1 | Sta, kz)

s )
t2 ko’ t2+1 ko+1

(4) i i (4)
_P(StQ kg ‘ St1 k1)P(87§2)+1 ko+1 ‘ sgz)k‘g)) (OtQ kg)

Z;0{",,)

()
8t2 k’z - P(Stg k,'2 | tl k:l)

t

(@ _ ()
8152 k2 P(st;b - | 87511,’61)

(Rmax + CIH)

RO

Sto ko
= 2(Ruax + cr H)dpy (P (si), =+ | st =), 7))

< 2(Rmax + ClH)mipZ(tQ_tl)K-FkQ—kl

where (a) is due to Lemma 11 and the last step follows from Assumption 3. We finish the proof by
choosing Lo £ max;c N]{Q( max + c1H)m;} = 2c3m. And we follow the same analysis to bound:

~ B[4 (00,) 1 7] | = 1B [4: (094,) 1 7] ~Bgpo, reo [4: (020, 1 78]

Z (W(i)(sg),kz)P( g)-l—l kao+1 ’ Stz kz)
5@

s
Stg,kg Sto+1,kg+1
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—P(si e, = | 5 )P ke | ioks)) A(O),)

HA 09 )

to,ka

2 : (4)

‘7‘( Stz kz P(St2 ke — | St1 k1
RO
Stg ko

(S) QCldTV (P ( g)kz | Stl),kl 8) ’ﬂ-(i)>

< 201mz’p(t2_t1)K+k2 k1

1

We finish the proof by choosing L; £ max;¢ N]{2clmz} = 2c1ym. We employ the same reasoning to
prove the remaining three inequalities. O

J.2.2 Variance Reduction

We are now ready to present the variance reduction Lemma in the Markov setting. The following
Lemma establishes an analog of the variance reduction Lemma 7 in the i.i.d. setting. Based on the
assumption that trajectories are independent across agents, it is easy to understand that the variance
of (1/NK) YN, YK 4,01) and (1/NK) YN, S5 15,(0L) can be scaled by the number of
agents V. However it is not obvious that the variances can be scaled by K (the number of local

(4)

iterations), since the observations of each agent Oy, and OEZ,)C are correlated at different local steps

)

k1, ks. Due to the geometric mixing property of the Markov chain, the correlation between O(
and OE ,)CQ will geometrically decay after the mixing time. Based on this fact, we show that the
variances of (1/NK) YN, YK 1 4,(01)) and (1/NK) SN, SE 1 5(0Y) get scaled down by NK
with an additional additive, higher order term dependent on the mixing time 7, which is formally
stated as follows:

Lemma 13. (Variance reduction in the Markovian setting) For any 0 < T < t, there exists dy,ds > 0
such that:

L o ONE dy K
P | | I A; Al < 9L, pK 4
; H|NK;§[ (O ]_ e 2 (34)
o
1 X (4) 1 d2 2 QTK
Er |||l 57 ; > (405 = Al|| | < 53¢ +4LT (35)
| N K-l " q ds p
Eir |||=—=— Z;i (0" < ——=+42Lyp"", and 36
|Fr L X 2| | < 36)
N K-1 2 2
1 (0) d3 2 27K
B r ||l 57 YD ZOM] | < ﬁ +4L3p (37)
i=1 k=0
where dy = \/(01 +c2)? + 72(81&2[3&’) and dy £ \/c3 + 2013Lp2p
Proof.
N K-1 K-1 T K-1
H| TOIIACH 1 : ( T Y 20D) (X X 208
Et—T — i\Yek = Lt—7 NS L\Mtk NI (AN
NEK i=1 k=0 NEK i=1 k=0 NEK i=1 k=0




() 1 X 1 X&) 6
< | Beer (Z Zl(otlk)> (Z Zl(ot@)
NK = = ' NK = = ’
1 && A0 0 2 & 0 0
INT (3 UNT 7
= VErr | oz 2o 2 Zi(00) Zi(0i) + g 22 2 Zil00) ' Zi(0y))
i=1 k=0 i=1 k<l
Ty
3
( ) T (4)
N2K2ZZZ Otyjk NQKQZZZ Z Oj> (38)
1<j k=0 1<j k<l
Ty Ty

where (a) is due to the concavity of square root and Jensen’s inequality. Furthermore, the term T}
can be further bounded by:

2 N i i
Et—T[TI] =Ei~ W Z Z (Ot( ]Z)TZ (O§7l))
i =1 k<l

2 i i
=Eer N2KZZZZ (0 "E |Z:(0 §,l))|f;i}]

=1 k<l

<E; . ZZ(O%)H HIE [Zi(OE,il)) \ .7-"}2} H] (Cauchy—Schwarz inequality)
<E;_, N2 ZZCngpl k) ] ( Lemma 11 and 12)
=1 k<l
r N K-1 oo
<E |l X 3 b
_ 263L2NK P _ 263L2p

N2K?2 1—-p NK(1-p)
And T3 can be bounded by:

ONE j i j .
Ei-[T3] = N2K2 Z Z Ei_, { f tk)} K, {Z](Ogjk))] (01511 and Ogjk) are independent)
1<j k=0
9 K-1

< N2 R? Z Z L3p* K2k (Lemma 12)
1<j k=0

< 7L2 2TK
K

Meanwhile, T3 can be bounded by:

T ) s . ]
E, -[T3] = N2K2 Z ZEt - [ (O } Ei_, [Zj(Ogl))} (Ot(,z and Ot(’]l) are independent)
1<J k<l
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- ZZL2 21 K+k+1 (Lemma 12)

1<j k<l

< N2
Substituting the upper bound of 77, T and T3 into Eq (38), we have:

1 & (4) NKl z)r @
[ n]) (e £ oz

=1 k=0 i=1 k=0

[N

+

2c3Lop 2 9TK 2 2 K)
_ L T 2L5p°7
NK(1—p) K T2k

(@ | NK 2c3Lp 2
< 2 ZL2p27K L 9] 227K
= \/N2K2C3 T NK(—p) TR T

1 203L2p>
< 2 AL2p2™K (K >1
_ [t <C2 N 2c3sz> n /rgpQTK
“VNK\3? 1-p 2

1 263L2p>
= 2 2Lop™

where (a) used the fact that Z(Og) H < c¢3 mentioned in Lemma 11. The proof of other
inequalities follows the same reasoning. O

]
le 2
Lemma 14. (Bounding ||0; — 6,_+|?) Consider 7 = [~ ( )l and choose the effective step-size

a< min{ L L 1}
- 30c4(T + 1) 9637’

J.2.3 Bounding E [Het — by,

where ¢y = 3c1. For any t > 27, we have the following bound:

Ei—or “915 — 0, 2] < 80427'264211@15727 “915 —0* } + 1427 2]\62( 5311_2?; T
T
+ 4023 Z Ey_or[Ar_g] + 32000223 T3T2 (e, €1) 4+ 40237 T2 (e, €1).  (39)
s=0
Proof. For any [ > 27, we have
2 o K1 ) 2
e = = e (8 + 57 2 3= ) =5
=1 k=0
<[+ 50 o - alf
NK == ’
_ a?HL f:K_l [—As0) (0 - 07) + z:(0f})] H2
NK & & VL) \Yie — Y% iUk



N K-1
=6a2HN1K§§A<O”>(95k )|+ s HNKZZA CRICRT |
+ 6a HNKNKXZZ H + 202312 (€, 1)
o NI:< 1 2
<o (e 5 [0 -0} + oo
= 0

N K-1
+ 6c HNKZ Z O H + 20237 (€, 1), (40)

where (a) comes from the upper bound of fixed points distance in Theorem 1 and the fact that

HAi (O%) H < c1 in Lemma 11. Taking square root on both sides of the inequality above, we get:

2
- el1<3Ja2(;ziKime <al) ol o
=1

1 N K-1 (Z) 9
=1 k=0
< 30 S5t s s 3 5 200D+ 20

(41)

By using the fact that HéH_l — G*H < Hél — 0*” + HéH_l — él”’ we have:

3
ocy Z Z Helk HZH + 3aHNK Z Z Zi( ))H + 21T (€, €1).
(42)
For simplicity, we define ¢4 £ 3¢; and §; £ ﬁ Ef\;l Zf:_ol Hﬁlfk — élH. Taking the square on both
sides of Eq (42), we have:

HOZH o* H < (14 3ac H‘)l o* H

s = 0| < (1 aca i -0 + 2202 + 902 LS 5 200 + a2
i=1 k=0

B | N E-1 A B
+ Ga(l + 0664)H9[ — H*HHW Z Z ZZ(OI(,Zk):)H —1—2(164(1 + OéC4)H9[ — (9*H(51
i=1 k=

H>

Hy
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‘ +40’cie46T (€, €1) + daey (1 + aC4)H§l - H*HF(E, €1)

Hy

) 1 N K-1 )
+60[ C45ZHWZ Z Zl(Ol,k)
=1 k=0

H,
Hs °

) 1 N K-1 Q)
+12a cluﬁ ; kg Zi(Ol,k)HF(67 e1). (43)

Hg

We can further bound H; as:

1 N K-l ©
NK Z Z Zi(ol,k) ’
i=1 k=0

B 1 N K-1 )
= 2/3a(1+acy) [0 - 0" - 301 + acy)| 7= X0 X 20
i=1 k=0

Hy =6a(1+ 0464)H§l -0

- 9 1 N K-l . 2
< 3a(l+ a04)H95 — 0% +3a(l+ ozc@Hm Z Z Zl(Ol(,le) ‘
i=1 k=0
B 2 ] N K-l T
< 6allfi— [ + 60| LS Y 20| (@4
i=1 k=0
where we use the fact 1 4+ acqy < 2 in the last inequality. Similary, we can bound Hs as:
H2 = 20[04(1 + OZC4)H§1 — Q*H(Sl < 2&”9_1 — G*HQ + 2040421(22. (45)
And we bound Hj as:
2 1L SN~ o) 2 L SN o0 s 202,242
H3 = 60°cyd) || ~—— Zi(O'))| € 30® ||~ Zi(O"))|| + 3a”cidr. (46)
3 4lHNK¢Z1kZo Lk H HNK;,;) Lk ‘ 4%

For Hy, Hs, Hg, we have:

Hy = 4c’ciesT (e, €1) < 202367 + 202 3T (e, 1),

Hs = 4ac (1 + aa;)Hél - Q*HF(G, €1) < 40(”9_1 — 6" ’ + 4aciT?(e, 1),

2
‘ + 6a2ciT? (€, €1),

) 1 N K-1 ) ) 1 N K-1 @)
Hs = 120 cluﬁ ; ;6 Z(0)|0(e, 1) < 6a Hﬁ ; l;) Z;(0f)

Substituting the upper bound of Hy, Hs, ..., Hg into Eq (43) and noting that (1 4+ acs)? < 1+ 3acy
because acy < 1, we have:

HéH'l - 9*”2 < (14 a(3cq + 12))H§Z — 6" : + (602 + 20)) 367

N K-1

1 i
+(180” + 60) || 7= 2° Y Zi(0y)
i=1 k=0

2
‘ + (1202 4 4a)A3T? (e, ¢1)
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B ) | N K-l oy
<(1+ O‘hl)Hel — H*H + 8acio? + 2404Hﬁ z Z Zl(Ol(;z)H + 1602 T (e, 1),
i=1 k=0
(47)

where we denote hy £ 3¢y + 12 for simplicity. For any ¢t — 7 < [ < t, conditioning on F;_o, on both
sides of the above inequality, we have:

K-1 2
Btzr NKZZZZ ))H

=1 k=0

(9[+1 -6 H 1+Oéh1)Et 2T

g, — 6" H + 240, o,

+ 8ac§Et,gT [cﬂ + aMs/(e, 61)

< (1+ ah)Eio||0, — 0%

+ 24a l]\CfZK +4L3p*1 t+27)K] (Lemma 13)
+ 8aCZEt_27— [(5?} + CYM?,(E, 61)

(a
< (1 + ahl) E¢ o7

N

_ 2 d?
_ px 2 2 2 2(l—t+1)K
0~ 07|+ 24a [N +4L2a%p ]
+ 8ac§Et,gT [512} + aMs(e, €1)

_ 2
< (14 ahy) Eio (|0 — Q*H + acy(l) + 8aciE;_or {62} + aMs(e, 1), (48)

where we denote M3 (e, e1) = 16¢3T2(e,€1) and ¢i(l) = 24[ o +4L3a? Pt K } for simplicity.

_ 2
Inequality (@) is due to p?"% < a% < a?. In the following steps, we try to map E;_o,||041 — 9*H

to Ko7

_ 2
Or_r — H*H for any t — 7 <[ < t. By applying Eq (48) recursively, we have:

l
Tra Y (L+ah) (@) + Male,er))
k=t—1

_ 2
Et o ||0141 — 9*H < (14 ah) TR, L,

Or_r — 0

l

+ 8aciFy_o, [ o+ ahy)' 7k 67
k=t—71

b) _ 2 ¢ _
< (1 ah)  Eyag |0 = 0%+ D2 (1 ahn) T (culk) + Ms(e 1))

k=t—T1

H7

¢
+ 8aciE_o; [ > (+ ahy) " 51%] (49)

k=t—T1

Hg

where (b) is due to [ < t. For Hy, we have:

H; < Z (14 ah) ™" (ci(k) + Ms(e,e1)) (1 <t)

=t—7

3

= Z (1+ahy)™™ (ct(k:’ +t—17)+ Ms(e,e1)) ( changing index k into k' with ¥’ =k + 71 —t)
k'=0
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(@)
<24Z (14 ahy)

+ AL302 p?F K 4 M3 (e, 1)
k'=0

k./_

k/
d3 (14 ah)™™ -1 9 9 u K
=24 || == + M;3( 4L 1 hi)"
(NK+ 36€1> Olhl + oY ( +« 1) Z 1+ah1
<24 || ==+ Ms( 45 hi) 1 hi1>1
< (NK+ 3( ) ah1 +4L50% (1 + « Zp (1+ahy > 1)

d3 (14 am)™ - 2 2 ;1
<24 (NK-i-Mg(e 61)> o +4L50” (1 + ahq) ik

where (a) is due to the definition of ¢;(k’). Here we follow the analysis in [26].
o < log2

< 10;‘_2, we have (1 +z)™™ <1+ 2z(7+1). If a <

Notice that for
1 log 2
S I S Pt and a <

< ﬁ, we have
1(m+1)
(1+ czhl)T+1 <1+2ahi(t+1)<2and (14 ah)” <1+ 2ahi7 <1+ 1/2 < 2. Hence, we have

d3 8L3a?
—= 4+ M. 2 1 .
(NK+ 3(6761)> (T+1)+

H; <24

1— p?
We apply the similar analysis to bound Hg as
T
Hy=Y (1+ah) "6,
k=0

k<Z (1+ ahy)™ 67 T+,€<Z (1 + 2ahy7) 67 T+k<225

Substituting the upper bound of H; and Hg into Eq (49), we have

_ 2
Ei—or||0141 — 9*H < 2E;_or

_ 2
0, — 0"

3 $1307
+ 24a [(NK + M3(e, 61)> 2(r+1)+ 1= 2
+ 16ach Z Et_or[07 ).

_ 2
Then it is straightforward to bound E;_o,||0; — 6*

as:

Et—QT

— 2 _ 2 d2 ]L202
6[ . H*H < 2Et—27' 015—7' _ Q*H + 24« [(M + M3(€ 61)) 47 + b1es

1— p?
,
+ 160&0421 Z Et—?r[(s?_k]'
k=0

Furthermore, based on the triangle inequality, we have

(;)T o1 — 0, ) <TZ Guir — 04|

[

L2
+ o 0252 + 6a HNK Z Z Zi( (Z;C)H + 20420%F2(e, 61)]
where the last inequality is due to Eq (40) with ¢4 = 3¢;. If we take the expectation on both sides
we have:
t—1

STZ
=t

S —T

_ _ 2
Et—27 9t - 915—7'

2.2
|:Oé C4Et—27

0, — 9*H2 + o222
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N K-1
1 SNILS
+60’E; o, NE Z Z ZZ(OSDH + 2QQC%F2(€,€1)]
i=1 k=0
= _ 2 2 8L3a2
< ’7'0[20421 S:;_T [2Et27 O — 0% + 24a [(]\];( + Mg(e, 61)) 47 + 1 jp2]
+160ac] Z E¢ o7 [5?—1@]] (Eq (50))
k=0
) [ dB 9 9(s—t+27)K
6 2 p4L3pAlsTireT L 13
t—1

+ a?ciT Z Et_0r[02] 4+ 2023 72T (€, €1)

s=t—T
(a) 2 2 21203
+ 96 <dZozT + 2¢

< 7'2(120421 [QEtQT

0r_r — 0

NK 1— p?
d3 41302
NKT 1= 2K
+ 960233 M3 (e, €1) + 20237 T2 (e, €1)

® 59
< 27%a By oy

+ a2c3r(1 4 16arc?) Z E;_o.[6% ]
5=0

+ 60T [

- 2 d3 12L3a*
gt—’r —0* + Ni_QZ{OJQTZ (960[7'0421 + 6) + 1%0;27— (16&64217' + 2)

.
+ o?A7(1 4 16a7c?) Z EBi_or[Ar_] + 96023 M3 (e, €1) + 2023 T2 (€, 1)
s=0
(51)

Where we used the fact that p?™ < a? for (a) and (b), and that 67 < A; (via Jensens’ inequality)
for all ¢ > 0 in the last inequality. Let us choose « such that 96047'0421 +6<7, 16ac?17 +2< % and
1 + 16a7c? < 2, this holds when

. 1 1 1
a < mm{ 3 5 3 1}.
967c; 96ciT 167c]

Based on the fact that ||6;—, — 6*||? < 2/|0; — 6;—-||> + 26; — 6*||* and the requirement on «, we
have

20272y o7 |0r—r — 07| < 40272 AE 20|10 — s ||? + 40> T2 ARy o, ||0; — 67

(@) _ _
< O.5Et_27—‘|9t — Qt_THg -+ 40(27'2621&5_27—”913 — Q*H2
(b) 7d3 ., 5, 13L3a’r

2.2 2 2
S T C4Et_27- 2NKO[ T m

Or_r — 6%

_l’_

.
+ o?dAr Z Er o7 [A¢_s] +48%AT3M3(€, 1) + a?AE1T2 (e, €1)

s=0
+ 40> 722y, ||0; — 0%))? (52)

where (a) is due to 4a272¢2 < 0.5, and (b) is due to Eq (51) and the choice of . Putting the term

7_2

2.2
a“cylEy o7

QPT2AE o |0 — 07> <

_ 2
T «9*” together by rearranging the terms, we have:

7d2 2 4
2 2.2 13L5a°%T
— 2NK (1— pQ)
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-

+alciT Z Ei_or[Ar_s] + 480233 M3 (e, 1) + a?cim°T2 (e, €1)
s=0

+ 402723 Ry o, |0 — 67| (53)

The proof is completed by substituting this inequality into Eq (51) and the definition of M3(e,€1)

Note that we require the effective step-size

< i { 1 1 1 1}
(6% min
- 4h17" 2h1(’7’ + 1)7 96047’7

in this proof, which holds when a < min {m, ﬁ, 1} since ¢4 = 3c; > 1.
4

J.2.4 Drift Term Analysis.

Now we bound the drift term as follows:

Lemma 15. (Bounded Client Drift) If oy < m, the drift term satisfies

E[A;] = S B0 _ g, < 497 [ 2aLop 8cA(K — 1)H? 54
t]_NKZ H th tH < ca+ 1= + 8c1(K — 1) : (54)
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2P > 5 El(zolEzel) 7))
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1 *
i=1 k: 0 i=1 k=0
) 1 N K—-1 k-1 ) .
+4alM;k=058'E[ [ O )|]:S:| H
s<s’
2 1 Y& 2 (@) ) 2 1 A 2
<daf > Y kG Y E[|6f) — 6. + 40 T 2 kA Y E||0, - 0" (Ba (1))
i—1 k=0 = —1 k=0 =
+ 205 —— kes + dof —— csLap (Lemma 12)
: NK i=1 k=0 ’ : NEK i=1 k=0 s,5'=0 v
s<s’
o 1 - 2 (%) o 1 SR 2 2
S4OLZWZ k’Cl ZEHGtS —atH +4&l72 4k3C1(K— 1)H
i=1 k=0 = i=1 k=0
+ 2] —— kes + dof —— c3Lop® ~° (55)
'NK i=1 k=0 ’ 'NK i=1 k=0 s,5'=0 e
s<s’

My

where we used the property that 0;,0 € H in the last inequality, i.e., ||| < H? and |6} < H?.
We now bound M as:

k—1 k—1 k—1 k—1 5o

- - pP—p Pk
Lop® 7% = c3L 7% =c3L — < L 56
> eslap €3 22 Yoo cale ) = s eleg— (56)
5,8'=0 s=0 s'=s+1 s=0
s<s’

N2
Define R 2 YN | K1 IEHHE’% — HtH and note that Ry is monotonically increasing in K. With
this definition, if we plug in the upper bound of M;j into Eq (55), we have:

2 N K-1
Ry < da? Z Z kel ZEHH — 0+ 40> Y k(K -

=1 k=0 s=0 =1 k=0
N K-1 N K-1 k’
—1—204,22 Z ke 4 4a} Z Z 03L2
=1 k=0 =1 k=0
- el K—1 N k—1 o
<20}(K — 1)NK |2 + f3 2pp+8 2k — 1)H?| + 4022 (K — 1) S E[o) - o
- - k=1 i=1 s=0
R
el _
= 202(K — 1)NK |2 + 103 2;)’)Jrs 2K — DH?| + 4023 (K —1) 3 Ry (57)

By the monotonicity of Ry, we have

2¢5L
Ry <203 (K —1)NK | + 103_ j}p +83(K — )HZ} 402K = 1)?Rg_4

Let us choose oy such that 4a?c?(K —1)? < %, ie, aq < the following recursion holds:

2f( 0’

241,
B0 (K — 1) (58)
p

1
Ric < 5Ri-1 + 20} (K — 1)NK [cg
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for all k£ € [K]. Next, we unroll the recurrence, go back K — 1 steps and use the fact that Ry = 0,

we have:
[T RET

=1
2¢c3L
—40?(K —1)NK [cg - f3 2P L 8A(K — 1)H2} (59)
-p
We finish the proof by dividing NK on both sides and substituting a; = KL% O

J.2.5 Per Round Progress

Lemma 16. (Per Round Progress). If the local step-size oy < m, and the effective step-size

a = Kojoy satisfies:

1 1
a < min{ &1 3 o 1 51(61_‘_62)2, ) XA
24(c1 + c2)? + 2485 + 167 7 2Ly + 87%¢; 30ca(T + 1) 965 T
where
y— QB(G, El)G + 3£ (Cl + CQ>F2(E, 61)

4B2(e,€1) + 24(c1 + ¢2)2T2(€, €1) + 2L1T (€, €1)G + 6400c2 3312 (€, €1) + 8c272T2(€, €1)
"( 7)

and choose T = [~ 1, then we have,

i

_ _ 2 _ _
By oo |01 — 07117 < (14 320&a(e1 + ¢2)) Beor [0 — 0°|| "+ 200 5-(5(81), 0 — 0% + 40°Ey o,

g(6y)

Ezpected progress for the virtual MDP
Lo+ 2872 1087

NK
Linear speedup High order terms: O(a?®)

403 14
Ka 2(5

a?di+a? (36L§ L2 +4L,G? + 2L2G>

2c3Lop
1-—

+ +14&)(c1 + c2) [ s+ ) +4c}(K — 1)H2}

drift term
+ 4aB(e, €1)G + 60y (c1 + c2)T2 (e, 1) . (60)

heterogeneity term

where &1 is any universal positive constant.

Proof. According to the updating rule and the fact that the projection operator is non-expansive,
we have:

4This requirement is very easy to satisfy since the denominator in X is composed by the heterogeneity terms, which
is quite small and thereby makes X large. Overall, the feasible set of the step-sizes is not empty.
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< 1 N K-1 () () >
—— S5 (g0 — 3:(6))], 6 — 0*
NK =1 k=
1 N K-1 () ( )
= (¥ 2 2 (56~ a0 0—6.)
1=1 k=0
Ba1
] N K- " o 0 (
(e 2 2 ) — g0 ) = 9i00) + 90,2, ) 0 — 0%
=1 k=0
Baa
1 N K1 " o i
+ <ﬁ Z [‘g <0t_7' k) —9 (gt—‘l'7k):|70t—7' -0 >
=1 k=0

Next, we bound E;_.[Ba] as:

1 N K-1 0 - ) B 1 N K-1
e 5 3 O a0 ) 2o 55
@ g LiK_l(_A (O + A (053 — 07) + Z O |00 = 0

t—7 NK = = k t,k L\Mtk T
1 N K- . B -
gEt_T[ ﬁ;mm (O — A)(6) — 6 )] Het—et_T +E,_ Tl
< 1§:K_1E”[ (A0 = Ao — o) |00 — -] +
NK =1 k=0

o 1 N K-1 (0) 1 Fo B
EEt_T l NK ; kZ:;) Zi(Otk:)H + %Et—r _Het — 0+

®) ( 01—1-62 N K-l (i

< e > Y B |6 — 676 — 8o|| + E”NKZZZ

i=1 k=0
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>_A

&1(c1 + c2) @) a2 (c1+ ) SR 2
= INK Z: E¢ 7 et,k —GZ»H + 2 NK Z: a Ei_r||0; — 0~ (Young’s inequality (12))
=1 k=0 =1 k=0
K-1
« 1 2
+*E Zi( H 7Et 7|6 — O—r

0

< 351 (61 + 62)

EtT

bl
g

o N K—1
o) g, + 1t ez > Y Er
=1 k=0

oo

- 2NK — = 2NK
N K-1 9
351%;;02) S SR er - 65”
i=1 k=0
_ N K-1
(c1+ c2) LA 2« 1 ONCEE! ~ =2
Es _ —E,T— Z;(O —FE; ;|0 — 60t
+2§1NKZ . Ty NKZ;ZZ: (O + 55 =B
1 k=0 k=0

3&1(c1 + c2) %KZ:l 3¢1(c1 + ) = a2 3+ )

= Eir tk — 0| + Ei 7|0 — 07| + (e, e1)
INK = = H 2 H 2

c1+c ~ ~ 2
+ ( 1251 Q)Et_T 0 — 0+ —|— aEt T z:: P H 7]Et T (9,5 et T
() 3¢1(c1 + c2) QLA (i) 3&1(c1 + o) q * 3i(c1+c2) o
< INK ; kz:%) Ei_r Ht [ 9tH + fEtiT 0, — 06 H + fr (Ea 61)

c1+ e = = 2« d 9 9K 2

Ei_ |0 — O — | == +4L5p"" —IE A0 — 0:_-
2%, ¢ t — Ut + NEK + + t—r |0t — Op—

3&1 €1+ ¢2) iKZlE 0 H 351 Cl + Cz)Et ét 9*H n 3¢1(cq +CQ)F2(€ e)

e t—T1 tk) — —T - 9
2NK i=1 k=0 2
c + CQ 1 d3 2 27K
E - AL5p°" 63
+< 261 20) t—1 et Ht T +2 NK+ ) ( )
<4L20?

where (a) is due to g; (915

,1) —A; (Ot(ll)(ﬁg,l —07) + Z; (Oi ,1) (b) is due to Lemma 12 (the upper
bound of A;(0}) and 4;),

(c) is due to Eq (13) and (d) is due to Lemma 13.

And we bound Bys as:

B = (5 3 X 005 — 07, — 505 + 50, ). — 0°)
=1 k=0
=< ﬁ iV:Kz_:l ng(eﬂ) - gi(eii)f k) 9i (9( )) + 9i (Qt )rk Het r— 0" H (Cauchy-Schwarz inequality)
i=1 k=0
1 N K-1 Q) 0 ) )
< ﬁ; > [lo:05) = gi(0”, || + @ 08D) — a0 )] |- — |
@ 1SS g — g9 9
< w z; : 26 = 62, || + 2[ 622 = 62, 4] |6 - ¢
i=1 k=0
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LN ) 5 _ g ] ® Nl ol o .
< NE ; kz:: [ HG GtH + 4’ O — O~ || + 4H9tf7' =0, } HQFT —0 H (Triangle inequality)
SO R A P
% ZAt E At (26 1 4) \9}_ —9*H2+ 2 g ?
&2 &2
§2AH_§ AV r+12§2H9t o* H + 1252+ Hat Or_r i (Eq 13) (64)

where (a) is due to the 2-Lipschitz property of steady-state g (i.e., Lemma 5) and random direction
L N2

g; (i.e., Lemma 6), & = 5= >N Zf;ol HQSI)C - 9tH and Ay £ F& PO Z;ﬁ(;ol EH@% - 9tH , and (b)

is due to Young’s inequality (12) with constants & and 62 < A;.

Now, we bound Bsg as:

N K-1
E;—r[Bos] = <NKZ > B (g6, ) — 67, ). 8r — 0°)
=1 k=0
< ﬁ éj:_: Op—r — 0" HEFT {91(9@7 k) — Gi (95/ Tk } H (Cauchy-Schwarz inequality)
- 7% il;Z s — 0| [Err [~AOLDOF, = 07) + ZuO1) + A2, — )] |
e * |
< s 3 S e o - Aol + [ o]
i=1 k=0
(2) LiK_l ’é g ’ {L pTK-‘rkHe(i) _mH i, er+k}
T NK o = t= 1 t—rk — Yi 2
_ [61-r = 67 {207 60, , = Boms | + v — 7| + 6" — 7]] + Lap7 )
T NKE IS e ’

QI [ Hat 4 a2 Lfs 0| +aPLil(e )G + o?LoG

< L6, —0* H +? L1 Ay s + 02 La [0y — 07 H +a2LiT(e,€1)G + a2LsG
()
< 2a2L1G2 + 042L2G + OéleAt_T + a2L1F(e, 61)G, (65)

where (a) is due to Lemma 12, (b) is due to the fact that 6;_,,0* € H, which radius is H < %, and

2 —
T = (%1 (ie., p”% < a?) and (c) is due to the fact that 6;_,,0* € H. Then, the term B can
be bounded as:

Ei+[Ba] = Ei—7[Ba1 + Bag + Bas]

3i(c1 + ¢ 3i(c1 +c = L2 3i(er+c
<Maray agyMarDy g gy @t
n (01-1-02 >E g _a 2+ d2 G AL2 K
251 20 t—7||Vt — Vt—1 NK
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2
+£ Ei—r[A] +€ Ei - [Ar—7] + 125K,

+ 2a2L1G2 + O[QLQG + o LlEt T[At 7—] + o L1F(€ El)G

3¢1(c1 + ¢2) c1 + e
(5 oo

+ 522) Ei—r[Ad + (522 - a2L1) Asr +

3&1(c1 + ¢2)
2

et ‘9t T

0, — 0 H +( 12§2+5 VEy_»

2

_ 2 _ _
0, — 0" + Oy — 60—~

1 2
o126+ 5) E,_,

d2 2 2
2 4L
NK © ]

3¢1(c1 + ¢2)
+ ( 3

+202L1G* + o* LG +

(e, e1) + LT (e, 61)G (66)

Next, we bound Bs as:
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=
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—
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M= 1= M= L1
=
Il
o

Il
i
£
Il
=)

| N K1 4 4 9 Lerjmaiv K-1 o
(4 = 4:000) 0 = 00| + 8|5 o 3 z0f)|
i=1 k=0
1 -1 . 2 _ 2
— |0 = 0|+ 4B (e e1) + 4B 56|

A= A0 lo) - 2] + 8B

e S o
Mk
NK =1 k=0

AB* (e, €1) + 4B,

01+CQ ZZEtT

:g

_ 2
+ 16E,_,[A, _(Qt)H

6\ — o H +8E_,

1 N K-1 W 2
i 2 2 Zi0)|
=1 k=0

+ 16E;_ T[At]+4B (6 61)+4Et T (et)H
24 2 N K-1 _ 2
< (Cl+CQ Z ZEt . tk etH C1+02 Z ZEt,T 9t—0*H
i=1 k=0 =1 h=0
Cl+622NK1 N K-1
ZZEtTH—GH + 8E;_, KZ Zi( H
=1 k=0 =1 k=0

+ 16 [Af] + 4B?(e, €1) + 4,

90
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_ 2
= 24(cy + c2)° By [Ag] + 24(c1 + c2)* By, (|0 — 0| + 24(c1 + 2)*T?(e, 1)

| N K-l .

Vi 2 2 Zi0)
i=1 k=0

®) 2

d
< (24(c1 + ¢2)? + 16)Er[Af] + 8(—2 +4L35p™ ™) + 24(c1 + ¢2)°Ey—;
NK

2
+ 8E;—, + 16K, [Af] + 4B (e, €1) + 4E;_,

I

9(6y)

_ 2
o]

<4L2a2

_ 2
AR, g(at)H +4B2(e, €1) + 24(c1 + ¢2)?T%(e, 1), (67)

where (a) is due to 2-Lipschitz of g; (i.e., Lemma 5) and the gradient heterogeneity (i.e., Lemma 2)
and (b) is due to Lemma 13.
Next, we bound Bj as:

_ 2 N K-1 . o
By [B1] = Bueo||f — 0°|| + 2Bor (5 25000000 = ") + 2Bu o (= D Y- G(011) — 9u(60). 6, — 6°)
=1 i=1 k=0

<E,_.||6, — «9*”2 + 2aEt_T<% igi(e_t) — 30y, 0, — 9*> T 2aEt_T<§(0_t), g, — 0*>
1 K-1 , - o
+ 2aEt77<ﬁ Z ?]i(@%) —gi(04),0; — 9*>
=1 k=0
<Ei |66 +20E, | S i) - 30| — 07| + 208, (5(0), 6, — 0%)

1

-
Il

o 2

R D
5B l7r X X (@00 -a0) | +osE

(Young’s inequality Eq (12) with constant &3)

+ —E;, ét - 0"

(a)

S Et,T ét - (9*H2 + 2aB(e, El)G + QCM}Et,T<§(§t), ét - 0*>
o 1 N K-1 - 0 o 2 B . 2
2o e 85 ) [ oo
(b) _ 2 = 4o ~ 2
< Ei_r||0: — 0%|| +2aB(e,€e1)G + 204Et—7<9(9t>, 0 — 9*> + gEt—T[At] + a&3Ey||0; — Q*H ;
(68)

where (a) is due to the fact that 6;,0* € H and the gradient heterogeneity; (b) is due to 2-Lipschitz
property of function g in Lemma 5.

Incorporating the upper of By from Eq (68), By from Eq (66) and Bs from Eq (67) into Eq (61),
we have:

2

Etr||0rs1 — 9*H2 <Ei.||6: — Q*HQ + 204Et77-<§(‘§t)a 0 — 9*> +40°E;_,

g(ét)H

_ 2
+ (a8 + a(3&1(c1 + e2) + 248) + 2402 (e1 + ©2)?) By |0 — 07

2

c1+c 1 4 - —_
+04<1 2++2452+)Etr O — 0+
G &2

&1
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2

9d3 4
+ 202 4 36L3a + 40PL G2 + 203 LsG + (ga

N 5 + 20&3L1> A7

ta (;; +361(c1+ ) + 542 o (24(er + )’ + 16)) Ee—r[A

+2aB(e,€1)G + 40 B?(e, €1) + 240 (c1 + c2)*T?(e, 1)

+ 3aé1(c1 + )€, 1) + 203 LT (e, )G (69)
2
Conditioned on F;_o; and using Lemma 14 to give an upper bound of E;_o, 0, — 0, , we
have:
_ L112 _ L T . ; 2
E¢_or |01 — 0 H <K or||0r — 0 H + 2aEt—2T<g(6t)76t -0 > +4a”E;or g(et)H
_ 2
+ (0453 + o3& (1 + ¢3) + 24&) + 2403 (cy + 62)2) E_o-||0; — 0"
&
24 8 Ei_or |||0; — 6 14
+a( §1 ot §2+§2){a704t2 ‘t ‘ e NK+ 1—p2

&

-
+404ch7 Z Ei_or[Ar—g] + 3200a2¢ C4T3F2(€ €1) + 4o clTQFQ(e 61)}
s=0
9d3

e
+ —2a% 4+ 36L30" + 403 L1G* + 203 LyG + ( + 2a L1> F_or[A_r]
NK® &

+a(g sttt o+ a? (2 + ) +16) ) Brar [l

&3
+ 2aB(e,€1)G + 402 B? (e, €1) + 24a%(c1 + ¢2)°T% (€, €1)
+ 3aéi(c1 + CQ)FQ(G, €1) + 2a3L1F(6, €1)G (70)

If we choose step-size a such that af = « (615% + i + 24&9 + é) < 2,6 =& =&, & =
aés + a(3&1(c1 + e2) + 24&) + 24a2(c1 + c2)? < 28a&i(c1 + c2) + 24a2(c1 + c2)? < 300 (et + c2)
(01,62 > 1) and &3 = é + 3{1(01 + 02) + é + o? (24(61 + 02)2 + 16) < (5% + 951)(01 + CQ), ie
1 &1
S e 1)~ (c1+ o+ 24€2 + 4)
(9g2 + 216+ &) (ate+24g

& ) (g% +5&1)(c1 + ¢2)
12(01 + 02)7 ’ 24(01 + 02)2 + 16

a < min{

which is sufficient to hold when o < min{; CET &1 1}, then we have:

)2424£3 4167
_ LI12 T I ) 2
Bp-a7||0ri1 — 07| < Boosr |00 = 0% + 2005 (§(01), 6, — 0 ) + 40°Ey o, 561 |
_ 2
+ 300451(01 + CQ)Et_QT 0, — 0*
~ . d3 52L3a%T
+2 {8@27202Et27 [ ‘Ot —0 } + 14?7 QN;( T —2/)
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+40’cAT Z Ei o, [A¢_s] + 3200023332 (e, €1) + 40 AT (e, 61)}
s=0
2

9d3 4
+ ﬁ 2 1 36L2a" + 403 L1G? + 203 LyG + (5 + 2a3L1) Et or[Ar_r]

+a (:3 + 3¢ (1 4 c2) + ;2 + a? (24(61 +e2)® + 16)) E—or[Ad]

+ 2aB(e,€1)G + 40 B? (e, €1) + 24a%(c1 + ¢2)°T% (€, €1)
+ 3a&1(c1 4 )% (e, €1) + 202 LT (e, 1) G

< Ei—o-||0, — 0" i + 204Et—27’<§(‘§t)7 0r — 9*> + 40%E; o, g(ét)HQ

_ 2
+ (300451(01 +c2) + 16@27202) Ei_o-||0; — 0*

L9 2872
NK

3
o?d% 4 36 (1 + 172> L2o* + 40°L,G? + 203 L,G
—p
+ fl +2a L) Ei(_ QT[At 7—] + Oé(5 + 951)(61 + CQ)Et QT[At] + 8« C4T2Et 27- At s}
s=0
+ 2aB(e,€1)G + 402 B? (e, e1) + 24a%(c1 + ¢2)°T% (€, €1)
+ 3aéi(cr + c2)T2(e,€1) + 203 LT (e, €1)G
+ 640002c3 33T 2 (e, €1) + 82t T2 (e, 1) (71)
if we choose the step-size a such that the high order O(a?) terms are dominanted by the first order

terms O(a), i.e., 4a2B%(e,e1) + 24a?(c1 + ¢2)?T2 (e, €1) + 203 L1T (€, €1)G + 640002337312 (€, €1) +
8a2c2T2T? (e, 61) < 2aB(e, €1)G + 3a&(c1 + c2)T2(e, €1), ie.,

2B(¢,€1)G + 361 (1 + )P (e, 1)

1
4B%(e,€1) + 24(c1 + c2)2T2(e, €1) + 21T (€, €1)G + 6400c2c373T2 (€, €1) + 8¢272T2 (e, €1) }

a < min{

we have:

_ 2 _ 2 2
Et—or||0t+1 — 9*H < Ei_o2-||0; — 9*H + 20&Ep27< > +40%E; o, (Qt)H

(300451(61 +c2) + 16027 04) Ei_os

9 + 2872 3T
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p

4 9 y
* (5? + 2a3L1) Ei o7 [A¢—7] + 04(?1 +961) (1 + e2)Ermar[A] +8a°cHT Y Byoar[Ar—s]
s=0

+4aB(6, 61)G+60&§1(01 +02)P2(6, 61) (72)

With Lemma (15), we have the upper bound of E;_o-[A], Ei—or[Ai—7] and 731 Ei—or[A¢—s].
Then we have:
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9 + 2872 10871
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——— L3 +4L,G* + 2L2G>

402 (4o 9 2c L2P
e I 222)[2 3 43K — 1)H?
Es
+4aB(e, €1)G + 6a&1(c1 + 02)F2(€v €1) (73)

If we choose step—size such that & = 30a&1(c1 + c2) + 16a%7%c3 < 32a§1(01 + ¢2) and & =
5 +2a3L; + a( & T 98)(c1 + 2) + 8o 232 < og(é4 +14&)(e1 + ¢2), i
51(61 + 62) 1 (gil +£1)(Cl + 02)

a < min
< min{ 872¢3 77 2Ly +8c3T2

which is sufficient to hold when a < ;Ll(i&%f)z, then we have:

_ 2
Ei o041 — 9*H < Eior
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_ 2
§(9t)H
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9 + 2872 1087
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]

J.2.6 Parameter Selection

With Lemma 16, we have:

E; o 9t+1 0* H 1—!—320&51(614—62))1&5 2 Gt 0* H + 20E;_ 27—< («915) 9t 0*> —|—4a Ei_or (015)
9+ 28 108
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NK
403 14 203L2p 9 9
+K 2(5 +14§1)(Cl+02) |:C3+ 1 p +861(K—1)H :|
+4aB(e,€1)G + 6a&1 (c; + c2)T2 (e, €1). (75)
Proposition 4. If « satisfies the requirement as Lemma 16, choose & = 3&;1)2) and T =
,T_mix 2
(aT)], we have:
2 1 _ 2 1 - 2 942872
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where vy = 4 = (1747)5) and cg = a%(g + 14&1)(c1 + ¢2).

Proof. Incorporating &, = o= e

o6 2 aig(% +141)(e1 + ¢2) and 661 (c1 + c2) < vy into Eq (75),

32(c1+c2)?
we have
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3
Q" Cg 203L2p
+ P§+1_p-+&ﬂK—1ﬁﬂ}
+4aB(e, e1)G + arT?(e, 1)
_ 2 2 942872 ,
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—p

where (a) is due to Lemma 3 and the selection of parameter; (b) is due to 16a? < W.

Rearranging the terms and using the fact 1 — 2av; < 1 — avy, we have:

9 _ 2 _ L2 9+ 2872
avEi_or || Vg, — Vo 5 < (1—av)E_o |6 — 6 H — Ei—or||0p41 — 07| + Woﬂd%
108
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—p
Then we finish the proof by dividing « on both sides. O

With these Lemmas, we are now ready to prove Theorem 4.

J.3 Proof of Theorem 4.

. . 1
Given a fixed local step-size o < Ve (K1)’

decreasing effective step-sizes oy = m =

€33
Koy

, decreasing global step-sizes ozét) = and weights wy = (a + t), we have:

3
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D§O<KW? 2NKT ' AKT? , tT(ea) (79)

Proof. We take the step-size oy = for a > 0. In addition, we define weights

wy = (a+t) and define

8 _ 2
v(a+t+1) — vi(a+t+1)

_ 1
GT:W;wtet

where W = 321w, > $T(a+T). By convexity of positive definite quadratic forms (Amin(®7 D®) >
w > 0), we have
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h HV V7 2<G2 We know that & Y7, (a+t)a2 < i Y7 (a+ t) Ay < Slos(add)
where O o* € Know tha =27\ OF = 37 2.4t=1\0 V2 (att)? = V272

and that - Zt or (a +t)ar < o —4-. Plugging in these inequalities into Eq (80), we have:
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where cquad(7) = 4d3(9 + 2872). Dividing v; on the both sides, changing v into v (v = (1 — 7))
and noting that cg = —(14 + 14&) (1 + ¢2) = O(2), we have:
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We finish the proof by using the inequality, IEHV@T — Vo 5 < QIEHV9~T — V=

and combining with the third point in Theorem 1.
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K Additional Simulation Results

K.1 Simulation results for the I.I.D. setting

In this subsection, we provide numerical results for FedTD(0) under the i.i.d. sampling setting
to verify the theoretical results of Theorem 2. In particular, the MDP M) of the first agent is
randomly generated with a state space of size n = 100. The remaining MDPs are perturbations of
MW with the heterogeneity levels € = 0.1 and €; = 0.1. The number of local steps is chosen as
K = 20. We evaluate the convergence in terms of the running error e; = ||6; — 0||?. Each experiment
is run 10 times. We plot the mean and standard deviation across the 10 runs in Figure 2.
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Figure 2: Performance of FedTD(0) with i.i.d. sampling with varying number of agents N. Solid lines denote
the mean and shaded regions indicate the standard deviation over ten runs.

As shown in Fig 2, FedTD(0) converges for all choices of N. Larger values of N decreases the
error, which is consistent with our theoretical analysis in Theorem 2.
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K.2 Simulation results for the Markovian setting

In this subsection, we provide numerical results for FedTD(0) under the Markovian sampling setting
to verify the theoretical results of Theorem 4. Here we generate all MDPs in the same way as the
i.i.d setting and choose the number of local steps as K = 20. All the remaining parameters are kept
the same as those in the subsection K.1.
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Figure 3: Performance of FedTD(0) with the Markovian sampling with varying number of agents N. Solid
lines denote the mean and shaded regions indicate the standard deviation over ten runs.

As shown in Fig 3, FedTD(0) converges for all choices of N. Larger values of N decreases the error,
which is consistent with our theoretical analysis in Theorem 4.
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