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Abstract

Deep neural networks are vulnerable to backdoor at-
tacks, where an adversary maliciously manipulates the
model behavior through overlaying images with special
triggers. Existing backdoor defense methods often require
accessing a few validation data and model parameters,
which are impractical in many real-world applications, e.g.,
when the model is provided as a cloud service. In this paper,
we address the practical task of blind backdoor defense at
test time, in particular for black-box models. The true label
of every test image needs to be recovered on the fly from the
hard label predictions of a suspicious model. The heuris-
tic trigger search in image space, however, is not scalable
to complex triggers or high image resolution. We circum-
vent such barrier by leveraging generic image generation
models, and propose a framework of Blind Defense with
Masked AutoEncoder (BDMAE). It uses the image struc-
tural similarity and label consistency between the test image
and MAE restorations to detect possible triggers. The de-
tection result is refined by considering the topology of trig-
gers. We obtain a purified test image from restorations for
making prediction. Our approach is blind to the model ar-
chitectures, trigger patterns or image benignity. Extensive
experiments on multiple datasets with different backdoor at-
tacks validate its effectiveness and generalizability. Code is
available at https://github.com/tsun/BDMAE.

1. Introduction

Deep neural networks have been widely used in various
computer vision tasks, like image classification [24], object
detection [15] and image segmentation [30], efc. Despite
the superior performances, their vulnerability to backdoor
attacks has raised increasing concerns [16, 31, 42]. During
training, an adversary can maliciously inject a small portion
of poisoned data. These images contain special triggers that
are associated with specific target labels. At inference, the
backdoored model behaves normally on clean images but
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Figure 1: Illustration of blind backdoor defense at test time.

The prediction model is black-box and may be backdoored.

Test images come in a data stream. The defender sanitizes
every image to obtain the correct label prediction on-the-fly.

makes incorrect predictions on images with triggers.

To defend against backdoor behaviors, existing methods
often require accessing a few validation data and model pa-
rameters. Some works reverse-engineer triggers [44, 17],
and mitigate backdoor by pruning bad neurons or retraining
models [28, 44, 50]. The clean labeled data they require,
however, are often unavailable. A recent work shows that
the backdoor behaviors could be cleansed with unlabeled or
even out-of-distribution data [33]. Instead of modifying the
model, Februus [10] detects triggers with GradCAM [38],
and feeds purified images to the backdoored model.

All these defending methods, although effective, assume
the model is known. Such white-box assumption, however,
may not fit many real-world scenarios. Due to increasing
concerns on data privacy and intellectual property, many
models are provided as black-box where detailed parame-
ters are concealed [1 1, 18, 5], e.g., a cloud service APL. It is
thus crucial to address the problem for black-box models.

In this paper, we tackle the relatively extreme setting and
address the task of Blind Backdoor Defense at Test Time, in
particular for black-box models. Blind means that there is
no information on whether the model and test images are
backdoored or not. Shown in Fig. 1, the prediction model
is black-box and may have been injected a backdoor. Test
images come in a data stream. The true label of every test
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image is unknown; it needs to be recovered on the fly only
from the hard label predictions of the suspicious model,
without accessing additional data or the model’s confidence.
This is a very challenging task that cannot be solved by ex-
isting test-time defending methods. Simply applying test-
time image transformations [14, 36, 35] without model re-
training compromises the model’s accuracy on clean in-
puts [37]. Heuristic trigger search in image space [43] does
not scale to complex triggers or high image resolution.

To address the challenging task, we resort to the strong
reconstruction power of modern image generation models.
Intuitively, powerful generation models can reconstruct the
original clean image when the trigger is masked. By com-
paring model predictions on the original and reconstructed
images, we can locate the trigger if it exists. We propose
a novel method called Blind Defense with Masked AutoEn-
coder (BDMAE). Masked Autoencoders [19] are scalable
self-supervised learners. It randomly masks patches from
the input image and reconstructs the missing parts. Even
using a high masking ratio (e.g., 75%), the semantic content
can still be recovered. In our method, we repeatedly mask
out specific regions of each test image that possibly contain
triggers, and use a generic MAE pretrained on ImageNet [9]
to restore the missing parts. The reconstruction power of
MAE enables us to use high masking ratios without chang-
ing the image semantic content. The dissimilarity in im-
age structure between original images and MAE restora-
tions may also indicate the existence of triggers. Since we
use the generic MAE, it does not require additional training
images for a particular test-time defense task.

To defense against backdoor attack, we seek a trigger-
region score that measures the probability of each image
patch belonging to triggers, and use MAE to restore those
high-score regions. Our method includes three main stages.
First, we randomly mask out the test image, and generate
scores based on the image similarity and label consistency
between the test image and MAE restorations. Then, we
sample masks in consideration of trigger topology, and re-
fine the scores accordingly. Finally, image restorations from
adaptive score thresholds are fused into one purified image
for making prediction. Our approach is blind to the network
architecture, trigger patterns or image benignity. Empirical
results demonstrate that BDMAE effectively sanitizes back-
doored images without compromising clean images. BD-
MAE is generalizable to diverse trigger sizes and patterns.

Our main contributions are summarized as follows:

1. We address the practical task of blind backdoor defense
at test time, in particular for black-box models. Despite
some general techniques for simple attacks, this critical
task has not been formally and systematically studied.

2. We propose to leverage generic image generation models
to assist backdoor defense. It may open a door to design
general backdoor defense methods under limited data by

exploiting abundant public foundation models.

3. A framework of blind defense with Masked Autoen-
coders (BDMAE) is devised to detect possible triggers
and restore images on the fly. Three key stages are deli-
catedly designed to generalize to different defense tasks
without tuning hyper-parameters.

4. We evaluate our method on four benchmarks, Ci-
far10 [23], GTSRB [40], ImageNet [9] and VG-
GFace2 [3]. Regardless of model architectures, image
resolutions or trigger patterns, our method obtains supe-
rior accuracies on both backdoored and clean images.

2. Related Works

Backdoor attacks. BadNets [16] is the earliest work on
backdoor attack. It attaches a checkerboard trigger to im-
ages and associates them with specific target labels. Many
different trigger patterns are used in later works [3 1, 42, 48].
These triggers are visible local patches in the images. Vis-
ible global triggers are used in [0, 2]. To make the attack
stealthy, invisible patterns [26, 54, 52] and attacking strate-
gies based on reflection phenomenon [29], image quantiza-
tion and dithering [47], style transfer [8] and elastic image
warping [32] are proposed. Although these stealthy attacks
are less perceptible to humans, they are vulnerable to noise
perturbations or image transformations. To make it hard for
defenders to reconstruct triggers, sample-specific backdoor
attacks [26, 31] are proposed. This paper focuses on the
visible triggers of local patches. The triggers can be either
shared by samples or sample-specific.

Backdoor defense. Backdoor defense aims to mitigate
backdoor behaviors. The training-stage defenses attempt to
design robust training mechanism via decoupling training
process [22], introducing multiple gradient descent mech-
anism [27] or modifying linearity of trained models [46].
However, intruding the training stage is often infeasible.
Model reconstruction defenses mitigate backdoor behaviors
by pruning bad neurons or retraining models [28, 44, 50] us-
ing clean labeled data. A recent work shows that backdoor
behaviors could be cleansed by distillation on unlabeled
data or even out-of-distribution data [33]. Februus [10] is
a test-time defense method. It detects triggers with Grad-
CAM [38], and feeds purified images to the model.
Recently, black-box backdoor models have drawn in-
creasing attention [11, 18, 51]. In this setting, the detailed
model parameters are concealed due to concerns on data
privacy or intellectual property. Some black-box backdoor
detection methods [5, 11, 18] have been proposed. These
works focus on identifying backdoored models, and usu-
ally reject predictions for such situations. Differently, we
handle the task of blind backdoor defense at test time. The
goal is to obtain true label of every test image on the fly,
with only access to the hard-label predictions of that image.



Test image

MAE (O [m] Prediction
7_, O D ﬂ B model ‘Dog’
|m} o
- @

s \\

L]
— 1
Image

Refinement ®: restoration

R

Trigger score generation

Figure 2: Framework of our method. For every test image,
we generate the trigger-region score and refine it by consid-
ering the topology of triggers. The purified image obtained
from adaptive restorations is used for making prediction.

Test-time image transformations [14, 36, 35] and heuristic
trigger search in image space [43] do not work well.

Masked autoencoder. Masked Autoencoders (MAE) [19]
are scalable self-supervised learners based on Vision Trans-
former [12]. It masks random patches of the input image,
and restore the missing pixels. MAE has been used in many
vision tasks [, 34, 41]. Motivated by the powerful and ro-
bust data generation ability, for the first time we leverage
MAE to detect triggers and restore images. Our work can
be extended to many other generative models [49, 7, 25].

3. Methodology

We first formulate the backdoor attack and defense prob-
lems. Then we detail the proposed method of Blind Defense
with Masked AutoEncoder (BDMAE), including three key
stages. The framework is illustrated in Fig. 2. At a high
level, our main idea is to seek a purified version of every test
image for making prediction. We efficiently detect possible
triggers with the help of MAE and restore missing parts.

3.1. Problem Formulation

Denote the set of clean images as D = {(x,y)}. An
adversary generates a set of backdoored images D =
{(®(x),n(y))|(x,y) € D}, where ®(-) transforms a clean
image into a backdoored image and 7)(-) transforms its
ground truth label into a target label. We consider the popu-
lar formulation of ®(x) = (1—m) @z +m© 0, where m
is a binary mask, 6 is the backdoor trigger and ® denotes
the Hadamard product [11, 21, 53]. The masks and trig-
gers may not be necessarily the same for different images.
While the trigger can span over the entire image, this work
only focuses on triggers formed from local patches. A pre-
diction model f is trained on clean images and backdoored
images until it makes correct predictions on clean images
but makes abnormal predictions on images with triggers. It
is also possible that f is trained on clean images only.

At test time, the suspicious model f is provided as black-

Algorithm 1 Trigger-region Score Generation

Input: Prediction model f, test image x, generic MAE
model G, repeated times N, N;.
Output: Trigger-region scores S°, S
1: Get original hard-label prediction § = f(x)
2: foro=0to N, do
3: fori =0to N; do
4 Uniformly sample random token mask m,, ;
5 Get MAE reconstruction {&,;} and the corre-
sponding masks {172,,; } from G(z, m, ;)
6 Get hard-label prediction g, ; = f (&)
7: end for
8 Fuse restorations into &, = F({Z&,,;}, {10, })
9 Calculate structural similarity I, = SSIM(x, &,)
10: end for
1: 8¢ =>"[1—1I(I,;14,14)]/N,
12 8= 50 [ % (1— [ = Gui])]/(NoN))

box and only its hard label predictions are accessible. The
true label of every test image needs to be recovered on the
fly, without accessing additional data. For every test im-
age x, we seek a purified version ¢(x) such that «(x) does
not contain backdoor triggers and f(¢(x)) gives the correct
label prediction. The test process is blind to the model or
images, meaning that there is no information on whether f
is backdoored and whether @ contains triggers. The goal is
to achieve high classification accuracies on all test images,
and thus low attack success rate on triggered images.

3.2. Trigger-region Score Generation

For clarity, we assume that f is backdoored and the test
image x contains triggers. Our method can directly apply to
clean models or clean images (c.r. Sec.3.5). Let § = f(x)
be its original label prediction. To infer the trigger mask m,
one can repeatedly block a particular part of the image and
observe how model predictions change [43]. However, the
search space is huge for a normal image resolution. Even
worse, when the trigger is complex (e.g., of irregular shape),
the model may still predict the target label when parts of the
trigger remain in the image. These issues make the naive
trigger search method infeasible in practice.

We overcome the above-mentioned issues by leveraging
generic Masked AutoEncoder (MAE) [19]. In MAE, each
token corresponds to a square patch of the image. MAE
can recover the image content even when 75% tokens are
masked out. This brings two benefits: 1) we can safely use a
high masking ratio to remove triggers without changing the
semantic label; 2) since triggers are irrelevant to the con-
tent, they will unlikely present in the MAE restorations. To
locate triggers, there are two complementary approaches:

* Image-base: comparing the structural similarity between
the original image and MAE restorations.



* Label-base: comparing the consistency of label predic-
tions on the original image and MAE restorations.

Now we formulate their procedures. Let H and W be the
height and width of the test image . We define a universal
function Z(z; h, w) that maps a tensor z to the size of h x w
by interpolation. Our goal is to obtain a trigger-region score
S € [0,1]1*%4 that has higher values for trigger regions
and lower values for clean regions. Note that each score
corresponds to a token, i.e., an image patch. This reduces
the search space compared with trigger score of image size.

Before going to the method, we describe how to restore
x given a token mask m and a Masked Autoencoder G.
Shown in Eq. 1, « is first resized to 224 x224. Then we use
G to reconstruct the image, and resize it back to H x W. The
restoration & is generated at the image size, with a purpose
to avoid interpolation errors in the unmasked regions.

I(G(Z(x; 224,224);m); HL W)
=ZI(m;H,W)
zO(l-m)+xoOm

G(z,m) 2 (&,mm)

e))
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Algorithm 1 describes the procedure to generate trigger-
region scores, S and S'. Given the test image x, we first
get its original hard-label prediction § = f(x). Then
we uniformly sample N; random token masks {m,; €
{0,1}14x14} " and get the MAE reconstructions {&,,;},
masks {1, ; } from G (x, m, ;). The hard-label predictions
{Yo,i = f(@o,)} are obtained. We use a default masking
ratio of 75% when sampling {m, ; }. Since tokens are uni-
formly masked, it is possible that partial triggers remain in
{Z,}. To handle this, we fuse N; restorations into &, by:

F({@oi} Amo}) = 3 (@oi ©M0i) @ 3 (1704) ()

K2

where © is element-wise division. The idea is to only use
patches from MAE restorations, and discard those from the
original image. We manipulate the sampling of {m,;} to
guarantee that every image location can be recovered.

To calculate the similarity between &, and x, we use
Structural Similarity Index Measure (SSIM) [45]. Its score
lies between -1 and 1. As triggers are irrelevant to contents
and will unlikely present in &,, SSIM scores in the trigger
region will be low. In contrast, the clean regions will be
well restored, leading to high SSIM scores. We resize the
SSIM score, convert it to negative form, and average over
N, times to get the image-based trigger score S?. For the
label-based trigger score S!, we simply average over token
masks that lead to different label predictions. [P] is 1 if P
is true and O otherwise. The inconsistency usually implies
that triggers have been removed by the masks. S? favors
large and complex triggers, while S! favors small triggers.
Combining both adapts to diverse trigger patterns.

Algorithm 2 Topology-aware Score Refinement

Input: Prediction model f, test image x, generic MAE
model G, repeated times [V, initial trigger-region score
S*, mask m ¢ for tokens to be refined, 3y = 0.05.
Output: Refined trigger-region score S*.
1: Get original hard-label prediction § = f(x)
2: forr =0to IV, do
3: Generate a topology-aware token mask m,.
4 My = My — My
5: Get MAE reconstruction &, from G(x, m,.)
6: Get hard-label prediction ¢, = f(&,.)
7 B=(1—2[3 =3l x Bo
8 S* ¢+ 5%+ 8 x (m, —m,)
9: end for

3.3. Topology-aware Score Refinement

The trigger scores S* and S’ obtained previously have
relatively higher values for trigger regions. However, they
are very noisy since token masks are uniformly sampled
without considering the trigger patterns. Meanwhile, the
contrast between trigger regions and clean regions are not
significant, making it hard to determinate a threshold.

We utilize the topology of triggers to refine scores. The
procedure is summarized in Alg. 2. Note that backdoor trig-
gers are commonly continuous [21]. We can exploit current
trigger scores to generate token masks that cover trigger re-
gions more precisely and reduce the score of clean regions.
Denote S* as either S? or S’. Not all scores need to be re-
fined. We only focus on the top L tokens that likely contain
triggers, with L = sum([S* > 0.2]) or L = sum(S*). We
define a mask m,¢ to indicate the L tokens to be refined.

To generate a topology-aware token mask m,., we se-
quentially select tokens that have higher trigger scores or
are adjacent to already selected tokens. Specifically, we
start with token ¢ with the highest score and initialize 7 =
{to}. Then we repeatedly choose ¢; = arg max;, (S*[tx] +
0.5[tx € Adj(T)]) - ok and add it to T, where Adj(T)
includes all 4-nearest neighbors of tokens in 7 and o ~
U(0,1) is a random variable. It achieves a balance between
random exploration and topology-aware exploitation. This
process continues until |7| = L/2. Given m,. from T, we
get its complementary part m,. = m.t — m,.. Then we ob-
tain the hard-label prediction g,. of MAE restoration based
on m,. If §. # ¢, we increase S* by a constant /3y for
tokens masked by m,., and decrease S* by [, for tokens
masked by m,.; otherwise, we modify S* in an opposite
way. Since ||m,|lo = ||m.|lo = L/2, the average value
of S* keeps unchanged, but the contrast in values between
trigger region and clean region are increased.

3.4. Adaptive Image Restoration

Given the refined scores S* and S!, we simply average
them to get the final score S = (S* + S')/2. Then we can



Table 1: Defense results on Cifar10 and GSTRB using various sizes of color/white triggers.

| 1 x 1-color | 1 x 1-white | 2 x 2-color | 2 x 2-white | 3 x 3-color | 3 x 3-white

‘ACCC ACC, ASR ‘ACCC ACC, ASR ‘ACCC ACC, ASR ‘ACCC ACC, ASR ‘ACCC ACC;, ASR ‘ACCC ACCp, ASR

Before Defense ‘ 93.66 0.05 99.95 ‘ 92.86 2.33 97.53 ‘ 93.23 0.0 100.0 ‘ 93.12 275 97.12 ‘ 93.71 0.00 100.0 ‘ 93.39 048 99.46

S Februus XGradCAM 92.03 85.71 7.80 | 91.09 80.74 13.74|91.32 93.07 0.79 |91.21 92.58 1.22 [92.15 9291 0.99 |91.62 77.08 17.72

sré GradCAM++ 85.14 90.82 241 |84.66 83.62 10.36|85.70 93.06 0.78 | 84.91 92.03 1.45 | 8546 9298 0.87 |75.01 87.09 6.59
C=]

3 Base-¢ 92.55 73.41 20.03|91.38 86.41 6.39 |92.07 9098 1.14 |91.77 8421 836 |92.41 90.13 2.85 |92.05 84.11 8.13

Ours Base-l 92.12 9097 0.51 [90.61 90.36 1.41 |91.57 91.38 0.86 |91.15 90.07 1.49 [92.13 90.99 1.70 | 91.55 90.21 0.84

h Base 92.96 90.71 0.56 |91.78 90.26 1.50 |92.50 91.50 0.47 |92.25 89.97 1.50 [92.94 92.10 0.53 |92.59 90.49 0.78

Large 93.13 90.78 0.60 [ 91.97 90.59 1.36 |92.73 91.75 0.45 |92.45 90.36 1.30 |93.13 92.30 0.48 |92.68 90.87 0.76

Before Defense ‘ 98.72  0.00 100.0 ‘ 97.96 2.33 97.52 ‘ 98.31 0.00 100.0 ‘ 98.55 4.39 9551 ‘ 98.77 0.00 100.0 ‘ 98.37 1.38 98.47

D Februus XGradCAM 85.15 22.87 74.62|84.83 59.05 38.11|74.78 47.39 41.93|56.95 40.32 52.72|74.84 77.04 16.32|69.75 2597 66.23

% i GradCAM++ 80.31 40.77 50.78 | 81.77 90.98 6.23 | 64.83 46.72 4445|6546 79.22 18.42|64.71 89.08 4.33 [68.14 63.18 29.19
0

© Base-¢ 96.99 70.46 23.49]96.26 93.34 4.61 |96.55 96.51 1.68 [96.80 87.63 10.71|97.05 92.75 590 |96.75 7827 16.17

Ours Base-l 97.76 94.00 0.06 | 96.60 95.04 1.06 |97.13 96.84 0.54 |97.25 94.84 248 [97.79 96.51 1.48 |97.31 9224 241

Base 98.55 9238 0.18 | 97.62 9591 0.98 |98.03 97.80 0.06 |98.27 96.49 131 |98.62 9831 0.09 |98.14 91.00 2.85

Large 98.68 94.73 0.18 [ 97.93 96.26 0.88 |98.28 98.00 0.07 |98.49 96.59 1.50 |98.75 98.28 0.19 |98.32 91.81 2.87

set a threshold 7 to convert the score into a binary mask
m =[S > 7], and get the corresponding MAE restoration
for making prediction. In practice, the optimal thresholds
vary to different triggers and test images. It is difficult to
select a threshold based on a single test image. To overcome
this, we propose an adaptive mechanism.

The idea is to fuse restorations from K multiple thresh-
olds, {ry > 7 > --+ > 7k }. These decreasing thresh-
olds lead to a nested structure of resulting masks. We
obtain the corresponding MAE restorations {&., ,m,, =
G(x,[S > 7m])}, and then fuse them into one purified
image «(z) = F({&-}, {m+,}). The default thresholds
used in our work is {0.6,0.55,0.5,0.45,0.4}. We observe
that in datasets of high resolution like ImageNet10, the val-
ues of S tend to be higher, thus 0.4 would be too small.
To adapt to different datasets automatically, we calculate
avg([S > 7xk]) and increase all thresholds by a small fac-
tor until this quantity is not greater than 25%. The rationale
is that trigger regions should not dominate the image. The
model prediction f(:(x)) is used for evaluation.

3.5. Generalization to Clean Images and Models

Until now, we assume that both f and x are backdoored.
In practice, we are dealing with blind defense, meaning that
both models and images can be either backdoored or clean.
Our method can directly apply to any of these situations,
thanks to the dedicated designs. In the trigger score gener-
ation stage, if x is clean, the MAE restorations are similar
to the original image. This implies that the values of S*
will be small. The values of S! will also be small since
the label prediction is unlikely to change. The same results
when f is clean. In the score refinement stage, only the
top L tokens are affected and L is small in the situation
of clean images or models. In the image restoration stage,
the predefined thresholds allow the image content to be pre-
served. The restored parts are either trigger regions or some
content-irrelevant regions. Therefore, the model can still

make correct label prediction on the purified image ().

4. Experiments

Datasets. We evaluate our method on Cifarl0, GTSRB,
ImageNet1l0 and VGGFace2. CifarlO0 is a 10-class
scene classification dataset of image size 32x32 [23].
GTSRB consists of 43-class traffic signs images of size
32x32 [40]. ImageNetl0O is a 10-class subset of
ImageNet [9], resized to 224 x224. For the face recog-
nition dataset VGGFace?2 [3], we use images from 170 ran-
domly selected classes [10], and resize them to 224 x224.

Backdoor attacks settings. We use BadNet [16] with dif-
ferent triggers, Label-Consistent backdoor attack (LC) [42]
and Input-Aware dynamic Backdoor attack (IAB) [31] to
build backdoored models. For each setting, we report re-
sults averaged over 14 random target labels or initializa-
tions. The default network architecture is ResNet18 [20].
We also conduct experiments with VGG16 [39] and a shal-
low convolutional network from [10]. For Cifar10 and
GTSRB, models are trained from scratch. For the rest two
datasets, models are pretrained on ImageNet [9].

Method configurations. Our method is training-free. We
use the publicly available Masked Autoencoders [19] pre-
trained on ImageNet to assist blind defense. The Base
variant has 12 encoder layers, and the Large variant has
24 encoder layers with an increased hidden size dimension.
The same hyper-parameters are used for all experiments.
Besides full method, we present results of two ablative vari-
ants: Ours-i using S only, and Ours-/ using S only.

Baseline methods. Methods based on test-time image
transformations [14, 36, 35] compromise accuracies unac-
ceptably in our setting. We therefore compare with a rep-
resentative white-box method, Februus [10]. It detects pos-
sible triggers with GradCAM [38], and trains GAN models
to restore missing regions. We find that GradCAM does not
generalize to complex networks, thus we replace it with two



Table 2: Defense results on ImageNet using various types of triggers (Twithout adaptive thresholds adjustment).

‘ 1 x 1-color ‘ 2% 2-color ‘ 3 x 3-color ‘ Trigger * é} ’ ‘ Trigger * B’ ‘ Trigger * #™°
| ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACCy ASR | ACC. ACC, ASR | ACC. ACC, ASR
Before Defense ‘ 83.93 62.00 28.84 ‘ 85.60 794 91.37 ‘ 8591 2.14 97.65 ‘ 86.36 0.00 100.0 ‘ 85.86 032 99.68 ‘ 85.89 0.06 99.94
Base 65.07 60.11 14.33|70.80 70.08 5.00 |72.79 71.97 2.13 |72.77 73.89 1.56 |72.67 67.06 1.76 |72.97 72.89 1.56
Ours' Large-¢ 66.07 57.84 19.56|69.74 53.83 33.27 |70.96 57.10 27.90|70.83 66.22 12.79 | 71.33 66.40 11.65|70.87 63.38 16.00
urs Large-{ 80.23 7594 822 |83.13 7851 543 |83.54 8149 2.08 |83.57 84.84 097 |83.46 81.60 0.98 |83.71 8346 1.17
Large 76.57 70.95 10.35|79.07 75.02 5.00 |80.34 77.54 2.02 |80.86 77.83 1.32 |[81.04 72.17 1.78 |81.31 76.60 1.38
Base 7494 69.70 11.90|78.19 78.86 5.08 |79.61 81.48 195 |79.76 81.49 1.71 [79.70 80.43 1.40 |79.44 80.68 1.44
Ours Large-7 77.99 67.06 19.08 | 80.29 48.63 43.75 | 81.04 51.57 39.87|80.39 59.22 28.49 | 81.07 64.16 20.68 | 80.76 55.90 31.43
Large-l 80.26 76.17 8.13 | 83.14 79.33 540 |83.53 8235 2.06 |83.59 84.86 0.97 |83.46 8192 0.98 |83.71 8351 1.14
Large 79.10 74.78 9.10 | 81.07 80.24 5.19 |82.13 83.13 1.79 |82.80 83.52 1.43 |82.56 81.70 1.43 |83.04 82.59 148
Table 3: Defense results on VGGFace?2 using various types of triggers.
‘ Trigger * @ ’ ‘ Trigger * @ ° ‘ Trigger * @ ’ ‘ Trigger * W ° ‘ Trigger * ’
‘ACCC ACCp ASR ‘ACC,,. ACC;, ASR ‘ACCC ACCp ASR ‘ACCC ACC; ASR ‘ACCC ACC;, ASR
Before Defense ‘ 91.74 0.00 100.0 ‘ 91.58 0.02 99.98 ‘ 91.38 0.00 100.0 ‘ 91.54 0.05 99.95 ‘ 91.60 0.00 100.0
Februus XGradCAM 78.89 44.02 52.11|79.65 87.85 4.45 |80.70 89.47 2.08 | 86.52 90.40 1.47 |79.95 71.98 22.57
VGG16 GradCAM++ 72.60 75.80 18.37 8391 84.12 891 |85.10 90.23 1.27 | 75.17 91.57 0.08 | 7547 62.25 32.80
Base 83.61 8530 5.41 [83.79 86.86 1.54 |83.42 87.84 0.27 | 84.07 88.22 0.14 |83.75 76.43 15.84
Ours Large-7 84.86 53.14 41.63|84.50 76.21 15.12|84.91 7420 17.22|84.94 65.96 2594 |84.60 42.60 53.38
’ Large-1 81.86 85.82 5.04 |82.04 87.15 1.14 |81.64 87.74 0.11 | 8221 87.68 0.11 |81.72 79.57 11.97
Large 8549 85.06 5.71 | 8547 87.49 1.31 |85.19 8831 0.22 |85.85 88.82 0.09 |85.57 80.79 10.82
Before Defense ‘ 94.12 0.00 100.0 ‘ 94.03 0.00 100.0 ‘ 93.98 0.00 100.0 ‘ 94.04 0.04 99.96 ‘ 94.17 0.01 99.99
Februus XGradCAM 57.01 93.90 0.04 |57.20 93.88 0.03 |58.24 93.92 0.04 |29.36 93.78 0.13 |28.69 93.82 0.04
ResNet18 GradCAM++ 53.71 93.96 0.04 |54.13 93.87 0.03 | 55.08 93.94 0.03 |27.44 9286 1.17 |26.06 93.87 0.04
Base 87.44 86.57 6.47 |87.64 90.39 1.28 | 87.83 91.17 0.19 | 87.85 91.25 0.07 | 87.86 80.94 13.27
Our Large-¢ 88.98 56.47 39.29|88.64 73.49 20.90 | 88.82 85.17 8.12 | 88.82 70.80 23.08 | 88.95 40.49 56.84
urs Large-1 87.63 88.90 4.22 |87.72 90.37 1.02 |87.77 91.14 0.07 |87.81 91.03 0.09 |87.77 80.70 13.81
Large 90.44 87.99 5.34 |90.44 91.10 1.15 [90.37 91.65 0.23 | 90.46 91.83 0.04 |90.43 78.95 15.67

improved methods, XGradCAM [13] and GradCAM++ [4].
The choice of visualization score threshold in Februus is
critical. We try with {0.6,0.7,0.8} and report the best re-
sult for each attack setting individually. We use the GAN
models released by the authors for image restoration.

Evaluation metrics include the classification accuracy on
clean images (ACC,.) and backdoored images (ACCy), as
well as attack success rate (ASR).

4.1. Main Results

Cifar10 and GTSRB. From Table 1, models have high
ACC,, low ACC;, and high ASR before defense. The base-
line method Februus works on some attack settings such
as Cifarl0 with 2 x 2-color trigger, but fails on many
others, especially on GTSRB. The reason is that images of
Cifarl0 and GTSRB are of size 32x32. The layer for
visualization has a low resolution, making it hard to pre-
cisely locate triggers. The performance is also affected
by the visualization method. Generally, GradCAM++ uses
second-order information, and works better than XGrad-
CAM. The ACC. of Februus is low because the attended
regions on clean images contain contents. Our methods
work consistently well on all attack settings. The ACC,
on purified backdoored images are close to the clean ac-
curacy, indicating that triggers have been successfully de-

tected and removed. ACC, on clean images drops negli-
gibly. Using MAE-Large leads to slightly higher accura-
cies due to better restorations. Comparing the two variants,
Base—i does not perform well on small or white triggers as
it is hard to detect triggers with structural similarity in such
cases. Base—I is complementary on these attacks. The full
method works for all cases. Table 4 shows results with IAB
and LC attacks. IAB uses sample-specific irregular curves
as triggers, while LC uses four distant checkerboards. Our
method still achieves decent accuracies.

ImageNet10. Results are listed in Tab. 2. Since there is no
available GAN model for Februus on ImageNet10, we
do not compare with it. TmageNet10 has a resolution of
224 %224, which brings two challenges. The triggers are
relatively small compared to the image size. Besides, when
reconstructing images with MAE, some details like small
edges may be blurred or lost. The corresponding regions
thus have low SSIM scores and high S? values. This makes
it difficult for image-based score to locate triggers. Label-
based score, on the contrary, works well in such situations.
Nevertheless, the full method can still handle this automat-
ically. As shown in the table, the performances of Large
are very close to Large—[. One key step is the adaptive
thresholds adjustment. ImageNetl10 experiments gen-
erally have higher S values than those in Cifar10 and
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Figure 3: Sampled visualizations of the defense process. (Upper row) Cifarl0 with 2x2-color trigger. (Lower row)
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Figure 4: Visualizations of topology-aware score refinement. (Upper) Cifar10 with IAB. (Lower) GTSRB with LC.

GTSRB, due to the increased resolution. By increasing the
thresholds used for image restoration adaptively, it avoids
destruction to the content regions.

VGGFace2. We use VGG16 and ResNet18 as the network
architecture. Table 3 lists the results. For VGG16, the base-
line method Februus obtains high ACC,, on two triggers and
poor scores on the rest. For ResNetl8, its ACC,, is pretty
good, but ACC, is severely compromised. This verifies
that the visualization is quite sensitive to network architec-
ture and trigger patterns. Our method achieves a good bal-
ance between ACC,. and ACC,,. Similar to TmageNet10,
Large—1 fails. The full method achieves decent accuracies
on both clean and backdoored images.

5. Analysis

Visualizations of defense process. We plot images and
scores in Fig. 3. Restored images from random masks have
the same content as the original images, but are different in
the trigger regions and some details. This is reflected in the
SSIM map. The two trigger scores are slightly higher in the
trigger region, but very noisy. After refinement, high scores
concentrate on the triggers, and scores of content regions
are suppressed. S is then used to generate the purified im-
ages. Compared with the original backdoored images, trig-
gers are removed while the image contents are preserved.
The purified images lead to correct label predictions.

Effects of topology-aware refinement. The topology-
aware refinement is vital to the generalizability of our
method. It exploits initialized scores, and generates

Table 4: Results with IAB and LC attack.

\ IAB \ LC

| ACC. ACC; ASR | ACC. ACC, ASR

Before Defense [93.43 157 98.37|94.51 045 99.55

S Rebuus  XGradCAM  |91.69 2995 68.15[9259 63.74 33.92

P GradCAM++ | 77.85 55.78 35.87|83.29 85.75 1042
4

A Base-i 92.59 8576 521 [93.39 94.11 0.36

our Base-l 92.55 27.37 70.89 | 92.90 71.53 25.55

urs Base 92.98 81.79 10.47 |93.74 94.09 042

Large 93.10 80.00 12.99|93.93 9427 040

Before Defense |98.01 1.25 98.74|95.75 526 94.74

9 Fepugs  XOradCAM | 68.38 7248 24818693 8549 1245

& GradCAM++ | 49.84 84.10 12.19 | 8250 83.66 13.99
o

< Base-i 96.41 8029 16.82]93.04 94.86 1.38

Ours Base-l 97.09 4593 52.73|91.90 73.83 24.78

Base 97.84 7621 21.44 (9393 93.56 2.30

Large 97.97 70.65 27.44 |94.82 93.54 2.40

topology-aware token masks to refine the scores. This is
beneficial especially to complex triggers. In Fig. 4, the
triggers are random curves and four distant checkerboards.
Before refinement, the trigger regions have relatively high
scores in S?. But the contrast between trigger regions and
clean regions are not significant. For each refinement, m,.
is sampled in a topology-aware manner to be continuous
patches. S is updated to have increased values for tokens
masked by m, and reduced values for the rest. After 10
refinements, S* well reflects the trigger regions. It is worth
mentioning that the refinement focuses on the triggers re-
lated to backdoor behaviors. Even though the blue line re-
mains in the purified ‘dog’ image, the red line has been re-
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Figure 6: Visualizations on backdoored / clean images.

moved, thus it makes correct label prediction.

In Fig. 5c, we find that N, = 10 is good enough for dif-
ferent triggers. One purpose of refinement is to increase
contrast between scores of trigger regions and clean re-
gions, so that the optimal threshold is easier to choose. In
Fig. 5d, we randomly select three defense tasks for each
dataset. Instead of fusing restorations from multiple thresh-
olds, we choose a fixed threshold ranging from 0.1 to 0.9,
and plot the accuracy curves. In each subplot, red/blue lines
denote backdoored/clean images, dashed/solid lines denote
before/after refinement. We can see that before refinement,
the optimal thresholds have narrow ranges and vary across
tasks. After refinement, they become wider. It is thus easy
to set unified thresholds for different tasks.

Generalization on network architecture. Our method is
for black-box defense, thus is generalizable on network ar-
chitectures. In Tab. 5, we show results on Cifarl0 with
three different networks. The trigger is a 3 x3 checkerboard.
The baseline method Februus performs well on the shallow
convolutional neural network originally used by the authors,
but is less effective on ResNet18 and VGG16. In contrast,
ours achieves high accuracies for all situations.

Performance on clean images and models. We highlight
that our method is blind to the benignity of images or mod-
els. For backdoored models on clean images, the ACC,

Table 5: Cifarl0 with different network architectures.

| ResNet18 VGG16
| ACC. ACCj, ASR |ACC. ACC;, ASR |ACC. ACC;, ASR
[92.76 0.06 99.93]91.32 0.0 100.0|89.77 0.00 100.0

| 6 Conv + 2 Dense |

Before Defense

Februus XGradCAM [88.00 88.44 6.10 |91.26 91.18 1.52 |76.17 77.46 15.08
GradCAM++ |91.05 83.91 10.98|86.17 90.00 2.72 |87.28 45.68 50.01

Ours Base 91.48 90.29 2.99 [89.91 90.02 1.33 |88.51 87.80 2.47
Large 91.69 91.14 2.13 [90.34 90.23 1.16 |88.81 88.27 2.19

Table 6: Defense results on clean models.

| Cifar-10 | GTSRB
|ACC. ACCp| ACC. ACCp|ACC. ACCy|ACC. ACCy
Before Defense |93.84 93.70 | 98.67 98.65|86.06 85.59]94.71 94.68

93.12 93.09|98.50 98.49|79.44 78.94|89.28 89.12
93.31 93.25|98.64 98.61|83.07 82.29|90.99 91.12

‘ ImageNet ‘VGGFaceZ

Base

Ours Large

in previous results have validated the effectiveness. Fig-
ure 6 shows different properties of S between backdoored
and clean images. .S of clean images has small values, thus
the image restoration step will not change the content. For
clean models, Tab. 6 shows that the accuracies on clean im-
ages and images with triggers are minimally affected.

Sensitivity on hyper-parameters. Our method mainly in-
volves two critical hyper-parameters, the repeated times NV,
and the refinement times N,.. Throughout the experiments,
we use N, = 5 and N, = 10. Figures 5a,5b plot the effects
of N, in Base—i and Base-I, respectively. For the image-
based score S?, the SSIM map is similar for different MAE
restorations. Thus averaging over 2 repeated results is good
enough. For the label-based score S!, averaging over many
repeated results reduces the variance. N, = 5 generally
performs well for both scores.

6. Conclusion

In this paper, we study the novel yet practical task of
blind backdoor defense at test time, in particular for black-
box models. We use generic image generation models (i.e.,
MAE) to detect triggers and restore the clean images. Our
method focuses on the most popular local-patch triggers,
but also generalizes well to medium-sized triggers like color
curves (Fig. 4). Extension to global triggers is left as an
interesting future work.



A. Remarks on SSIM

Structural Similarity Index Measure (SSIM) [45] is used
to measure the similarity between two images. Different
from Mean-Squared-Error that measures pixel-wise absolu-
tion errors, SSIM considers the inter-dependencies among
neighboring pixels. The SSIM index is calculated on two
windows, z and y, from a pair of images. Its definition is

(2papty + 1) (204 + c2)
(U3 + g + c1)(0F + 05 + c2)

SSIM(z, y) = (A3)

where p1, and p,, are mean values, o, and o, are variances,
and o, is covariance. ¢; and ¢y are constants. SSIM(z, y)
lies between -1 and 1. 1 indicates perfect similarity, O indi-
cates no similarity, and -1 indicates perfect anti-correlation.
In our experiments, we observe that the minimum SSIM
values are about -0.6~-0.2 depending on datasets, and the
maximum values are close to 1.0.

The window size influences the SSIM values. Gener-
ally, a larger window averages over more pixels, thus the
SSIM value is less extreme (i.e., close to 0). We use the
commonly used 11x11 Gaussian window, whose effective
window size is about 5x5. On Cifarl0 and GTSRB of
image size 32x32, due to their low resolution, a 11x11
window usually covers content regions. The original im-
age and MAE restorations are similar, thus it is unlikely
that the SSIM values will be extremely negatively. On
ImageNet10 and VGGFace2 of image size 224x224,
differently, the window may include some background re-
gions or image details. The difference between the original
image and MAE restoration can be significantly large, lead-
ing to significantly negative SSIM values. Since our image-
based trigger score is defined as S* = 1—SSIM, S? tends to
be larger for ImageNet10 and VGGFace2. This is why
the adaptive thresholds adjustment is necessary to achieve
good performance on the two datasets.

B. Topology-aware Token Mask Generation

In the score refinement, we generate topology-aware to-
ken masks. We repeatedly choose t; = arg max, (S*[tr] +
ulty € Adj(T)]) - ok with u = 0.5, where Adj(T) includes
all 4-nearest neighbors of tokens in 7 and oy, ~ U(0,1)
is a random variable. Here u is the additional probabil-
ity assigned to the neighboring tokens. When v = 0, the
sampling procedure only select tokens with highest trigger-
region scores. To see the effect of u, Fig. A.1 plots the re-
sults on four defense tasks with increasing u. For the chal-
lenging IAB attacks, the performances drops when not us-
ing topology-aware sampling (i.e., v = 0). u = 0.5 obtains
relatively good performances on the four tasks. Note that
due to the existence of random variable oy, using u = 1.0
still leads to some randomness in the token selection.

Cifarl0
90 -o-IAB
9 --LC
~ 80
Q
9
<70 GTSRB
—<IAB
601 LC
0.00 0.25 0.50 0.75 1.00

u

Figure A.1: Effects of the sampling parameter in topology-
aware token mask generation.

C. Varying Trigger Size

The trigger size affects the difficulty to detect these trig-
gers. In the BadNet work [16], the authors use 3x3-
checkerboard as triggers. In Tab. A.1, we present defense
results on Cifarl0 using various sizes of checkerboard
triggers. The baseline method Februus [10] achieves rela-
tively high accuracies on backdoored images at the cost of
low accuracies on clean images. Our method maintains high
accuracies on clean images. Our Base—1i is not working
well on 1x1 trigger because it is hard to detect such a small
trigger using image similarity. Base-1, on the contrary,
works well on this small trigger using label consistency. As
trigger size becomes larger, the performance of Base-1
drops because the trigger can not be removed completely
through random masking. The full method Base com-
bines the merits of both image similarity and label consis-
tency, and works for all cases. The Large variant achieves
slightly higher accuracies due to better image restoration.

D. Defense with Test-Time Transformation

To defense against backdoor attack, test-time transfor-
mations have been used in some previous works [14, 36,

]. Since they are training free and can be applied to
our task, we briefly summarize these methods and remark
on their limitation in our blind backdoor defense setting.
Supression [36] creates multiple fuzzed copies of back-
doored images, and uses majority voting among fuzzed
copies to recover label prediction. The fuzzed copies are ob-
tained by adding random uniform noise or Gaussian noise
to the original image. However, the intensity of noise is
critical. Weak noise would not remove the backdoor be-
haviour, while strong noise may destroy the semantic con-
tent. DeepSeep [35] mitigate backdoor attacks using data
augmentation. It first fine-tunes the infected model via
clean samples with an image transformation policy, and
then preprocesses inference samples with another image
transformation policy. The image transformation functions
include affine transformations, median filters, optical dis-
tortion, gamma compression, efc. The fine-tuning stage re-
quires additional cleans samples, which are unavailable in
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Figure A.2: Defense results of applying test-time image transformations on Cifar10 with 2x2-color trigger.

Table A.1: Defense results on Cifar10 using various sizes of checkerboard triggers.

| Ix1 | 3x3 | 5x5 | 7x7
| ACC. ACC, ASR | ACC, ACC, ASR | ACC, ACC, ASR | ACC. ACC, ASR
Before Defense ‘ 93.27 199 97.86 ‘ 92.76 0.06 99.93 ‘ 93.42 0.00 100.0 ‘ 93.33 0.00 100.0
Februus XGradCAM 91.52 80.73 13.71|91.05 8391 1098 |91.74 89.92 395 |91.64 70.23 1548
N GradCAM++ 74.09 85.71 7.13 | 81.29 91.61 2.67 |75.04 92.65 0.92 |75.14 7259 11.74
Base-¢ 91.86 78.67 15.00|91.21 88.86 3.97 |92.24 91.85 0.40 |[92.19 88.68 0.57
Ours Base-1 91.25 9044 1.35 |90.14 7548 19.73|91.84 80.28 13.15[91.79 35.18 60.11
u Base 92.19 90.62 1.23 |91.48 90.29 2.99 [92.70 91.99 0.49 |92.65 89.04 0.85
Large 92.41 90.88 1.15 |91.69 91.14 2.13 |92.81 92.26 0.49 [92.75 90.22 0.70

our setting. STRIP [14] superposes a test image with mul-
tiple other samples, and observes the entropy of predicted
labels of these replicas. It aims to detect backdoored inputs,
but could not locate the triggers nor recover the true label.
In Fig. A.2, we try different test-time image transforma-
tions on Cifarl0 with 2x2-color trigger. For each trans-
formation, we calculate the ACC,. on clean images, ACC;,
and ASR on backdoored images. As can be seen, some
weak transformations, like Gaussian Noise (w), Gaussian
Blur (w), Random Contrast/Gamma, Horizontal Flip and
Down Scale, can not reduce ASR. While the rest strong
transformations reduces ASR, they also compromise ac-
curacies on clean images unacceptably. To maintain per-
formance on clean images, the model needs to adapt to
these image transformations, e.g., through fine-tuning like
DeepSeep does. Such requirement is infeasible in the blind
backdoor defense, especially for black-box models.

E. Februus Results

Februus [10] uses GradCAM visualization to locate
backdoor triggers. It relies on a threshold parameter to de-

termine the backdoor removal regions. In the original pa-
per, the authors use a held-out test set to determine this pa-
rameter for each dataset. Since we do not have such held-
out test set in our blind backdoor defense task, we try with
{0.6,0.7,0.8}, and report results with the parameter leading
to best (ACC.+ACCy)/2 in the paper. The best parameter is
selected for each attack setting individually. We present the
full results in Tab. A.2 and Tab. A.3. Februus is quite sensi-
tive to this parameter. Generally, using a smaller parameter
improves ACCy, but reduces ACC,, in Februus. The best pa-
rameter varies across different defense tasks. Our method
achieves a good balance between accuracies on clean im-
ages and backdoored images.

F. Additional Visualization of Defense Process

We present additional visualization of the defense pro-
cess in Fig. A.3. The top six rows come from IAB [31]
attack. IAB uses sample-specific triggers, i.e., test images
contain different triggers for one backdoored model. On
CifarlO, the triggers are irregular curves. On GTSRB, the
triggers are color patches. Due to the complexity of triggers,



Table A.2: Defense results on Cifarl0 and GSTRB using various sizes of color/white triggers.

| 1 x 1-color | 1 x 1-white | 2 x 2-color | 2 x 2-white | 3 x 3-color | 3 x 3-white

| ACC. ACC, ASR | ACC. ACC, ASR |ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR
Before Defense [93.66 0.05 99.95]92.86 2.33 97.53|93.23 0.0 100.0|93.12 275 97.12]93.71 0.00 100.0|93.39 048 99.46

XGradCAM (0.6) |92.03 85.71 7.80 |91.09 80.74 13.74 91.32 93.07 0.79 | 91.21 92.58 1.22 |92.15 9291 0.99 [91.62 77.08 17.72
XGradCAM (0.7) |92.79 78.45 16.15|91.89 56.07 40.41 |92.23 87.34 7.00 |92.12 85.02 9.53 |92.85 92.14 1.73 | 9245 61.18 3491
XGradCAM (0.8) [93.25 62.94 3298|9236 18.44 80.39|92.78 50.51 46.58|92.66 50.93 46.07|93.25 81.54 13.33|92.94 32.10 65.76
GradCAM++ (0.6) | 74.73 91.21 094 | 74.45 89.60 3.30 |76.19 9291 0.80 |74.82 91.26 1.66 |75.04 92.73 0.80 | 75.01 87.09 6.59
GradCAM++ (0.7) | 85.14 90.82 2.41 |84.66 83.62 10.36 [ 85.70 93.06 0.78 | 8491 92.03 145 | 8546 9298 0.87 [85.28 75.73 19.04
GradCAM++ (0.8) | 90.81 66.05 29.46 | 89.97 51.40 45.08 | 90.71 77.53 17.48|90.31 82.33 12.21|90.78 92.37 1.48 |90.54 49.93 46.65

Februus

Cifarl0

Base 9296 90.71 0.56 |91.78 90.26 1.50 |92.50 91.50 0.47 9225 89.97 1.50 |92.94 92.10 0.53 |92.59 90.49 0.78

Ours Large 93.13 90.78 0.60 | 91.97 90.59 1.36 |92.73 91.75 0.45 |92.45 90.36 1.30 |93.13 92.30 0.48 |92.68 90.87 0.76

Before Defense [98.72 0.00 100.0|97.96 2.33 9752|9831 0.00 100.0|98.55 4.39 9551]98.77 0.00 100.0|9837 138 98.47

XGradCAM (0.6) | 73.00 29.06 64.10 | 74.72 68.15 25.15 | 58.57 58.57 15.24|56.95 40.32 52.72|59.26 83.21 429 [69.75 2597 66.23
XGradCAM (0.7) | 85.15 22.87 74.62|84.83 59.05 38.11|74.78 47.39 41.93|74.41 17.57 81.24|74.84 77.04 16328239 791 90.81
XGradCAM (0.8) 9320 14.49 84.8392.16 45.30 53.25|88.27 30.00 67.75|88.00 2.90 97.04|88.30 51.07 46.45|91.76 2.86 96.84
GradCAM++ (0.6) | 65.18 45.28 33.51|46.10 9427 0.24 |47.00 59.81 17.24|45.03 91.52 1.62 [47.99 86.19 0.87 |49.80 73.53 6.08
GradCAM++ (0.7) | 80.31 40.77 50.78 | 64.27 94.77 1.61 |64.83 46.72 4445|6546 79.22 18.42|64.71 89.08 433 |68.14 63.18 29.19
GradCAM++ (0.8) |91.27 28.39 69.28 | 81.77 90.98 6.23 |82.98 17.50 81.38|83.56 22.38 77.29 | 82.56 70.22 26.68 | 84.59 30.90 67.43

Februus

GTSRB

Ours

Base 98.55 9238 0.18 | 97.62 9591 0.98 |98.03 97.80 0.06 |98.27 96.49 1.31 |98.62 9831 0.09 |98.14 91.00 2.85
Large 97.93 96.26 0.88 98.49 96.59 1.50 |98.75 9828 0.19 |98.32 91.81 2.87

Table A.3: Defense results on VGGFace?2 using various types of triggers.

‘ Trigger * @ ’ ‘ Trigger © @ ° ‘ Trigger * @ ? ‘ Trigger © W ° ‘ Trigger * B ’
| ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR | ACC. ACC, ASR
Before Defense [91.74 0.00 100.0]|91.58 0.02 99.98|91.38 0.00 100.0|91.54 0.05 99.95|91.60 0.00 100.0

XGradCAM (0.6) 78.89 44.02 52.11|79.65 87.85 4.45 |80.70 89.47 2.08 |79.98 91.58 0.09 |79.95 71.98 22.57
XGradCAM (0.7) 8599 8.74 91.10 | 86.21 52.81 42.64|86.81 47.79 47.86|86.52 90.40 1.47 |86.20 47.17 48.57
XGradCAM (0.8) 89.69 0.04 99.96 |89.79 16.90 82.31|90.04 30.57 67.47|89.89 10.83 88.71 | 89.79 34.75 63.33
GradCAM++ (0.6) 72.60 75.80 18.37|73.84 91.57 0.07 |76.19 91.40 0.07 | 75.17 91.57 0.08 |75.47 62.25 32.80
GradCAM++ (0.7) 83.27 42.74 53.89 [ 83.91 84.12 891 |85.10 90.23 1.27 | 84.77 78.41 1541 |84.52 4398 52.71
GradCAM++ (0.8) 88.94 8.60 91.26|89.32 2431 74.58|89.38 48.14 48.10|89.38 826 91.42|89.30 10.62 89.10

Base 83.61 8530 5.41 [83.79 86.86 1.54 |83.42 87.84 0.27 | 84.07 88.22 0.14 |83.75 76.43 15.84
Large 85.49 85.06 5.71 8547 87.49 1.31 |85.19 8831 0.22 | 8585 88.82 0.09 |85.57 80.79 10.82

Before Defense [94.12 0.00 100.0|94.03 0.00 100.0|93.98 0.00 100.0|94.04 0.04 99.96|94.17 0.01 99.99

XGradCAM (0.6) 15.00 90.39 0.09 | 15.40 91.52 0.05 | 14.05 93.15 0.04 | 1476 92.78 0.07 | 13.63 92.22 0.05
XGradCAM (0.7) 29.10 93.15 0.03 [29.75 93.54 0.02 |29.62 93.60 0.03 |29.36 93.78 0.13 |28.69 93.82 0.04
XGradCAM (0.8) 57.01 93.90 0.04 |57.20 93.88 0.03 |58.24 9392 0.04 |56.92 1.08 98.87|56.68 61.78 35.28
GradCAM++ (0.6) 14.10 91.01 0.08 | 14.23 91.81 0.05 |12.92 93.23 0.04 | 13.77 92.92 0.07 | 13.09 92.60 0.05
GradCAM++ (0.7) 26.77 93.34 0.04 |27.66 9348 0.02 |27.18 93.76 0.03 |27.44 92.86 1.17 |26.06 93.87 0.04
GradCAM++ (0.8) 5371 93.96 0.04 |54.13 93.87 0.03 |55.08 93.94 0.03 | 53.76 0.78 99.18|53.62 45.54 52.60

Base 87.44 86.57 6.47 |87.64 90.39 128 |87.83 91.17 0.19 | 87.85 91.25 0.07 |87.86 80.94 13.27
Large 90.44 87.99 534 |90.44 91.10 1.15 |90.37 91.65 0.23 | 90.46 91.83 0.04 |90.43 78.95 15.67

VGG16  Februus

Ours

ResNetl8  Februus

Ours
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Figure A.3: Sampled visualizations of the defense process. All the scores are clipped to a range of [0,1], with yellow for high
value. The top six rows are from IAB attack, and the rest are from BadNet attack.
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