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ABSTRACT

Home-based health monitoring systems are important to many con-
ditions (e.g., aging, chronic diseases). The absence of suitable data
collection infrastructure is a fundamental barrier to the develop-
ment of related algorithms and systems. In this poster, we present
Proteus, a robust, extensible and scalable data collection infrastruc-
ture, to enable small research teams to manage large deployments.
We identify the desired features and achieve them by combining
mature technologies and new components:i) extensibility with new,
diverse sensor types and data formats with a few lines of coding
(LOC) efforts; ii) scalability in managing sensor/edge devices to
automate many deployment, management tasks; iii) resilience to
system failures and network outage. Experiments on a prototype
show zero data loss or system error for one sensor node running
10 days, and 99.95% of data received for 32 emulated sensors send-
ing data at 200 Mbps, 20 and 100 fold reductions in node setup
efforts and LOC for new sensor types. The preliminary results show
Proteus is promising for large-scale longitudinal deployment of
home-based health monitoring.
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1 INTRODUCTION

For many health conditions (e.g., aging, chronic diseases), continu-
ous, multi-modality sensing data collection and analysis at home is
critical. The lack of suitable data collection infrastructure is a fun-
damental barrier to home-based health monitoring at scale. There
are lots of efforts for a small research team to manage a dozen real
home deployments. Moreover, heterogeneous sensing hardware and
modalities, constant faults in sensor nodes, and the need of main-
taining and updating system and models at scale present challenges
to a continuous, multi-modal home-based data collection system.
In this poster, we introduce Proteus!, a robust, extensible and
scalable infrastructure which facilitates in-home, longitudinal data
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Figure 1: Proteus Design Overview

collection. We identify, combine mature technology pieces, engi-
neering practices, and new design components, including : i) a
data-agnostic pipeline using pub sub; ii) A continuous integration
and deployment (CI/CD) pipeline, status monitor and version con-
trol at edge nodes/servers, with automated networking setup and
node registration upon bootstrapping, dockerized in a portable
package; iii) complementary edge and cloud storage backup and
watchdog mechanisms for network and sensor node failures. Prelim-
inary experiences show that we can achieve twenty-fold reduction
in manual configuration efforts of 8 edge nodes from 80 minutes
to 4 minutes. The stress test at a limited scale show that Proteus
works reliably with 32 edge nodes, sending data at an aggregate
rate of 200 Mbps, with negligible data loss, sufficient for most home
health monitoring applications. Additionally, we observe zero data
loss or system error for one edge node running for 10-days contin-
uously. These preliminary results show that Proteus is promising
for longitudinal data collection.

2 SYSTEM DESIGN

Figure 1 shows the complete infrastructure with data path and
control path. We assume there exists home WiFi and Internet ac-
cess, and most of the data are time series and events that can be
stored in relational and time series databases. On edge, edge sensor
nodes collect data directly from the sensors and push data to an
edge MQTT broker located on the edge server. The edge server
further pushes the data to a secure cloud. On the edge server, edge
analytics and models can be deployed to process sensitive data that
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cannot leave the home. Once data reach a secure pub/sub MQTT
broker in a DMZ (cloud frontend facing external, untrusted net-
works), two microservice handlers push time series and relational
data to respective databases. The control path provides updating
and monitoring services on edge remotely.

Data-agnostic Pipeline To support multiple types of data con-
currently with minimal code changes in the pipeline, we leverage
MQTT pub/sub transport on edge and cloud to make the pipeline
independent of data types. We design a per-packet message format
and data handlers which describe and read the data format of new
types to write the data appropriately to the database.

Scalable Deployment We automate cloud and edge deployment
procedures leveraging AWS Greengrass. On edge. Deploying code
to dozens of sensors takes a few minutes. To set up a sensor device,
it needs to have the appropriate OS image, register a unique ID with
AWS Greengrass, and store the unit’s identification in database for
record. We minimize manual labor by batch copying the OS images
and creating a self-registration routine on first boot. On cloud, we
design modular code that supports scalable microservices.

Resilience Our system has multiple embedded devices and multi-
hop network transport, and each may fail. For resilient operation,
we need to monitor the system health with minimal manual labor.
To achieve this, we build in i) watchdogs on edge to detect abnor-
mal conditions, such as sensor disconnection, network interruption,
edge server going offline, etc., to allow quick recovery when errors
occur. ii) a database at the edge server to store data locally in case
publishing to the cloud fails. iii) automatic monitoring systems ag-
gregating enterprise software (e.g. Dashboards included with AWS
Greengrass, MQTT Broker, and InfluxDB), developer logs, and LED
chips that use different lighting patterns to indicate the status of
sensor devices to users.

3 EVALUATION

We implement our infrastructure’s cloud components on a HIPPA-
compliant cloud using virtual machines running Red Hat Enterprise
Linux 8.4.1. As for the edge, we use Raspberry Pi 3Bs plus, Ultra-
Wide Band (UWB) sensor for sensor nodes and gaming laptops (Intel
Core i7, RAM 16GB) as edge servers. Further, we deploy InfluxDB
and MySQL to store time series data and relational data.

Scalable deployment Through automated self-registration and
batch OS flash image copying, we reduce the setup time of 8 edge
nodes from 80 minutes (10 minutes per unit to register on AWS
Greengrass) to 4 minutes. To push data from edge sensor to cloud,
the developer has to parse the data from the sensor and pass it to
our API (~4-5 LOC). Whereas without Proteus, the developer will
have to deploy edge server broker, handler to pass data to cloud
(~50-80 LOC), cloud broker, database handler (~100-200 LOC), and
redundancies to ensure data reliability across each hop (~200-300
LOC). Proteus achieves 100-fold reduction in LOC.

Dataloss and Latency We run multiple edge nodes concurrently
for an extended period of time to test for data loss and latency at
each hop of the infrastructure. Each edge node sends 1 MQTT mes-
sage per second, including 80 UWB base-band data frames, where
the message data size is 0.78MB. The data flow and 4 hops of the
infrastructure are shown in Figure 2. In addition, we run multi-
ple threads on the gaming laptop to simulate multiple edge node
connections to stress test the system for data loss and latency.
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Figure 3: Average Latency Hop by Hop. With 32 sensor node connections
sending data at 200Mbps, the end-to-end latency is 3.53 seconds, sufficient for
home sensing

We summarize the test results of data loss in Table 1, including
the ratio of data stored in the edge storage as a percentage of all
data (EDB). Experiments show that Proteus can support data col-
lection with 32 edge nodes sending data at 200 Mbps overall, with
negligible data loss (0.05%). With further auto-scaling in cloud, it
is promising to support more home deployments. EDB in Table 1
demonstrates the fraction of data backup up to 11% in the event of
network failures, proving that backup storage is necessary. Figure
3 shows the average hop-by-hop latency estimated in the experi-
ments with real edge nodes as well as simulated. In the 3-day run
test with 7 edge nodes, the average latency from edge node to each
hop of the infrastructure is 0.79, 0.86, 0.87, 2.39 seconds respectively.

Related Work Similar works have been done on data collection
infrastructure but differ from our goals. VitalCore [1] has developed
an analytics and support dashboard that can be integrated with
Proteus; it eliminates the tall pipeline of reading HL7 format health
data. Multi-modal sensor infrastructure [2] has shown various sets
of data being sent to the cloud but did not handle edge computation,
updating, monitoring units on the field, or scalability.

4 CONCLUSION

In this poster, we introduced Proteus, a data-agnostic scalable infras-
tructure for a research team to collect data and run edge analysis
at scale. Our infrastructure supports time-series data and events. It
leverages mature cloud practices for automatic scaling, deployment,
and update using remote edge control for sensors and edge server.
Resiliency mechanisms (retry attempts, local edge database storage,
watchdogs) are incorporated to ensure minimal data loss. Our pre-
liminary results demonstrate negligible data loss for 200 Mbps data
rate from 32 edge nodes, 20X and 100X reduction in setup time and
LOC for adding new data types.
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