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ABSTRACT

Continuous-time dynamic graph modeling is a crucial task for
many real-world applications, such as financial risk management
and fraud detection. Though existing dynamic graph modeling
methods have achieved satisfactory results, they still suffer from
three key limitations, hindering their scalability and further appli-
cability. i) Indiscriminate updating. For incoming edges, exist-
ing methods would indiscriminately deal with them, which may
lead to more time consumption and unexpected noisy information.
ii) Ineffective node-wise long-term modeling. They heavily
rely on recurrent neural networks (RNNs) as a backbone, which
has been demonstrated to be incapable of fully capturing node-
wise long-term dependencies in event sequences. iii) Neglect of
re-occurrence patterns. Dynamic graphs involve the repeated
occurrence of neighbors that indicates their importance, which is
disappointedly neglected by existing methods.

In this paper, we present ILORE, a novel dynamic graph mod-
eling method with instant node-wise Long-term modeling and
Re-occurrence preservation. To overcome the indiscriminate up-
dating issue, we introduce the Adaptive Short-term Updater module
that will automatically discard the useless or noisy edges, ensuring
1ILORE’s effectiveness and instant ability. We further propose the
Long-term Updater to realize more effective node-wise long-term
modeling, where we innovatively propose the Identity Attention
mechanism to empower a Transformer-based updater, bypassing
the limited effectiveness of typical RNN-dominated designs. Finally,
the crucial re-occurrence patterns are also encoded into a graph
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module for informative representation learning, which will further
improve the expressiveness of our method. Our experimental re-
sults on real-world datasets demonstrate the effectiveness of our
1ILORE for dynamic graph modeling.
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1 INTRODUCTION

In real-world scenarios, graphs are often constantly evolving over
time, where objects (nodes) and their interactions (edges) can emerge
and change along a temporal sequence. Such graphs are known as
continuous-time dynamic graphs! [34]. Graph Neural Networks
(GNN5s) for modeling static graphs [14, 18, 26] fail to encode the
temporal dependencies, leading to inferior performance when ap-
plied to dynamic graphs. Fortunately, Temporal Graph Networks
(TGNs) [11, 19, 23, 33, 36] proposed in recent years effectively learn
the temporal representation of dynamic graphs. TGNs focus on de-
veloping effective aggregation methods for incorporating historical
neighbors, such as self-attention [33] and summation [23]. Most
TGNss utilize a memory module to record nodes’ historical behavior,
enabling them to make predictions about future events. Despite
their effectiveness, existing TGNs still have some key limitations:
Indiscriminate updating. TGNs indiscriminately update the
memory of every node by encoding the information from each

!For simplicity, we use “dynamic graph” in the following text.
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Figure 1: An example of purchase event sequences with time
order (left) and the corresponding dynamic graph (right).

incoming edge [19, 33]. Indiscriminate updating would increase
the redundant computational time consumption for the models and
also diminish the models’ ability to provide results instantly. It sig-
nificantly limits their deployment in concrete industrial application
tasks, especially in those that take instant ability into consideration
such as financial risk management or fraud detection [24, 29]. An-
other issue is that indiscriminate updating may introduce useless
or noisy edges [4], which will further pollute and adversely affect
the quality of representation generation.

Ineffective node-wise long-term modeling. Unlike the adja-
cency matrix of static graphs, dynamic graphs are represented as
event sequences with time order, as shown in Figure 1. There can be
a large number of events occurring around certain nodes, resulting
in abundant historical neighbors. These nodes are so-called “big
nodes” [4], e.g. Lucy and Jack in Figure 1, and the frequency of
updates increases with the number of edges connected to them. Ex-
isting methods heavily rely on Recurrent Neural Networks (RNNs)
[5, 20], and fail to fully capture the node-wise long-term dependen-
cies, particularly in the case of big nodes. Hence, more effective
modeling of node-wise long-term dependencies is necessary.

Neglect of re-occurrence patterns. In dynamic graphs, events
around two nodes can occur at different time. As shown in Figure 1,
this phenomenon is referred to as “re-occurrence”, where multiple
edges can exist between two nodes. Intuitively, the frequency of
re-occurrence can serve as an indication of the importance. For
instance, in the purchase dynamic graph, re-occurrence reflexes the
interests of consumers. As depicted in Figure 1, Jack, who previously
purchased snacks multiple times, is more likely to make another
snack purchase in the future. However, TGNs have not leveraged
the valuable patterns, limiting their overall effectiveness.

To address the aforementioned limitations, in this paper, we
propose a novel dynamic graph modeling method named 1LoRE
(Dynamic Graph Representation with instant Node-wise Long-term
Modeling and Re-occurrence Preservation). ILoRE consists of three
main components: i) Adaptive Short-term Updater. To estimate the
effect of indiscriminate updating, a state module is proposed to
adaptively determine the utility of incoming edge for short-term
modeling, allowing us to either incorporate or discard it accordingly.
ii) Long-term Updater. To achieve node-wise long-term modeling,
we employ a Transformer-based updater instead of typical RNN-
based designs. However, the distribution of a certain node in event
sequences is scattered. Applying full attention in such a case will
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increase the learning difficulty and hampers our ability to capture
node-wise long-term dependencies effectively. Therefore, we pro-
pose Identity Attention, which can re-sort, pad, chunk, and apply
time-aware attention within a chunk in event sequences. For more
time-sensitive cases, we employ Gaussian Range Encoding [12] and
time encoding [33] to preserve the temporal information. iii) Re-
occurrence Graph Module. To encode the re-occurrence patterns in
dynamic graphs, we fetch the re-occurrence number of historical
neighbors to indicate their importance to the central node. Specifi-
cally, we apply a graph module that leverages crucial re-occurrence
features to generate the informative temporal representation for
downstream tasks.
In summary, our main contributions are:

e We propose a novel dynamic graph modeling method 1LoRE
in this paper. Different from existing TGNs, 1ILoRE focuses on
instant node-wise long-term modeling and re-occurrence preser-
vation.

® We introduce a state module to determine the utility of incoming
edges and enable us to selectively discard useless or noisy ones,
which ensures instant ability and the effectiveness of our method.

e We propose Identity Attention, which empowers our Transformer-
based updater for node-wise long-term modeling in event se-
quences.

® We incorporate the valuable re-occurrence features with graph
module to generate more informative temporal representation.

e We conduct extensive experiments on dynamic graphs, demon-
strating that 1ILORE has robust performance in various tasks.

2 RELATED WORK
2.1 Dynamic Graph Modeling

As research on dynamic graphs has become increasingly in-depth,
dynamic graph modeling has seen rapid development in recent
years [30, 31, 35, 36]. These methods can be roughly divided into
two categories: sequential models and graph models.

Early works [7, 11, 23] belong to sequential models, which re-
gard dynamic graphs as event sequences, limiting each node to
receiving information from at most one-hop historical neighbors.
To address this problem, the authors [33] present the first graph
model that proposes a temporal attention layer to capture infor-
mation from multi-hop historical neighbors, which achieves per-
fect results. Subsequently, many graph models emerged such as
[4, 19, 22, 29, 31, 36, 38], further increasing the popularity of dy-
namic graph modeling. However, recent research has found that
the “graph module” in graph models is not necessary [6, 28]. In [6],
the authors simply use a Multi-Layer Procedure (MLP) to model
one-hop historical neighbors’ information and achieve best results
than previous graph models, causing researchers to reconsider the
necessity of graph modules.

Currently, there are few models that consider both these two
types of methods. Our proposed method is based on Transformer
for long-term modeling in event sequences, followed by a graph
module with re-occurrence features for representation generation.
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2.2 Transformers for Graph Learning

Transformer [25] is an innovative model for processing sequential
data. Its self-attention mechanism allows it to perceive longer se-
quences, which is of great importance in the field of long-sequence
modeling. Currently, Transformer has been successfully applied in
many fields, such as computer vision [3, 9, 16], natural language
processing [1, 8, 15], and time series prediction [13, 32, 37].

In static graphs, researchers have proposed many Transformer-
based methods for static graph modeling [14, 18, 21]. The authors
[10] propose a graph transformer layer with Laplacian Eigenvec-
tors to encode graph structure. In [27], the authors utilize a graph
transformer attention layer to extract information and capture the
neighboring correlations, which achieves effective performance.

Currently, most works in the field of dynamic graphs are based
on RNNs, and there are few works that use the Transformer as
the backbone. Therefore, our proposed model extends Transformer
into node-wise long-term modeling in dynamic graphs, opening up
new possibilities in the field of dynamic graph modeling.

3 NOTATOIN AND TERMINOLOGY

PRELIMINARIES
Definition 3.1. Dynamic Graph. A dynamic graph is a graph
whose edges contain temporal information, i.e., timestamps. We
denote a dynamic graph as a sequence of timestamped evolving
graphs G = (G(10), G(t1), ), where < tgy and G(tesy) is
generated from G (t;) with the edges whose timestamp is t,;. We
represent an edge between nodes i and j at time ¢ as a tuple (i, j, t)

with an edge feature e;;(t).

A dynamic graph can also be viewed as event sequences &. Each
event (i, j, t41) € & can be seen as the new edge of G(#g,) com-
pared to G(t;), and all of the events are sorted by timestamps. For
the remaining part of this paper, in referring to the incoming dy-
namic graph edge sequences, we will misuse the terminologies of
“dynamic graph edge set” and “event sequence” interchangeably
without distinguishing their differences.

Definition 3.2. Dynamic Graph Modeling. Given a dynamic
graph edge set or event sequences &, for each event (i, j, t) € &,
the goal of dynamic graph modeling is to learn a mapping function
f G gt) = zi(t),zj(t), where z;(t),z;(t) € R4 respectively
represent temporal representation of nodes i and j, and d is the
vector dimension.

Besides the terminologies defined above, several other important
notations used in this paper are summarized in Table 1.

4 PROPOSED METHOD

We first define the short- and long-term behavior of nodes with the
window-split technique in event sequences, which are encoded as
short- and long-term memory, respectively. Our proposed ILORE
has three main parts, including i) the Adaptive Short-term Updater,
which achieves instant short-term modeling within a window; ii)
the Long-term Updater, which captures nodes’ long-term depen-
dencies across multiple windows; iii) and the Re-occurrence Graph
Module, which encodes re-occurrence patterns within a graph mod-
ule for representation.
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Table 1: Important notations

Symbol Definition
Mis(t) Short-term memory of node i at ¢
M{“ (1) Long-term memory of node i at ¢
Si(t) Node state of node i at ¢
X;r(t) Re-occurrence features of node i’s neighbors at ¢
z;(t) Temporal representation of node i at ¢
n Chunk size (hyper-parameter)
b Block number of Transformer (hyper-parameter)

As illustrated in Figure 2, in the Adaptive Short-term Updater, a
state module is proposed to automatically discard useless or noisy
edges to ensure the effectiveness and instant ability of our method.
Meanwhile, in the Long-term Updater, to empower node-wise long-
term modeling ability for event sequences, Identity Attention is
proposed to optimize the Transformer-based updater, which can
re-sort, pad, chunk, and apply time-aware attention within a chunk.
For more time-sensitive cases, we employ Gaussian Range Encod-
ing [12] and time encoding [33] to preserve the temporal infor-
mation. What’s more, in the Re-occurrence Graph Module, we
incorporate the valuable re-occurrence features into a graph atten-
tion module for informative temporal representation generation.
We will introduce these components in the following subsections.

4.1 Node-wise Short- and Long-term Modeling

4.1.1  Window-split Technique. To perform node-wise long-term
modeling, we propose to split the event sequence into subsequences
according to a pre-defined window size s. Given event sequences
& ={e1, ez, ..., e, } where r is the event length, we define a window
set w = {w1, wa, ..., W[5}, Where wi = {ej.s—s+1, €i-s—s+2, -+ €i-s]
i < [r/s]} contains s events.

In this paper, we use short- and long-term memory, M° and
ML to embed the short- and long-term behavior of each node,
respectively. The memory of each node i, MIS and MIL is initialized
as the zero vector and will be updated over time. For given node i
at time ¢, we use the events within the same window to perform
short-term modeling, i.e., updating Mis(t), and perform long-term
modeling across multiple windows, i.e., updating Mf‘(t). Note that
once the long-term memory is updated, the short-term memory
will be reset to zero.

4.1.2  Message Generation. Given an event of node i at time ¢ in
window w;, a message m; () is generated to update the short-term
memory of i, Mf(t). Assume that nodes i and j have an event
at time ¢, (i, j, t), with the feature vector e;;(t), we generate two
messages with the long-term memory of i and j, Ml.L(t) and Mf (#):

m;(t) = MsG (M,.L (1), M5 (1), e (t),<I>(t—t{)),
(1)
m;(t) = Msc (Mf (), ME (1), €5 (1), @ (t - t})),

where MsG(+) is the message function and ¢, is the time that node
i/ j last updated. ®(-) is the time encoding used in [19]. The reason
why we conduct long-term memory for message generation is that
it contains more expressive and valuable information compared
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Figure 2: A schematic view of our proposed model for dynamic graph modeling. A dynamic graph can be represented as the
event sequences. With the window-split technique in event sequences, in the Adaptive Short-term Updater, a state module is
proposed to automatically determine whether to use the incoming event to update nodes for short-term modeling or discard it.
Meanwhile, in the Long-term Updater, we propose Identity Attention to empower a Transformer-based updater for node-wise
long-term modeling. Gaussian Range Encoding and time encoding are utilized to make our updater more time-sensitive. Finally,
we generate the node temporal representation for downstream tasks by applying a multi-layer graph attention module based

on the re-occurrence features with nodes’ long-term memory.

with short-term one. For simplicity, we implement the widely-used
identity message function that outputs the inputs. Moreover, in each
window w;, we apply the simplest most recent message aggregator
that only considers the most recent message for each node [19].

4.2 Adaptive Short-term Updater

To model the node-wise short-term behavior meanwhile ensuring
instant ability, we adaptively update the short-term memory of node
i before t, Mf (t7), with the message of i at £, m;(#). We propose
the node state module.

In this module, each node i has a node state at time f, Sj(f) S
(0, 1), which is evolving along with timestamps. We have:

S; (1) = Bernoulli (3; (I)) , (2)

where Bernoulli(-) denotes sampling from a Bernoulli distribution
parameterized by SA,'(I), and S;(t) € {0,1}.

Then, S;(t) is utilized to determine whether we update the short-
term memory of node i before time ¢, Mf(t‘):

ME(0) = Si(0) - Upp (MF (1) my (1) + (1= S; (1) - M (£7)
3)
where UpD(-) is a learnable update module for node-wise short-
term modeling, and we use GRU [5] in practice. Afterward, we
update the node state with its short-term memory in the following

timestamps, t*:

ASi(1) = o (wp M (1) + bp) )

Silt) = (1=8i (1) - ASi(0) + Si(1) - (8 (1) = amin (A8,(1). Sy(1))

©)

where Wy, and b, are learnable parameters, () is the sigmoid
function, and @ € (0, 1) is a control hyper-parameter that ensures
the node state is positive. The node state module encodes the obser-
vation that the likelihood of a new update operation decreases with
the frequency of node-wise updating. Whenever Mf(t) updates,
the pre-activation of the node state for the following timestamp,
S';(t*’), is decreased by AS’,‘U). On the other hand, if the update is
omitted, the accumulated value is flushed and Si(t"') = AS;(r). In
this way, we can selectively update the nodes with incoming edges,
ensuring effectiveness and instant ability.

4.3 Long-term Updater

We consider both node-wise short- and long-term modeling in this
paper. As mentioned in section 4.2, the recent behavior of node i
at time t in window w; is recorded by short-term memory, Mf (1),
with the window-split technique. In this section, we introduce a
Transformer-based updater that can embed the node-wise long-
term behavior, i, updating ML, using the short-term memory in
multiple windows.

4.3.1 Gaussian Range Encoding and time encoding. The order is
pretty important in event sequences. Most Transformer-based meth-
ods use positional encoding [25] that is defined on a single point:
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Figure 3: Simplified description of Identity Attention (left) and attention matrices that need to be learned in each step (a-f on
right). With the window-split technique, we can take node-wise long-term modeling in multiple widows, e.g., 5 windows, with
nodes’ short-term memory. Note that different colors denote different node identities. The Identity Attention re-sorts, pads,
chunks, and attends within a chunk with time order, which can densify the attention matrix in a chunk, greatly reducing the
difficulty to learn the attention matrix and thus increasing our ability to capture node-wise long-term dependencies effectively.

They employ a highly discriminative encoding for every single
point. It can not align with the nature of time in event sequences
because the timestamps are continuous. To make the model more
order-aware, we use a range-based encoding method. Therefore,
we employ Gaussian Range Encoding [12].

Formally, we propose B € R?*¥ as the normalized weights from
k Gaussian distributions, where d denotes the dimension of the
input vector. It can be shown as follows:

B = softmax (B), 6)

where B € R?*¥ is a matrix whose attributes are sampled from k
ranges. In matrix B, each cell b;j shows the contribution of the j-th
Gaussian ranges for position i, which can be represented as:

(,-_ﬂm)z

bij ==~

—log (a(j)) ) 7)
where ,u(j ) and ¢/) are the mean and standard deviation of j-th
Gaussian ranges, respectively. For implementation, we set these two
parameters to be learnable. Then, the Gaussian Range Embedding
is generated by adding the range embeddings to the input vector X:

GaussiaN(X) =X +B - E, 8)

where E € RF*? is a learnable matrix. This approach uses k learn-
able Gaussian ranges to express different positions, which makes
our position encoding more continuous. Moreover, we adopt clas-
sic time encoding [33] widely used in dynamic graph modeling to
better preserve temporal information.

4.3.2  ldentity Attention. Figure 3 illustrates the motivation and
the process of Identity Attention. Figure 3a expresses the atten-
tion matrix that needs to be learned when using full attention for
node-wise long-term modeling, where different colors of k and
q represent different nodes’ identities. Since the distribution of a
node at different times is scattered in the sequence, the attention
matrix for full attention is typically sparse, making it difficult to

learn. Therefore, we propose Identity Attention, which can densify
the attention matrix within a chunk by re-sorting (Figure 3b, c),
padding (Figure 3d), chunking (Figure 3e), and attending within
a chunk (Figure 3f), greatly reducing the learning difficulty and
enhancing our ability to node-wise long-term modeling in event
sequences.

We first rewrite the equation of full attention. For a query posi-
tion i, its attention to position j can be represented as o;;:

0jj = Z exp (qi-kj+z(i,7>,~))zzj, 9)
JEPi
where P; = {j : j < i or j > i}. Note that ; represents the set
that the query position i can attend to, and z denotes the partition
function, e.g., softmax. Notably, we omit the parameter \/Z [25].
We can use a positional encoding function m(-, -) to fit the atten-
tion between position i and position j that i can attend to:

0jj = Z exp (qi-kj +m(j,7>i)+z(i,7’,-))vj, (10)
JEPi
where m(+, -) usually applies a single point positional encoding [25].

Now we turn to Identity Attention, which we can consider as
the constraint of ;.

Re-sort. This step aims to cluster temporal nodes in the same
identity. We use bucket sort to rearrange the entire sequence ac-
cording to the order of identity, where position i changes after
sorting, i.e., i — c;. In the sorted attention matrix, nodes with the
same identity will be clustered, as shown in Figure 3b. We have:

Pi={j:1d(q:) =1d (k;)}, (11)
where Id(-) denotes the identity of a correlated temporal node. For
simplicity, we let Q = K as represented in Figure 3c.

Pad and chunk. Since the frequency of node updating is differ-
ent in different windows, the number of temporal nodes in each
bucket is unequal. In practice, we employ zero vectors to pad the
temporal nodes that do not have updated in corresponding windows
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as depicted in Figure 3d. Moreover, we apply batching approaches
to chunk and concentrate attention within each chunk (after sorting
and padding), shown in Figure 3e. Formally, we have:

Al sl w

where n € R" is a hyper-parameter that represents the chunk size.
In Long-term Updater, n is also the number of windows where
Transformer performs long-term modeling at once in event se-
quences.

Attend within a chunk by time-order. Then, we implement
Gaussian Range Encoding and time-aware attention within a chunk
as illustrated in Figure 3f. Formally, we also use m(-, -) as our posi-
tional encoding function, which is defined as:

m (j, 73«1) _ {GAUSSIAN (i, ﬁ-), if j € 7~’,- (13)
— 00, otherwise,

where GAUSSIAN(+, -) is Gaussian Range Encoding in Section 4.3.1.
Considering that in event sequences, the event that happened at
time t can only attend to the past events before t, we propose
time-aware attention, which is defined as:

{TIME(L t), ifje 731- andj <i

— 00, otherwise,

t(171) = (14)
where TIME(+, -) is the time encoding in Section 4.3.1.
Summarily, the final Identity Attention can be represented as:
0jj = Z exp (qi . kj +m (j, 55,) +1t (}551) +z (151)) vj. (15)
jeP;
Each component that is negative infinity will force our attention
to zero. Similar to full attention, we can also apply the multi-head
technique in Identity Attention.

4.3.3 Transformer. We employ a standard Transformer encoder
for node-wise long-term modeling. Transformer is equipped with
stacking b Multi-head Identity Attention (MIA) and Feed-Forward
Network (FFN) blocks. Each block employs a residual connection.
We use ReLU between the two MLPs in each FFN block and apply
Layer Normalization (LN) before each block.

Thanks to the window-split and chunk technique, the input of
Transformer is the short-term memory M? that is updated by the
events in recent n windows before wj, i.e., {Wi—n+1, ... wili < [r/s]},
and it is denoted as Z° € R%*4 where [; is the length of events. The
output embedding of the b-th layer is denoted by H = zb e Rlixd
where I is the length of sequence after padding.

The long-term memory of node i at time ¢, M{‘ (1), is derived by
averaging their related embedding in H:

ML(t) = MEAN (H [i,:]) € R%. (16)

4.4 Re-occurrence Graph Module

We aim to encode the re-occurrence features into the graph module,
which refers to the property that two nodes may interact at different
timestamps. Intuitively, the re-occurrence number of a historical
neighbor indicates its importance to the central node.

For given a node i and its historical neighbors at time t, N; (),
we count the number of re-occurrence of each neighbor, which is
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Algorithm 1: Traning 1ILORE (one epoch).

input :Dynamic graph edge set &; Short-term memory
MS; Long-term memory ML Node state S;
Chunk size n.
1 Initialize MS, ML, S —0;
2 foreach batch {(i, j,t)} € € do

3 Split batch into n windows, {w1, ..., wn } ;

4 Initialize M(t) < 0;

5 foreach w; € {wy,..., w,} do

6 Sample S(¢) ~ Bernoulli(S(t)) ;

7 Update short-term memory M5 (t) by Equation 3 ;
8 Update node state S (t) by Equation 4 ;

9 Record MS(t) to M(¢) ;
10 end

11 Update ML(t) «— Upp(M(t)) with Identity Attention ;
12 Compute X; g (1), X g (¢) by Equation 17 ;

13 Compute z;(t),z;(t) < EmB (ML(t), XiRs Xj,yg) ;

14 Compute p;;(t), pjx (t) by Equation 20 ;

15 Compute temporal link prediction loss £ by Equation 21

and backward ;
16 end

represented as R; (t) € RINi()1X1 Then, we apply a function f (-)
to encode the re-occurrence features of historical neighbors by:

Xig (1) = f (R (1)) € RINi(DIxd, (17)

where f (-) is a three-layer perceptron with ReLU activation, whose
input and output dimensions are 1 and d, respectively.

For node i at time t, we compute the embedding z;(t) with its
long-term memory MlL (t). We aggregate its historical neighbors’
long-term memory, M]L.(tj) where j € N; (t), using an attention
mechanism as follows:

hl(r) = MLp®) (hf-l (t) || (t)), (18)

it (1) = At @ (h§~_1 () llesj (t;) 1@ (¢ = ) X% (fj))
JEN; (1)
(19)
where () denotes the stacking operation and Att(+) is the graph
attention used in [19]. Note that the input h?(t) = MlL (t) and the

node representation z;(t) = h{.‘ (t) where L is the layer number.

4.5 Training

4.5.1 Error Grandients. Our method is differential except for the
Bernoulli process in Equation 2, which is a binary value as the
output. We employ the widely-used straight-through estimator [2],

which implements the identity to approximate the step function for
dBernoulli(x) -1

gradients computation during the backward pass: o

4.5.2 Loss Function. We take temporal link prediction as our self-
supervised task. For the representation of nodes i and j at time ¢,
z;(t) and z;(t), we compute the probability of having interaction
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Table 2: Average Precision (AP(%) + Std) for temporal link prediction in transductive and inductive setting. The result %d that
is bolded is the best result and the second is %d.

(a) Transductive Setting.

(b) Inductive Setting.

Wikipedia  Reddit MOOC LastFM Wikipedia  Reddit MOOC LastFM

CTDNE 79.42+04 7376+0.5 6534+07 5725+10 CTDNE - - - -
JODIE 946205 91.11+03 7650+18 68.77 3.0 JODIE 93.11+04 9436+11 7783+21 8255+19
TGAT 953401 9812+0.2 6097 +03 53.36=+0.1 TGAT 9399 +£03 96.62+0.3 63.50+0.7 55.65+0.2
DyRep 9459+0.2 9798+0.1 7537+17 68.77+2.1 DyRep 92.05+03 95.68+0.2 7855+11 8133+21
TGN 98.46 £0.1 9870 +£0.1 8588 £3.0 80.69+0.2 TGN 97.81 £0.1 97.55+0.1 8555+29 84.66+0.1
CAW 98.63 £0.1 9839+0.1 80.15+03 81.29+0.1 CAW 98.24+£.03 97.81+0.1 8142+0.2 85.67=+05
TIGER 9838 +£0.1 99.04+0.1 89.64+0.9 87.85+0.9 TIGER  9845+0.1 9839+0.1 89.51+0.7 90.14+1.0
GraMixer 97.95+.03 97.31+.01 82.78+0.2 67.27+2.1 GraMixer 96.65+ .02 9526 +.02 81.41+0.2 82.11+04
PINT 98.78 £0.1 99.03+.01 85.14+12 88.06+0.7 PINT 98.38 £.04 98.25+.04 853910 91.76+0.7
Ours 98.98 + 0.3 99.11+0.4 90.44 +1.0 91.39+0.1 Ours 98.60 £ 0.3 98.65 +0.3 89.75 +0.8 93.29 + 0.8

Table 3: AUC (AUC(%) + Std) for evolving node classification task on Wikipedia, Reddit and MOOC. The result %d that is
bolded is the best result and the second is %d.

CTDNE JODIE TGAT DyRep TGN TIGER  GraMixer PINT Ours
Wikipedia 7589 +0.5 8484+1.2 83.69+07 8459+22 87.81+03 8692+07 86.80+.01 87.59+0.6 9137 +0.2
Reddit 59.43 £ 0.6 61.83+27 6556+0.7 6291+24 67.06+09 6941+13 6422+.03 6731+02 71.82+1.6
MOOC 67.54 +0.7 66.87+04 5395+02 67.76+05 6954+10 7235+23 67.21+.02 6877+11 73.89+20
between them by a two-layer MLP: 5.2 Temporal Link Prediction
A Firstly, we evaluate our model on the temporal link prediction
ij () = o (MLP (z; (1) |lz; (1)), (20) task. Similar to previous dynamic graph modeling methods, we test

where o(-) is the sigmoid function. Then, we set the cross-entropy
as the loss function:

L£=— > [logpij(t) +log (1~ p(1)].
(i,j,t)e&

(1)

where k is the negative destination node by random sampling. The
pseudo-code of the 1ILORE is provided in Algorithm 1.

5 EXPERIMENTS

5.1 Datasets and Baselines

For better comparison, we conduct experiments with four widely-
used public datasets [11] including Wikipedia, Reddit, MOOC, and
LastFM. Notably, all datasets have no node feature, and MOOC and
LastFM have no edge feature, where we assign zero vectors in each
of these datasets. Except for LastFM, others share evolving node
labels of source nodes, and we can conduct the node classification
task on them. All datasets are split with 70%-15%-15% for training,
validation, and testing as [19].

For evaluation, we choose nine dynamic graph modeling meth-
ods to compare with ours, including CTDNE [17], DyRep [23],
JODIE [11], TGAT [33], TGN [19], CAW [31], TIGER [36], GraMixer
[6], PINT [22]. Note that CTDNE can not be applied in the induc-
tive setting, and CAW can not be conducted in the evolving node
classification task.

our model under two settings: transductive and inductive. In the
transductive setting, we test edges whose nodes have been seen
in the training splits, while in the inductive setting, we examine
the unseen nodes for temporal link prediction. We use average
precision (AP) as our evaluation metric and select an equal number
of negative edges as we did in Equation 21.

The results are shown in Table 2. Our model outperforms all
baselines on all datasets in both transductive and inductive settings.
This observation proves the excellent effectiveness and expressive-
ness of our method. For all baselines, existing sequential models,
ie, [6, 11, 17, 23], perform worse than graph models. This may be
owing to the fact that graph models, whose nodes can attend to
multi-hop neighbors, have preserved the longer neighbors’ infor-
mation during training. It also gives us the motivation that there is
still considerable room for improvement in sequential models.

5.3 Evolving Node Classification

To further evaluate the effectiveness of our model, we use the
learned temporal representation for the evolving node classification
task. In practice, we utilize temporal link prediction as a pre-training
task for the models. We use Wikipedia, Reddit, and MOOC for
testing as only these datasets have evolving node labels. Following
[19], we input the temporal representation of node i, z; (¢), into a
two-layer MLP to obtain the class probability of the temporal nodes
and then design a training signal in Equation 21.
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Table 4: P-value of the chi-square independence test on Wikipedia and MOOC.

JODIE TGAT DyRep TGN CAW TIGER GraMixer PINT Ours
Wikipedia 0.006 0.015 0.011 0.031  0.008 0.042 0.029 0.040 0.185
MOOC 0.010 0.005 0.018 0.034  0.019 0.010 0.033 0.022  0.115
JODIE TGAT DyRep TGN caw TIGER GraphMixer PINT Ours JODIE TGAT DyRep TGN cAW TIGER GraphMixer PINT Ours.
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Figure 4: The ability to node-wise long-term modeling for temporal link prediction task on Wikipedia and MOOC.

The results are presented in Table 3. Our method achieves the
best performance on all datasets, further confirming the powerful
dynamic graph modeling capabilities of our method. The satisfac-
tory outcomes demonstrate that the learned representations of our
method are effective for downstream tasks.

5.4 Ability to Node-wise Long-term Modeling

To validate the node-wise long-term modeling ability of models,
we design experiments focusing on big nodes in dynamic graphs.
Specifically, we sort all the nodes in dynamic graphs by the number
of their edges, i.e., node frequency, and select nodes whose node
frequency is in the top k € {100%, 80%, 60%, 40%, 20%, 10%} to gen-
erate some subgraphs separately. It is worth noting that the smaller
k of the subgraph, the higher proportion of big nodes, the more
challenging node-wise long-term modeling. Moreover, considering
that the unequal number of samples in these subgraphs may affect
the credibility of the conclusion, we employ the chi-square indepen-
dence test. We first conduct a contingency table with the number of
successful and failed predictions that are generated from the model
in each subgraph, then we calculate the P-value of the chi-square
independence test p,. Our null hypothesis is “the subgraphs and the
success or failure of the predictions are independent”. If p, > 0.05,
we can accept the null hypothesis. It indicates that different sub-
graphs, which contain different proportions of big nodes, have little
impact on the performance of the model, confirming the model’s
ability to node-wise long-term modeling.

As shown in Figure 4 and Table 4, Our model outperforms all
other baselines in all subgraphs. As the proportion of big nodes
increases, the performance of our model remains stable, while other
baselines decline, demonstrating the strong node-wise long-term
modeling capability of our model in dynamic graphs. Only our
model has a P-value greater than 0.05. The chi-squared test rules out
concerns that may have arisen from differences in sample number
among subgraphs, enhancing the credibility of the conclusion.

5.5 Analysis of Inference Time

To verify the effectiveness of discarding edges and the model’s effi-
ciency, we conduct comparative experiments on the inference time
and the performance of models. Our experiments are performed on
a Linux PC with an Intel i7 CPU (6 cores, 2.6 GHz), using the original
public implementations of baselines. In industry, the inference time
of a model is much more important than its training time. In the
online payment platform, for example, there are billions of transac-
tion data that are generated daily. Industry research institutes do
not necessarily train models frequently, but they need to process
these large amounts of daily data frequently for downstream tasks
such as financial risk management [29], leading to redundant time
consumption. Consequently, a model with a lower inference time
has more commercial value. Thus, we compare the inference time
of a batch (batch size is 100) and the performance of models.

The results are shown in Figure 5, where the closer to the upper
left corner, the shorter the inference time and the better perfor-
mance of the model. Our model outperforms other baselines in
both inference time and performance, mainly due to the successful
removal of some useless or noisy edges. We also find that [22, 31]
have significantly longer inference time compared to other methods.
This may be because they search for neighbors through temporal
walks, which is extremely time-consuming during inference.

5.6 Ablation Study

We conduct an ablation study to further investigate the impact of
the main innovative components in our model, including the state
module (SM) in Section 4.2, Gaussian Range Encoding (GRE) in
Section 4.3.1, Identity Attention (IA) in Section 4.3.2, and the Re-
occurrence features (ReO) in Section 4.4. We propose four variants:
w/o SM, w/o GRE, w/o IA, and w/o ReO, respectively. The w/o SM
variant does not discard temporal edges and performs indiscrimi-
nate updating; The w/o GRE variant replaces the Gaussian Range
Encoding with the default positional encoding used in Transformer
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Figure 5: Analysis between the inference time of a batch and the performance in transductive temporal link prediction task.
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(a) Transductive setting,. (b) Inductive setting.
Figure 6: Ablation study for transductive and inductive tem-
poral link prediction task on Wikipedia and LastFM.

[25]; The w/o IA variant replaces Identity Attention with full atten-
tion [25]; The w/o ReQ variant removes the re-occurrence features
from the graph module.

We report the results for link prediction on Wikipedia and LastFM,
as shown in figure 6. Our model achieves the best performance
when using all components, and the performance decreases when
each component is removed or replaced with the default one. The
Identity Attention and re-occurrence features have the most sig-
nificant impact on the model, indicating that they may be able to
better extract valuable information in dynamic graphs.

5.7 Parameter Study

We conduct a parameter study to better investigate the impact of
main hyper-parameters in our model, including the block number of
Transformer b in Section 4.3.3, the memory dimension d in Equation
16, the chunk size or window length for long-term modeling n in
Equation 12, and the window size for short-term modeling s in
Section 4.1.1. We conduct experiments on lastFM, and we find that
increasing the value of b does not lead to better performance and
the best cost-effectiveness is achieved when b = 2 or 3. Through our
analysis of n, our model shows improved performance in modeling
longer sequences, indicating that our model is able to effectively
capture longer dependencies. Other hyper-parameters have varying
degrees of impact on our results.
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(a) Block number b. (b) Chunk size n.
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(c) Memory dimension d. (d) Window size s.
Figure 7: Parameter study in transductive and inductive tem-
poral link prediction task on LastFM.

6 CONCLUSION AND FUTURE WORK

In this paper, we propose 1ILORE, a dynamic graph modeling method
with instant long-term modeling and re-occurrence preservation.
We introduce a state module to enhance inference efficiency and
prevent noisy information. We further propose Identity Attention to
empower a Transformer-based updater for long-term modeling and
successfully encode re-occurrence features into the graph module.
For future work, we hope to design a dynamic graph modeling
method based entirely on Transformer architecture in the future.
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