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There has been a growing effort to replace hand extraction of data from research papers with
automated data extraction based on natural language processing, language models, and recently,
large language models (LLMs). Although these methods enable efficient extraction of data from
large sets of research papers, they require a significant amount of up-front effort, expertise, and
coding. In this work we propose the ChatExtract method that can fully automate very accurate
data extraction with minimal initial effort and background, using an advanced conversational LLM.
ChatExtract consists of a set of engineered prompts applied to a conversational LLM that both
identify sentences with data, extract that data, and assure the data’s correctness through a series of
follow-up questions. These follow-up questions largely overcome known issues with LLMs providing
factually inaccurate responses. ChatExtract can be applied with any conversational LLMs and
yields very high quality data extraction. In tests on materials data we find precision and recall
both close to 90% from the best conversational LLMs, like ChatGPT-4. We demonstrate that the
exceptional performance is enabled by the information retention in a conversational model combined
with purposeful redundancy and introducing uncertainty through follow-up prompts. These results
suggest that approaches similar to ChatExtract, due to their simplicity, transferability, and accuracy
are likely to become powerful tools for data extraction in the near future. Finally, databases for
critical cooling rates of metallic glasses and yield strengths of high entropy alloys are developed
using ChatExtract.

I. INTRODUCTION

Automated data extraction is increasingly used in to
develop databases in materials science and other fields
[1]. Many databases have been created using natural
language processing (NLP) and language models (LMs)
[2–24]. Recently, the emergence of large language models
(LLMs) [25–29] has enabled significantly greater ability
to extract complex data accurately [30, 31].

Previous automated methods require a significant
amount of effort to set up, either preparing parsing rules,
fine-tuning or re-training a model, or some combination
of both, which specializes the method to perform a spe-
cific task. With the emergence of conversational LLMs
such as ChatGPT, which are broadly capable and pre-
trained for general tasks, there are opportunities for sig-
nificantly improved information extraction methods that
require almost no initial effort. These opportunities are
enabled by harnessing the outstanding general language
abilities of conversational LLMs, including their inher-
ent capability to perform zero-shot (i.e., without addi-
tional training) classification, accurate word references
identification, and information retention capabilities for
text within a conversation. These capabilities, combined
with prompt engineering, which is the process of design-
ing questions and instructions (prompts) to improve the
quality of results, can result in accurate data extraction
without the need for fine-tuning of the model or signifi-

∗ mppolak@wisc.edu
† ddmorgan@wisc.edu

cant knowledge about the property for which the data is
to be extracted.

Prompt engineering has now become a standard prac-
tice in the field of image generation [32–34] to ensure
high quality results. It has also been demonstrated that
prompt engineering it an effective method in increasing
the accuracy of reasoning in LLMs [35].

In this paper we demonstrate that using conversational
LLMs such as ChatGPT in a zero-shot fashion with a well-
engineered set of prompts can be a flexible, accurate
and efficient method of extraction of materials proper-
ties in the form of the triplet Material, Value, Unit. We
were able to minimize the main shortcoming of these con-
versational models, specifically errors in data extraction
(e.g. improperly interpreted word relations) and hallu-
cinations (i.e. responding with data not present in the
provided text), and achieve 90.8% precision and 87.7%
recall on a constrained test data set of bulk modulus,
and 91.6% precision and 83.6% recall on a full practical
database construction example of critical cooling rates
for metallic glasses. These results were achieved by iden-
tifying relevant sentences, asking the model to extract
details about the presented data, and then checking the
extracted details by asking a series of follow-up questions
that suggest uncertainty of the extracted information and
introduce redundancy. This approach was first demon-
strated in a preprint of this paper [36], and since then a
group from Microsoft has described a similar idea, but for
more general tasks than materials data extraction [37].
We work with short sentence clusters made up a a tar-
get sentence, the preceeding sentence, and the title, as we
have found these almost always contain the full Material,
Value, Unit triplet of data we seek. We also separated
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cases with single and multiple data values in a sentence,
thereby greatly reducing certain types of errors. In addi-
tion, by encouraging a certain structure of responses we
simplified automated post-processing the text responses
into a useful database. We have put these approaches
together into a single method we call ChatExtract - a
workflow for a fully automated zero-shot approach to
data extraction. We provide an example ChatExtract
implementation in a form of a python code (See. Data
Availability for more details). The prompt engineering
proposed here is expected to work for essentially all Ma-
terial, Value, Unit data extraction tasks. For different
types of data extraction this prompt engineering will
likely need to be modified. However, we believe that
the general method, which is based on simple prompts
that utilized uncertainty-inducing redundant questioning
applied within an information retaining conversational
model, will provide an effective and efficient approach to
many types of information extraction.

The ChatExtractmethod is largely independent of the
conversational LLM used and is expected to improve as
the LLMs improve. Therefore, the astonishing rate of
LLM improvement is likely to further support the adop-
tion of ChatExtract and similar approaches to data ex-
traction. Prompt engineering has now become a standard
practice in the field of image generation [32–34] to ensure
high quality results. A parallel situation may soon occur
for data extraction. Specifically, a workflow such as that
presented here with ChatExtract, which includes prompt
engineering utilized in a conversational set of prompts
with follow-up questions, may become a method of choice
to obtain high quality data extraction results from LLMs.

II. RESULTS AND DISCUSSION

Figure 1 shows a simplified illustration of the
ChatExtract workflow. The full workflow with all of
the steps is shown in Fig. 2 so here we only summarize
the key ideas behind this workflow. The initial step is
preparing the data and involves gathering papers, remov-
ing html/xml syntax and dividing into sentences. This
task is straightforward, standard for any data extraction
effort, and described in detail in other works[31].

The data extraction is done in two main stages:
(A) Initial classification with a simple relevancy prompt,
which is applied to all sentences to weed out those that
do not contain data.
(B) A series of prompts that control the data extrac-
tion from the sentences categorized in stage (A) as posi-
tive (i.e., as relevant to the materials data at hand). To
achieve high performance in Stage (B) we have developed
a series of engineered prompts and the key Features of
the major Stage (B) are summarized here:

(1) Split data into single- and multi-valued, since texts
containing a single entry are much more likely to be ex-
tracted properly and do not require follow up prompts,
while extraction from texts containing multiple values is

more prone to errors and requires further scrutinizing and
verification.

(2) Include explicitly the possibility that a piece of the
data may be missing from the text. This is done to dis-
courage the model from hallucinating non-existent data
to fulfill the task.

(3) Use uncertainty-inducing redundant prompts that
encourage negative answers when appropriate. This lets
the model reanalyze the text instead of reinforcing pre-
vious answers.

(4) Embed all the questions in a single conversation as
well as representing the full data in each prompt. This
simultaneously takes advantage of the conversational in-
formation retention of the chat tool while each time re-
inforcing the text to be analyzed.

(5) Enforce a strict Yes/No format of answers to reduce
uncertainty and allow for easier automation.

Stage (A) is the first prompt given to the model. This
first prompt is meant to provide information whether
the sentence is relevant at all for further analysis, i.e.
whether it contains the data for the property in question
(value and units). This classification is crucial because,
even in papers that have been extracted to be relevant by
an initial keyword search, the ratio of relevant to irrele-
vant sentences is typically about 1:100. Therefore elim-
ination of irrelevant sentences is a priority in the first
step. Then, before starting Stage (B), we expand the
text on which we are operating to a passage consisting
of three sentences: the paper’s title, the sentence preced-
ing the positively classified sentence from the previous
prompt, and the positive sentence itself. This expansion
is primarily useful for making sure we include text with
the material’s name, which is sometimes not in the sen-
tence targeted in Stage (A) but is almost always in the
preceding sentence or title.

The relevant texts vary in their structure and we found
it necessary to use different strategies for data extrac-
tion for those sentences that contain a single value and
those sentences that contain multiple values (Feature (1)
above). The texts containing only a single value are much
simpler since the relation between material, value, and
unit does not need to be analyzed. The LLMs tend to
extract such data accurately and a single well-engineered
prompt for each of the fields asked only once tends to
perform very well. Texts containing multiple values in-
volve a careful analysis of the relations between words
to determine which values, materials, and units corre-
spond to one another. This complexity sometimes leads
to errors in extraction or hallucinated data and requires
further scrutiny and prompting with follow-up questions.
Thus the first prompt in Stage (2) aims at determining
whether there are multiple data points included in a given
sentence, and based on that answer one of two paths is
taken, different for single-valued and multi-valued sen-
tences. As a concrete example of how often this happens,
our bulk modulus dataset studied below has 70% multi-
valued and 30% single-valued sentences. Our follow-up
question approach proved to be very successful for the
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FIG. 1. A simplified flowchart describing our ChatExtract method of extracting structured data using a conversational large
language model. Only the key ideas for each of the steps are shown, with the fully detailed workflow presented in Fig. 2

conversational ChatGPT models.

Next, the text is analyzed. For a single-valued text,
we directly ask questions about the data in the text, ask-
ing separately for the value, its unit, and the material’s
name. It is important to explicitly allow for an option
of a negative answer (Feature (2) above), reducing the
chance that the model provides an answer even though
not enough data is provided, limiting the possibility of
hallucinating the data. If a negative answer is given to
any of the prompt questions, the text is discarded and no
data is extracted. For the case of a multi-valued sentence,
instead of directly asking for data, we ask the model to
provide structured data in a form of a table. This helps
organize the for further processing but can produce fac-
tually incorrect data, even if explicitly allowing negative
responses. Therefore, we scrutinize each field in the pro-
vided table by asking follow-up questions (this is the re-
dundancy of Feature (3) above) whether the data and
its referencing is really included in the provided text.
Again, we explicitly allow for a negative answer and, im-
portantly, plant a seed of doubt that it is possible that
the extracted table may contain some inaccuracies. Simi-
larly as before, if any of the prompt answers are negative,
we discard the sentence. It is important to notice that
despite the capability of the conversational model to re-
tain information throughout the conversation, we repet-
itively provide the text with each prompt (Feature (4)
above). This repetition helps in maintaining all of the de-
tails about the text that is being analyzed, as the model
tends to pay less attention to finer details the longer the
conversation is continued. The conversational aspect and
information retention improves the quality of the answers
and reinforces the format of short structured answers and
possibility of negative responses. The importance of the
information retention in a conversation is proven later
in this work by repeating our analysis exercise but with
a new conversation started for each prompt, in which
cases both precision and recall are significantly lowered.
It is also worth noticing that we enforce a strictly Yes
or No format of answers for follow up questions (Fea-
ture (5) above), which enables automating of the data
extraction process. Without this constraint the model
tends to answer in full sentences which are challenging
to automatically analyze.

The prompts described in the flowchart (Fig. 2) are
engineered by optimizing the accuracy of the responses
through trial and error on various properties of varying
complexity. Obviously, we have not exhausted all op-

tions, and it is likely that further optimization is possi-
ble. We have, however, noticed that contrary to intu-
ition, providing more information about the property in
the prompt usually results in worse outcomes, and we be-
lieve that the prompts proposed here are a reliable and
transferable set for many data extraction tasks.

We have investigated the performance of the
ChatExtract approach on multiple property examples,
including bulk modulus, metallic glass critical cooling
rate, and high-entropy alloy yield stress. For bulk mod-
ulus the data is highly restricted so we can collect com-
plete statistics on performance, and the other two cases
represent applications of the method to full database gen-
eration. Our bulk modulus example data is taken from
a large body of sentences extracted from hundreds of pa-
pers with bulk modulus data. To allow for an effective
assessment we wanted a relatively small number of rele-
vant sentences (containing data) of around a 100, from
which we could manually extract to provide ground truth.
We manually extracted data until we reached 100 rel-
evant sentences, during which a corresponding number
of 9164 irrelevant sentences (not containing data) was
also labeled. We then post-processed the irrelevant sen-
tences to remove ones that do not contain any numbers
with a simple regular expression to obtain 1912 irrelevant
sentences containing numbers. This preserves resources
and saves time by not running the language model on
sentences that obviously do not contain any data at all
(since the values to be extracted are numbers), and does
not impact the results of the assessment, as in our exten-
sive tests the model never returns any datapoints from
sentences that do not contain numbers. The model is
is explicitly instructed not to do so in the prompts (see
Fig. 2), even if it mistakenly classifies the sentence as
relevant in the very first classification prompt (which is
very rarely the case for sentences without numbers). In
these 100 sentences with data, there were a total of 179
data points (a complete triplet of material, bulk modu-
lus, and unit combination), which we extracted by hand
to serve as a ground truth data set. We investigated the
performance of multiple versions of ChatGPT models (see
Tab. I) by following the approach as described above and
in Fig. 2. For true positive sentences we divide the results
into categories by type of text: single-valued and multi-
valued, and provide the overall performance over the en-
tire dataset. These results are summarized in Tab. I.
Note that single- and multi-values columns represent per-
formance on input passages that have data, which is of
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FIG. 2. A flowchart describing our ChatExtract method of extracting structured data using a conversational large language
model. Blue boxes represent prompts given to the model, grey boxes are instructions to the user, ”Yes”, ”No”, and ”None”
boxes are model’s responses. The text in ”[]” are to be replaced with appropriate values of the named item, which includes one
of sentence (the target sentence being analyzed), text (the expanded text consisting of Title, Preceding sentence, and target
sentence.
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interest for understanding model behavior. The statis-
tic that best represents the model performance on real
sentences is the overall column, where the input contains
sentences both with and without data. We applied what
we consider to be quite stringent criteria for assessing the
performance against ground truth, the details of which
an be found in the Methods section.

The best LLM (ChatGPT-4) achieved 90.8% precision
at 87.7% recall, which is very impressive for a zero-shot
approach that does not involve any fine-tuning. Single-
valued sentences tend to be extracted with slightly higher
recall (100% and 85.5% in ChatGPT-4 and ChatGPT-3.5,
respectively) compared to multi-valued sentences with a
recall of 82.7% and 55.9% for the same models.

We believe that there are two core features of ChatGPT
that are being used in ChatExtract to make this ap-
proach so successful. The first feature, and we believe the
most important one, is the use of redundant prompts that
introduce the possibility of uncertainty about the previ-
ously extracted data. By engineering the set of prompts
and follow-up questions in this way, they substantially
improve the factual correctness, and therefore precision,
of the extracted information. The second feature is the
conversational aspect, in which information about pre-
vious prompts and answers is retained. This allows the
follow-up questions to relate to the entirety of the con-
versation, including the model’s previous responses.

In order to demonstrate that the follow-up questions
approach is essential to the good performance we re-
peated the exercise for both ChatGPT models without
any follow-up questions (directly asking for structurized
data only, in the same manner as before, only without
asking the follow-up prompts in the multi-value branch
(long light green box on right side of Fig. 2)). The re-
sults are denoted as (no follow-up) in Tab. I. The dom-
inant effects of removing follow-up questions is to allow
more extracted triplets to make it to the final extracted
database. This generally increases recall across all cases
(single-valued, multi-valued, and overall). For passages
with data (single-valued, multi-valued) these additional
kept triplets are very few and almost all correct, lead-
ing to just slightly lower precisions. However, for the
large number of passages with no data the additional kept
triplets represent many false positives, and therefore dra-
matically reduce precision in the overall category. Specif-
ically, removing follow-up questions decreases the overall
precision to just 42.7% and 26.5% for ChatGPT-4 and
ChatGPT-3.5, respectively, from the values of 90.8% and
70.1%, respectively, resulting from a full ChatExtract
workflow. These large reductions in precision demon-
strate that follow-up questions are critical, and the anal-
ysis shows that their role is primarily to avoid the model
erroneously hallucinating data in passages where none
was actually given.

In order to demonstrate that the information retention
provided by the conversational model is important to the
good performance we repeated our approach but modi-
fied it to start a new conversation for each prompt, which

meant that no conversation history was available during
each prompt response. The results are denoted (no chat)
in Tab. I, This test was performed on ChatGPT-3.5 and
had little or no reduction in precision. However, there
was a significant loss in recall in all categories (e.g., over-
all recall dropped by 10.7% to 54.7%). This loss is recall
is because the multiple redundant questions tend to re-
ject too many cases of correctly extracted triplets when
the questions are asked without model knowing they are
connected through a conversation. We did not perform
this test on ChatGPT-4 to reduce overall time and expense
as the implications results on ChatGPT-3.5 seemed clear.

To further demonstrate the utility of the ChatExtract
approach we used the method to extract two materials
property databases, one for critical cooling rates of bulk
metallic glasses and one for yield strength of high entropy
alloys. Before sharing the results of these data extrac-
tions it is useful to consider in more detail different types
of desirable database of a materials property that might
be extracted from text.

Different types of databases can be achieved with dif-
ferent levels of post-processing after automated data ex-
traction. Here we describe three type of databases that
we believe cover most database use cases. At one extreme
is a database that encompasses all relevant mentions of
a specific property, which is useful when initiating re-
search in a particular field to assess the extent of data
available in the literature, the span of values (including
outliers), and the various material groups investigated.
Entries included in such database might contain ranges,
limits or approximate values, families of materials, etc.
This is typically what the ChatExtract directly extracts,
and we will refer to this as the raw database. At the
other extreme is a strict standardized database, which

Single-
valued

Multi-
valued

Overall

ChatGPT-4
(gpt-4-0314)

P=100%
R=100%

P=100%
R=82.7%

P=90.8%
R=87.7%

ChatGPT-3.5
(gpt-3.5-turbo-0301)

P=100%
R=88.5%

P=97.3%
R=55.9%

P=70.1%
R=65.4%

ChatGPT-4 (no follow-up)
(gpt-4-0314)

P=100%
R=100%

P=99.2%
R=98.4%

P=42.7%
R=98.9%

ChatGPT-3.5 (no follow-up)
(gpt-3.5-turbo-0301)

P=97.9%
R=88.5%

P=94.0%
R=74.0%

P=26.5%
R=78.2%

ChatGPT-3.5 (no chat)
(gpt-3.5-turbo-0301)

P=100%
R=76.9%

P=86.6%
R=45.7%

P=70.0%
R=54.7%

TABLE I. Precision (P) and recall (R) for different types of
text passages: containing single- and multi-valued data, and
overall, which includes all analyzed text passages, both con-
taining data and not. Bold font represents final results of
models used within the ChatExtract workflow, while the re-
maining demonstrate the importance of redundant follow-up
questioning (no follow-up) and conversational information re-
tention aspect (no chat).



6

contains uniquely defined materials with standard for-
mat, machine-readable compositions, and discrete val-
ues (i.e. not ranges or limits) with standardized units
(which also helps remove the very rare occurrence where
a triplet with wrong units is extracted). A standard-
ized database facilitates easy interpretation and usage
by computer codes and might be well-suited to, e.g., ma-
chine learning analysis. A standardized database can be
developed from a raw data collection and will be a sub-
set of that raw data. A third type of dataset, which is
intermediate between raw and standardized, is a cleaned
database, which removes duplicate triplets derived from
within a single paper from the raw data, as these are al-
most always the exact same entry repeated multiple, e.g.
in the Discussion and Conclusions sections) and are ob-
viously undesirable. While the cleaned database can be
done automatically, the standardized database may re-
quire some manual post-processing of the data extracted
with the ChatExtract method.

In this study we provide two materials property
databases: critical cooling rates of metallic glasses, and
yield strength of high entropy alloys. Both databases
are presented in all three of the above forms: raw data
which is what is directly extracted by the ChatExtract
approach, cleaned data from which single paper dupli-
cate values have been removed, and standardized data
where all materials that were uniquely identifiable are in
a standard form of AXBYCZ... (where A,B,C,... are el-
ements and X,Y,Z,... are mole fractions). The standard-
ization required post-processing which we accomplished
manually and with a combination of further prompting
with an LLM, text processing with regular expression
and pymatgen [38]. While this standardization approach
may introduce some additional errors, it provides a very
useful form for the data with modest amounts of human
effort. While we were able to employ further prompting
combined with LLMs and text analysis tools to make this
conversion, the approaches necessitate substantial addi-
tional prompt engineering and coding, which was time
consuming and likely not widely applicable without sig-
nificant changes. Given these limitations of our present
approach to generating a standardized database from a
raw database we do not discuss the details of our ap-
proach or attempt to provide a guide on how to do this
most effectively. Automating developing a standardized
database from a raw database is an important topic for
future work.

To limit the scope of critical cooling rates to just metal-
lic glasses, and yield strengths to high entropy alloys, we
first limited the source papers by providing a specified
query to the publishers database to return only papers
relevant to the family of systems we were after, and then
we applied a simple composition-based filter to the final
standardized database. Details about both these steps
are given in the following section when discussing the
respective databases.

The first database is of critical cooling rates in the
context of metallic glasses. To obtain source research

articles we performed a search query ”bulk metallic
glass”+”critical cooling rate” from Elsevier’s ScienceDi-
rect database which returned 684 papers, consisting of
110126 sentences.

A reference database (ground truth), which we will
call Rc1 , was developed using a thorough manual data
extraction process based on text processing and regular
expressions and aided by a previous database of critical
cooling rates extracted with a more time consuming and
less automated approach that involved significant human
involvement [31]. This laborious process done by an ex-
perienced researcher although highly impractical, labor-
intensive and time consuming, is capable of providing the
most complete and accurate reference database, allowing
to accurately evaluate the performance of ChatExtract
in a real database extraction scenario, which is the most
relevant assessment of the method.

To develop the critical cooling rate database with
ChatExtract the ChatExtract approach was applied
identically as to the bulk modulus case except that the
phrase ”bulk modulus” was replaced with ”critical cool-
ing rate”. We call this dataset Rc2 . In comparing
Rc2 data to Rc1 ground truth the same rules for equiva-
lency of triplet datapoints have been applied in the same
way as the benchmark bulk modulus data (see Meth-
ods): equivalent triplets had to have identical units and
values (including inequality symbols, if present), and
material names had to be similar enough to allow en-
tries to be uniquely identified as the same materials sys-
tem (e.g. ”Mg100−xCuxGd10 (x=15)” was the same as
Mg85Cu15Gd10, but not the same as ”Mg-Cu-Gd metal-
lic glass” and ”Zr-based bulk metallic glass” was the
same as ”Zr-based glass forming alloy” but not the same
as Zr41.2Ti13.8Cu12.5Ni10.0Be22.5). Critical cooling rates
for bulk metallic glasses proved to be quite a challeng-
ing property to extract. The analyzed papers very often
(much more often than in the other properties we worked
on) contained values of critical cooling rates described as
ranges or limits, and the materials were often families or
broad group of materials, in particular in the Introduc-
tion sections of the papers. The ChatExtract workflow is
aimed at extracting triplets of materials, value, and units
without specifying further what do these mean exactly,
as will be discussed in the next paragraph. To provide
the most comprehensive assessment, the human curated
database contains all mentions of critical cooling rates
that are accompanied by any number, no matter how
vague or specific. This manually extracted, very challeng-
ing raw database contained 721 entries. ChatExtract
applied on the same set of research papers resulted in
634 extracted values with 76.9% precision and 63.1% re-
call. The vast majority of reduction in precision and
recall comes from the more ambiguous material names
such as the above mentioned broad groups or families of
materials or ranges and limits of values. In many cases
the error in extraction was minor, such as a missing in-
equality sign (e.g. ”<0.1” in Rc1 but ”0.1” in Rc2 ),
extracting only one value from a range (e.g. ”10-100”
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in Rc1 but only ”10” in Rc2 ), or missing details in ma-
terials described as a group or family (e.g. ”Zr-based
metallic glasses” in Rc1 but only ”Metallic glasses” Rc2

). Even though these could be regarded as minor errors,
we still consider such triplets to be incorrect. The per-
formance is slightly improved for the cleaned database
where a precision of 78.1% and 64.3% recall is obtained
with 637 and 553 entries in Rc1 and Rc2 , respectively.
The most relevant standardized version of the database,
when extracted with ChatExtract yielded a final preci-
sion of 91.9% and 84.2% recall, with 313 and 286 en-
tries subject for comparison in Rc1 and Rc2 , respec-
tively. This large reduction in the size of the standardized
database when compared to cleaned, and the improve-
ment in performance, are both due to the large amount
of material groups/families and ranges/limits of values.
These cases do not classify as uniquely identifiable ma-
terial compositions and discrete values so they do not
satisfy the requirements for the standardized database,
and as mentioned before, they were the most problem-
atic for ChatExtract to extract (as they were for the
human curating Rc1 ). It is important to note that in or-
der to provide an accurate assessment of the extraction
performance, as mentioned previously, the triplets are
not matched by themselves, but they also have to orig-
inate from the same text passage. Therefore both the
ground truth and the ChatExtract extracted databases
were standardized separately, and if either contained a
standardized value, it was considered in the assessment,
making the comparison more challenging. The perfor-
mance of ChatExtract for the standardized database of
critical cooling rates is close to that for bulk modulus
presented in Tab. I and demonstrates the transferabilty
of ChatExtract to different properties.

The final standardized database obtained with
ChatExtract consists of 280 datapoints. Duplicate val-
ues originating from within a single paper have al-
ready been removed for the cleaned database, dupli-
cate triplets originating from different papers are still
present. We believe it is important to keep all values,
as it allows for an accurate representation of the fre-
quency at which different systems are studied and for
accurate averaging if necessary. If the duplicates were to
be removed, 192 unique triplets would be left, with the
many duplicates being for an industry standard system
Zr41.2Ti13.9Cu12.5Ni10Be22.5 (Vit1). The values in the fi-
nal database ranged from 10−3 K/s (for Ni40P20Pd40) to
1012 (for Mg25Al75), with an average 102, all quite rea-
sonable values. An additional standardized-MG database
is given, in which all non-metallic materials have been re-
moved. In the case of this modest-sized database, simply
removing oxygen containing systems proved to be enough
and 5 non-metallic oxide materials have been removed.
Out of the 192 unique datapoints, there were 125 unique
material compositions (some compositions had multiple
values originating from different research papers) in the
standardized database, and after removing non-metallic
systems standardized-MG database contained 182 unique

datapoints for 120 unique material compositions. This
size of 120 unique compositions is significantly larger
than the previous largest hand-curated database pub-
lished by Afflerbach, et al. [39], which had just 77 entries.
This result shows that, at least in this case, ChatExtract
can generate more quality data with much less time than
human extraction efforts.

Finally, we developed a database of yield strength of
high entropy alloys (HEAs) using the ChatExtract ap-
proach. This database does not have any readily available
ground truth for validation but represents a very different
property and alloy set than either bulk modulus or crit-
ical cooling rate and therefore further demonstrates the
efficacy of the ChatExtract approach. In the first step we
searched for a combination of the phrase ”yield strength”
and (”high entropy alloys” or ”compositionally complex
alloys” or ”multi-principle component alloys”) in the El-
sevier’s ScienceDirect API. The search returned 4029
research papers consisting of 840431 sentences. 10269
raw data points were extracted. The cleaned database
consisted of 8980 datapoints. Further post-processing
yielded 4859 datapoints that constitute the standardized
data, where we assumed that all compositions were given
as atomic %, unless otherwise stated in the analyzed text
(which was infrequent). The 4854 standardized data-
points contained a number of alloys that were not were
not HEAs, with HEA defined as a systems containing
5 or more elements. The non-HEA systems are not an
error in ChatExtract as the data was generally in the
papers, despite their being extracted by the above ini-
tial keyword search. By restricting the database to only
HEAs we obtained a final standardized-HEA database of
2804 values. The standardized-HEA database had 636
materials with unique compositions. The values ranged
from 12 MPa for Al0.4Co1Cu0.6Ni1Si0.2 to 19.16 GPa for
Fe7Cr31Ni23Co34Mn5. These values are extreme but not
unphysical and we have confirmed that both these ex-
tremes are extracted correctly. The distribution of yield
stress values resembles a positively skewed normal dis-
tribution with a maximum around 400 MPa, which is a
physically reasonable distribution shape with a peak at a
typical yield stress for strong metal alloys. A large auto-
matically extracted database of general yield strengths,
not specific to HEAs, has been developed previously [5].
Direct quantitative comparison is not straightforward,
but the histogram of values obtained from the previous
database exhibits a very similar shape to the data ob-
tained here, further supporting that our data is reason-
able. The database of yield strengths for HEAs developed
here is significantly larger than databases developed for
HEAs previously, for example, databases containing yield
strengths for 169 unique HEA compositions from 2018
[40] and containing yield strength for 419 unique HEA
compositions from 2020 [41]. The ChatExtract gener-
ated databases are available in Figshare [42] (See. Data
Availability).

Now that we developed and analyzed these databases
it is easier to understand the utility of ChatExtract .
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ChatExtract was developed to be general and transfer-
able, therefore it tackles a fundamental type of data ex-
traction - a triplet of Material, Value, Unit for a specified
property, without imposing any other restrictions. The
lack of specificity when extracting ”Material” or ”Value”
allows for extraction of data from texts where the mate-
rials are presented both as exact chemical compositions,
or broad groups or families of systems. Similarly val-
ues may be discrete numbers, or ranges or limits. How-
ever, certain restrictions are often desired in developing
a database, and we believe that these fall into two broad
categories with respect to the challenges of integrating
them into the present ChatExtract workflow. The first
category is restrictions based on the extracted data, for
example, targeting only desired compositions or ranges
of a property value. Such restrictions are trivial to in-
tegrate with ChatExtract by either limiting the initial
search query in the publisher’s database, limiting the fi-
nal standardized database, or both, based on the restric-
tion. For example, in our HEA database we assured only
HEAs in final data by both limiting the search query
in the publisher’s database and applying a composition-
based rule on the final standardized database. The sec-
ond category is where we want a property value when
some other property conditions hold, for example, the
initial property should be considered at a certain temper-
ature and pressure. This situation is formally straightfor-
ward for ChatExtract as it can be captured by generaliz-
ing the problem from finding the triplet: material, prop-
erty, unit, to finding the multiplet: material, property1,
unit1, property2, unit2, .... The ChatExtract workflow
can then be generalized to apply to these multiplets by
adding more steps to both the left and right branches in
Fig. 2, for example if a temperature at which the data
was obtained was relevant, the left branch would con-
tain two more boxes, the first being: Give the number
only without units, do not use a full sentence. If the
value is not present type ”None”. What is the value of
the temperature at which the value of [property] is given
in the following text?, followed by a second similar one
prompting for the unit. The first prompt in the right
branch would ask for a table that also included a tem-
perature value and temperature unit, followed by two val-
idation prompts for those two columns. This approach
could be expanded into extracting non-numerical data
as well, such as sample crystalinity or processing condi-
tions. While these generalizations are formally straight-
forward we have made no assessment of their accuracy
in this work, and some changes to ChatExtract might
be needed to implement them effectively. For example,
any additional constraints or information would have to
be included in the text being examined by the LLM, and
the more information that is required, the less likely it
is that it will all be contained in the examined text pas-
sage. Thus the examined text passage may need to be
expanded, or sometimes the required additional data may
be missing from the paper altogether.

III. CONCLUSIONS

This paper demonstrates that conversational LLMs
such as ChatGPT, with proper prompt engineering and
a series of follow-up questions, such as the ChatExtract
approach presented here, are capable of providing high
quality materials data extracted from research texts with
no additional fine-tuning, extensive code development
or deep knowledge about the property for which the
data is extracted. We present such a series of well-
engineered prompts and follow-up questions in this pa-
per and demonstrate its effectiveness resulting in a best
performance of over 90% precision at 87.7% recall on
our test set of bulk modulus data, and 91.6% precision
and 83.6% on a full database of critical cooling rates.
We show that the success of the ChatExtract method
lies in asking follow-up questions with purposeful redun-
dancy and introduction of uncertainty and information
retention within the conversation by comparing to re-
sults when these aspects are removed. We further develop
two databases using ChatExtract - a database of criti-
cal cooling rates for metallic glasses and yield strengths
for high entropy alloys. The first one was modest-sized
and served as a benchmark for full database development
since we were able to compare it to data we extracted
manually. The second one was a large database, to our
knowledge the largest database of yield strength of high
entropy alloys to date. The high quality of the extracted
data and the simplicity of the approach suggests that
approaches similar to ChatExtract offer an opportunity
to replace previous, more labor intensive, methods. Since
ChatExtract is largely independent of the used model, it
is also likely improve by simply applying it to newer and
more capable LLMs as they are developed in the future.

IV. METHODS

The main statistical quantities used to assess perfor-
mance of ChatExtract were precision and recall, defined
as:
Precision = TruePositive

TruePositive+FalsePositive

Recall = TruePositive
TruePositive+FalseNegative .

In our assessment we defined true positives (for preci-
sion) and false negatives (for recall) in terms of each in-
put text passage, which we define above to consist of
a target sentence, its preceding sentence, and the title.
The exact approach can be confusing so we describe it
concretely for every case. For a given input text passage
there are zero, one or multiple unique datapoint triplets
of material, value, and unit. We take the hand extracted
triplets as the ground truth. We then process the text
passage with ChatExtract to get a set of zero or more ex-
tracted triplets. If the ground truth has zero triplets and
the extracted data has zero triplets, this is a true neg-
ative. Every extracted triplet from a passage with zero
ground truth triplets is counted as a false positive. If
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the ground truth has one triplet and the extracted data
has zero triplets this is counted as a false negative. If
the ground truth has one triplet and the extracted data
has one equivalent triplet (we will define ”equivalent” be-
low) then this is counted as a single true positive. If the
ground truth has one triplet and the extracted data has
one inequivalent triplet then this is counted as a single
false positive. If the ground truth has one triplet and
the extracted data has multiple triplets they are each
compared against the ground truth sequentially, assign-
ing them as a single true positive if they are equivalent to
the ground truth triplet and a single false positive if they
are not equivalent to the ground truth triplet. However,
only one match (a match is an equivalent pair of triplets)
can be made of an extracted triplet to each ground truth
triplet for a given sentence, i.e., we consider the ground
truth triplet to be used up after one match. Therefore,
any further extracted triplets that are equivalent to the
ground truth triplet are still counted as each contribut-
ing a single false positive. Finally, we consider the case
where ground truth has multiple triplets. In this case, if
the extracted data has no triplets it is counted as a mul-
tiple false negatives. If the extracted data has one triplet
and it is equivalent to any ground truth triplet that is
counted as one true positive. If the extracted data has
multiple triplets each one is compared to each ground
truth triplet. If a given extracted triplet is equivalent
to any one of the ground truth triplets that extracted
triplet is counted as a true positive. However, as above,
each ground truth triplet can only be matched once, and
any addition matches of extracted triplets to an already
matched ground truth triplet are counted as one addi-
tional false positive.

In the above we defined ”equivalent” triplets in the fol-
lowing way. First, equivalent triplets had to have identi-
cal units and values (if uncertainty was present, it did not
have to be extracted, but if it was extracted it had to be
extracted properly as well). Second, equivalent triplets
had to have materials names in the ground truth and ex-
tracted text that uniquely identified the same materials
system (e.g., Li17Si(4−x)Gex (x=2.3) and Li17Si1.7Ge2.3
would be equivalent but ”Zr-Ni alloy” and ”Zr62Ni38”

would not). These requirements for equivalent triplets
are quite unforgiving. In particular, in many cases where
we identified false positives the LLM extracted data that
was partially right or had just small errors. This fact
suggests that better precision and recall might be ob-
tained with some human input or further processing.
Overall we believe the above methods provide a rigor-
ous and demanding assessment of the ChatExtract ap-
proach. For ChatGPT API (gpt-3.5-turbo-0301) and
(gpt-4-0314), default parameters were used, except
for temperature frequency and presence penalties, which
have been set to zero. No system prompt was used.
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