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Abstract— This paper addresses the challenge of mutual
interference (MI) in phase-modulated continuous wave (PMCW)
millimeter-wave (mmWave) automotive radar systems. The
increasing demand for advanced driver assistance systems
(ADAS) has led to a proliferation of vehicles equipped with
mmWave radar systems that operate in the same frequency
band, resulting in MI that can degrade radar performance
creating safety hazards. We consider scenarios involving two
similar PMCW radar systems and propose an effective technique
for a cooperative design of transmit waveforms such that the
MI between them is minimized. The proposed approach is
numerically evaluated via simulations of a mmWave automotive
radar system. The results demonstrate that the proposed
technique notably reduces MI and enhances radar detection
performance while imposing very little computational cost and
a negligible impact on existing infrastructure in practical
automotive radar systems.
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I. INTRODUCTION

Millimeter-wave (mmWave) automotive radar systems have
gained significant attention due to their accurate object
detection capabilities in challenging environments. Compared
to cameras and Lidar, mmWave radar systems excel in heavy
rain, fog, snow, and smoke [1], [2]. Operating within the
77 GHz to 81 GHz frequency range, these systems utilize
high-frequency continuous waves (CW) for object detection.
However, their poor angular resolution limits the detection
of fine spatial details. Multiple-input multiple-output (MIMO)
technology can improve the resolution, but it also introduces
mutual interference (MI) challenges.

MI arises in MIMO radar systems when multiple
transmitters operate in close proximity, leading to increased
noise floor and reduced detection accuracy and reliability.
Advanced signal processing techniques such as digital
beamforming and adaptive filtering can mitigate this issue
[3]. As the number of radar systems in vehicles grows and
the mmWave frequency band becomes more congested, MI
becomes increasingly problematic [4]. Modulation techniques,
such as phase-modulated continuous wave (PMCW) and
orthogonal frequency-division multiplexing (OFDM), offer
advantages over traditional frequency-modulated continuous
wave (FMCW), but they require higher sampling rates and
sophisticated transceiver hardware [5].

Research in MI mitigation has focused on waveform
design for FMCW radar systems [6], [7], [8], [9], [10].

Adaptive waveforms applied in slow-time or fast-time signals
have been proposed, including slow-time coded waveforms,
fast-generating adaptive slow-time coding schemes, and
fast-time coding schemes [11]. Pseudo-orthogonal noise
waveforms and specialized slow-time waveforms like the
golden code and the linear frequency modulated CAZAC code
have also been explored [8], [9], [10].

This paper focuses on mitigating MI among PMCW radars.
While studies have addressed MI between FMCW and PMCW
radars (see [12], [13], [14], [15] and the references within),
there is a research gap in waveform design for PMCW systems,
especially when radar systems possess similar physical
parameters. A novel framework for designing collaborative
waveforms is proposed to address this gap. The framework can
handle non-convex objectives, is computationally efficient for
practical implementation, and requires minimal modifications
to the transceiver infrastructure.

II. PROBLEM FORMULATION
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Fig. 1.  Simplified illustration of the PMCW radar operation and
PMCW-PMCW MI between two vehicles.

A. PMCW Signal Model

In this section, we formulate the PMCW radar model. We
consider two PMCW automotive radar systems, depicted in
Fig. 1, which are similar and mutually cooperative. These
radars operate within the same frequency band. The transmit
signal of both PMCW radars in a single burst of the signal
can be described as

s(t) =exp(j2rfet + (1)), 0 <t < T, (1)

where f. is the carrier frequency, T is the pulse repetition
interval (PRI) and ¢(t) is the modulation phase waveform [4].
If the chip duration is T, then we denote the phase shift of the
k-th chip by x;, = e*® for ¢ in the interval kT, <t < (k +
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We assume that N bursts of the signal is transmitted in one
coherent processing interval (CPI). Therefore, the transmitted
signal is
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We consider a single target, located at range R and moving
with velocity v towards the radar, which reflects back the
radar signal. The two-way target propagation delay is 7,.(¢) =
Q(L:J” =Y. — 27”15, where c is the speed of light. The received
signal is

Sr(t) = arS(t —7.(t))
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where we assumed v < ¢ for the approximation. We assume
the cooperative performance of the two radars eliminates the
carrier frequency offset (CFO) in the receiver. After mixing
the received signal Sg(t) with the conjugate of the carrier
frequency, we assume the term e 327/7r is absorbed in .
We denote f, . = 2v fc as the Doppler frequency to obtain
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As illustrated in Fig. 1, in the ADC, the time is split into
fast time ¢’ and slow time index n, with time interval 7' as
t =t +nT,t €[0,T). In the fast-time, the signal can be
sampled with interval T, i.e., at t' = mT,, to obtain
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where ; ; is the Kronecker delta function with 7, = T—Tj is

the number of code shifts due to the target at a range R. As
illustrated in Fig. 1, in the receiver, the discrete signal in (6)
will go through the correlator to yield the range profiles. The
correlation between (6) and (2) is
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which is the range profile of the target [13]. The impact of
the second radar, acting as an interferer, on the range profile
observed in the victim radar is represented in the following
model.

B. Mutual Interference Model

The victim radar system receives a signal from the
interferer radar transmitter that can be falsely interpreted by the
receiver as a reflected signal from a target. Such interference
when the two radars are transmitting PMCW is referred to as
PMCW-PMCW interference [16]. In this section, the interferer
PMCW radar system, transmitting signal with phase code
Y = [Yos---Yp_,] ", similar to (2) is assumed to interfere with
the victim radar transmitting PMCW signal with phase code
x =[x 7, ,]". We define the one-way delay associated

(R, —v,t) v
= =, = L, where

0
with the interference as 7, (t) =
R, is the distance between two radar systems and v, is
the relative velocity between the two. Let f,, = %f fe be
the Doppler frequency associated with the interference. The
interference samples in the receiver of the victim radar are
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with 7, = |7-| being the number of code shifts due to
interference. It is worth highlighting that the cooperative
performance of the two radars allows us to compensate for the
desynchronization and differing PRI between them effectively.

IIT. MUTUAL INTERFERENCE MITIGATION

The received signal is formulated as

r[m,n] = r.[m,n] +r [m,n] +w[m,n]
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where w[m, n] represents the signal-independent disturbance,
e.g., the receiver noise. In the receiver, (9) will go through the
Doppler processor by applying the discrete Fourier transform
(DFT) to the slow-time samples. As a result, the range-Doppler
(RD) map is
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where fd,T = fd,TT’ fd,I = f4,T and Dy (z) = (nz) is
the Dirichlet function. A moving target changes the phases of
the chips. This phenomenon is indicated by the ei27f-.-(m+k)Te
terms in (10). As a result, the received sequence will not be
a pure binary sequence. This sensitivity to Doppler-induced
phaseshift known as Doppler intolerance [18] creates small



sidelobes along the range profile as shown in Fig. 2a. It is also
readily known that, for PMCW radars, the RD estimations are
not coupled [13].

As mentioned in [12], the typical Doppler frequency is
very low compared to the time scale of fast-time processing
ie. f,, < 1/T.. It is evident from (10), that the interference
is scaled by the cross-correlations in each range bin. We define
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and fd,l = f, ;/ Tc. One can verify from (10) that |rl$y(fdl)\ for
Il = m—n, is a dominant interfering term. In order to mitigate
the MI between the two radar systems, we propose to suppress
the interference power |r},( f ...)|[>. Hence, we consider the
following optimization problem with respect to the two codes
x and y:
Py miriciglize |7"lzy(f)|2
subject to  |xg| =1, |yx| =1, Vk. (12)

In practical scenarios, the victim and interferer radar on
vehicles have asynchronous transmission and neither 7, nor
fd7 1 are known. Therefore, we seek to minimize interference
on multiple grid points as

L P
P : minimize Z Z \Tiy(fp)|2
X,y
I=—(L)p=—P

subject to  |xg| =1, |yx| =1,Vk. (13)

The value of P is governed by the maximum Doppler
frequency of interest. The range of the interference causing
the code-shift n; affects many range bins according to the
relation | = m — n,, therefore we choose a large enough L in
order to mitigate the effect of interference in all range bins.

Remark 1. The expression in (11) may be recast as
iy (£5) = x""Diag (f,) C1y (14)

where f, = [1,e12™fr ... 27 (K=Dfp]T and

c,=cCcl = [E Ifg—l} . (15)

The optimization problem (13) is non-convex due to the
unimodularity constraints. Herein, we propose to tackle the
problem in a cyclic manner. Specifically, in the s-th iteration
of our cyclic optimization algorithm , we first optimize x for
fixed y(s_l) and set the optimal solution as x($) Then, ceteris
paribus, we optimize y for fixed x(*~1). In the following, we
present the solution to the two sub-problems involved in each
iteration. But first, we remark on the unimodular quadratic
programs (UQPs) and the power-method-like (PMLI) iterations
to tackle such problems.

Remark 2. A UQP is defined as

maximize x' Gx, (16)
xeQK

where QF = {x|z), = ¢, w € [0,27),k € {0,..., K — 1}}
is the set of unimodular vectors. The sequence of unimodular
vectors at the s-th PMLI iteration

o) gos(Gx), an

leads to a monotonically increasing objective value for the
UQP, when G is a positive definite matrix. Moreover, in
a UQP the diagonal loading technique is used to ensure
the positive definiteness of the matrix, without changing the
optimal solution. Particularly, in (16), the diagonal loading
as G «— A\, I — G, with A being slightly larger than the
maximum eigenvalue of G, results in_an equivalent problem
and leaves us with a positive definite G [19].

e Optimization of x for a fixed y: By substituting (14) in
(13), the associated problem becomes

P5 : minimize x"B,x
X

subject to  |xg| =1,Vk, (18)

where

L P
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By the diagonal loading technique introduced in Remark 2, we
have the positive definite matrix B, = A\,;,,I — B, and obtain
the equivalent problem

P’3 : maximize x"B,x
I ;

subject to  |ag| =1,Vk. (20)

e Optimization of y for a fixed x: The problem with respect
to y, mutatis mutandis, is
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where ]~3m =\, —B,, and
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We cyclically optimize the subproblems P’3 and Py, until
convergence. Each of the subproblems is tackled by PMLI
iterations introduced in Remark 2. The steps of the proposed
algorithm are summarized in Algorithm 1. The objective value
of (13) at iteration s is denoted by J (),

In the following, we numerically evaluate the proposed
algorithm.

IV. NUMERICAL EVALUATION

We consider two vehicles mounted with radars transmitting
PMCW waveform operating at f. = 79 GHz and pulse
duration of T = 6.66 ns. N = 140 burst of the signal
is transmitted and a white Gaussian noise distributed as
N(0,10721) is added to the received signal, and target and
interferer RCS are assumed to be 35 dBsm. The target is



Algorithm 1 PMCW waveform design for MI mitigation

Initialize: x°, y(©), s = 0.
Output: x*, y*.
: while |(J(S+1) _ J(s))/J(S)| > ¢ do
Update ﬁés), te0
repeat ¢ < ¢+ 1
x(s:t) — ejarg(ﬁgj‘)x(s,tfn)

1
2
3
4
5: until convergence
6 x(8)  x(s:t)
7 Update BY .t 0
8 repeat ¢ <1t +1
9 y(s’t) — 6jarg(Ba(rs)y(s.t—l))
10: until convergence
1: - y®) —ybst
12: end while
return x* = x(®) and y* = y ().

placed at a range R = 20 m and moving with velocity v = 30
m/s. The interferer radar is assumed to be located at a range
R, = 200 m with relative velocity v; = —20 m/s. The
2D RDmap of the target scene, as seen in the victim radar,
is illustrated in Fig. 2a and 2b for PMCW waveform with
K = 50 chips generated randomly and using Algorithm 1,
respectively. One can observe that in Fig. 2a, the power of the
interference is strong which leads to false alarm.

The optimized PMCW waveforms appear to effectively
mitigate the interference and therefore improve the target
detection performance of the radar.

a0 40

Velocity (m/s)
°

20 40 60 80
Range (m)

(@ (b)

Fig. 2. RDmap of a single target with (a) random PMCW signal and (b)
PMCW waveforms generated from Algorithm 1.
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V. DISCUSSION

This paper examines the MI between two PMCW radars
and introduces a cost-effective computational algorithm for
designing transmit waveforms based on unimodular quadratic
programming. The proposed algorithm demonstrates excellent
performance when the two radars cooperate and share the
designed waveform. Extending this research to automotive
systems with a significant number of MIMO radars, where
minimizing interference between any pair is crucial, represents
an ongoing and highly desired challenge.
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