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Abstract

The reconstruction of quantum states from experimental measurements, often achieved using quantum state to-
mography (QST), is crucial for the verification and benchmarking of quantum devices. However, performing QST for
a generic unstructured quantum state requires an enormous number of state copies that grows exponentially with the
number of individual quanta in the system, even for the most optimal measurement settings. Fortunately, many phys-
ical quantum states, such as states generated by noisy, intermediate-scale quantum computers, are usually structured.
In one dimension, such states are expected to be well approximated by matrix product operators (MPOs) with a finite
matrix/bond dimension independent of the number of qubits, therefore enabling efficient state representation. Never-
theless, it is still unclear whether efficient QST can be performed for these states in general. In other words, there exist
no rigorous bounds on the number of state copies required for reconstructing MPO states that scales polynomially
with the number of qubits.

In this paper, we attempt to bridge this gap and establish theoretical guarantees for the stable recovery of MPOs
using tools from compressive sensing and the theory of empirical processes. We begin by studying two types of
random measurement settings: Gaussian measurements and Haar random rank-one Positive Operator Valued Measures
(POVMs). We show that the information contained in an MPO with a finite bond dimension can be preserved using
a number of random measurements that depends only linearly on the number of qubits, assuming no statistical error
of the measurements. We then study MPO-based QST with physical quantum measurements through Haar random
rank-one POVMs that can be implemented on quantum computers. We prove that only a polynomial number of state
copies in the number of qubits is required to guarantee bounded recovery error of an MPO state. Remarkably, such
recovery can be achieved by performing each random POVM only once, despite the large statistical error associated
with the outcome of each measurement. Our work may be generalized to accommodate random local or t-design
measurements that are more practical to implement on current quantum computers. It may also facilitate the discovery
of efficient QST methods for other structured quantum states.

1 Introduction
Driven by advances in hardware and experimental techniques, the size of quantum computers has rapidly increased
in recent years, with some of the most advanced processors having over 100 qubits [1–3]. As quantum computing
and quantum simulation continue to advance, fully characterizing the large quantum many-body states produced by
experimental quantum devices has become a significant challenge, as the number of parameters needed to characterize
these states scales exponentially in the number of qubits in general. Nevertheless, for verification and benchmarking
purposes, it is important to reconstruct such quantum states with an affordable amount of resources and with high
accuracy.

The reconstruction of quantum states is typically achieved by a technique known as quantum state tomography
(QST) [4]. A standard QST problem aims to find a density matrix that describes the quantum state under interest
with high accuracy.1 In a quantum system consisting of n qudits (which are d-level quantum systems; qubits have
d = 2), the state can be expressed by a density matrix ρ of size dn × dn. To find ρ of an experimental quantum
state, in general we need to perform quantum measurements on many identical copies of the state. Any physical
measurement on a quantum system is described by a Positive Operator-Valued Measure (POVM), which is a collection
of positive semi-definite (PSD) matrices or operators {A1, . . . ,AK} that sum to the identity operator. Each operator
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1See Section 2 for an overview of basic quantum mechanics.
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Ak (k = 1, . . . ,K) in the POVM corresponds to a possible measurement outcome, and the probability of obtaining
that outcome is given by pk = trace(Akρ). Thus, this probabilistic nature of quantum measurements often requires
the state to be measured many (say M ) times with the same POVM to obtain an approximately accurate statistical
estimate p̂k of each pk. Without considering the statistical error, {pk} can be viewed as K linear measurements of the
state ρ. Thus, adopting terminology from machine learning, we may refer to {pk} and their empirical estimates {p̂k}
as population and empirical measurements of the state, respectively. From this viewpoint, QST can be viewed as
a matrix sensing problem [5,6], but with a specific type of measurement operator, and with measurements that are
inherently probabilistic. Furthermore, according to quantum mechanics, when a projective measurement is performed
on a quantum state, the state collapses to one of the possible eigenstates of the measured observable, resulting in a
different state in general. Therefore, we need many identical copies of the state for performing many measurements.
Typically, an interesting quantum many-body state can be generated using a quantum computer or quantum simulator
in a time scale ranging from microseconds to milliseconds for common hardware platforms. If the number of state
copies required by QST scales exponentially in the number of qudits, then we cannot perform QST in practice for even
a few tens of qubits.

Many different methods have been proposed for QST, including maximum likelihood [7,8], Bayesian [9–11], region
[12,13], and least squares [14,15] estimators, and machine learning techniques [16–18]. For generic quantum states, the
number of state copies needed for QST always grows exponentially with the number of qudits. A significant amount
of work has been dedicated, however, to optimal QST methods for states represented by low-rank density matrices,
which are physically common [19–23]. Various measurement settings have been adopted in this context, including
4-design [19], Pauli [20,24], Clifford [21], Haar-distributed unitary [22], etc. It has been shown that as long as the
measurements are performed on one state at a time, a minimum number of total state copies proportional to dnr2/ϵ2

is required to estimate a rank-r density matrix with accuracy given by ϵ in the trace norm between the reconstructed
density matrix and the true density matrix [21,23]. This means that even for a rank-one density matrix (corresponding
to a pure quantum state that can only be created by a noiseless quantum device), the number of state copies required
for QST still scales as 2n for n qubits.

To achieve QST for current quantum computers at the scale of ∼100 qubits, the number of required state copies
should scale only polynomially with the number of qubits n. This is possible only if the target state itself is structured
in a way such that it has a compact representation with poly(n) independent parameters. Fortunately, many physical
quantum states indeed have such structure. Examples include ground states of most quantum systems with short-range
interactions and states generated by such quantum systems in a finite amount of time [25]. These states usually do
not contain a large amount of quantum entanglement such that a compact representation via a matrix product state
(MPS) or tensor network is often possible [25]. A similar intuition applies to states generated by noisy quantum
computers, where the noise could also limit the amount of quantum entanglement and thus enable an efficient state
representation. In particular, it has been recently shown that states generated by a one-dimensional noisy quantum
computer are well approximated by matrix product operators (MPOs) with a finite matrix dimension [26]. Therefore,
it becomes practically important to find efficient QST methods for states with an efficient MPO representation.

An MPO consists of nd2 matrices each with dimension at most r× r. The matrix dimension r is more often called
the bond dimension, or the rank of the MPO (see Section 2.3 for the detailed description of MPO). The MPO is also
mathematically equivalent to the tensor train (TT) used for compact representation of large tensors [27]. Assuming
the bond dimension r is finite, the MPO contains a number of parameters that scales only linearly with the number
of qudits, and is thus a very efficient representation. Nevertheless, such an efficient representation does not guarantee
that the number of state copies required for QST is also small. In fact, for a general MPO state with bond dimension
r, there exists no known QST method that guarantees a required number of state copies that scales polynomially with
the number of qubits [28,29]. This is in contrast to an MPS state (a pure state with a compact representation using nd
matrices), where such a guarantee exists for almost all physical MPS states [30–36]. Therefore, we ask the following
main question:

Question: Given a structured n-qudit quantum state represented by a finite bond dimension MPO, is it possible to
reconstruct the state with guaranteed accuracy using only poly(n) state copies?
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1.1 Main results
In this paper, we show that the answer to the above main question is yes, assuming that we can perform measurements
of the given quantum state in Haar random bases. We note that this affirmative answer does not imply efficient QST
for general MPO states since an exponentially large number (in n) of local quantum gates may be required to achieve
such Haar random basis measurements. Nevertheless, our results paves the way to fully efficient QST methods as one
may be able to reduce such number of required local quantum gates to polynomial in n via unitary t-designs [37].

Our particular focus on Haar random bases is motivated by the tremendous success of randomized measurements in
compressive sensing for signals exhibiting low-dimensional structure such as sparse, low rank, or manifold structure [5,
38–42]. The incorporation of randomness often enables nearly optimal upper bounds to be established for the sufficient
number of measurements to recover structured signals. Moreover, randomized measurements have been recognized
as a powerful tool that can efficiently transform quantum systems into classical representations, capturing numerous
features of the original quantum state [21,43,44]; see [45] for a review on this topic.

The first main contribution of this paper—presented in Section 3—is that we investigate the number of population
measurements (without statistical errors) to guarantee a stable embedding of MPOs. In particular, we first establish the
restricted isometry property (RIP, see Definition 2) for complex Gaussian measurements where each matrix element
of Ak is an independent and identically distributed (i.i.d.) standard complex Gaussian random variable for all k =
1, . . . ,K. Although these measurement operators are not PSD and may not be implementable in practical quantum
experiments, this analysis sheds light on the optimal number of population measurements to ensure unique recovery
of the MPO. We then study rank-one Gaussian measurement ensembles {Ak} taking the form Ak = aka

H
k where

ak is randomly generated from a multivariate Gaussian distribution. As such rank-one measurements do not obey the
RIP condition [46], we instead establish a weaker version of an embedding guarantee. In order to do this, we use
Mendelson’s small ball method [42,47,48], which has previously been used to establish stable embeddings for low-
rank matrices under rank-one measurements [19]. For both generic Gaussian measurement ensembles and rank-one
Gaussian measurement ensembles, we show that Ω̃(nd2r2) total linear measurements2 are sufficient to achieve stable
embeddings of MPOs with high probability. This result is nearly optimal as the MPO contains nd2r2 independent
parameters.

We then extend the results to Haar random rank-one POVMs, where each POVM is a collection of PSD matrices
{ϕkϕHk }, k = 1, . . . , dn with Φ =

[
ϕ1 · · · ϕdn

]
being a Haar-distributed random unitary matrix. As will be

formally illustrated in Section 2, such a measurement scheme is equivalent to first rotating the state with the unitary
matrix Φ and then performing measurements in the standard computational basis, which can be implemented (albeit
not efficiently) on current quantum computers [21]. We establish similar stable embedding results for Q = Ω̃(nd2r2)
such random rank-one POVMs, assuming zero statistical error.

Second, we study the recovery of an MPO from empirical quantum measurements (physical measurements con-
taining statistical errors) and establish recovery bounds with respect to the number of state copies, using the above-
mentioned Haar random measurement bases. The second main contribution of this paper—presented in Section 4—is
that we establish theoretical bounds on the accuracy of a particular estimator—the solution to a constrained least-
squares optimization problem—for recovering an MPO. We summarize the results informally as follows.

Theorem 1 (informal version of Theorem 5). Given an n-qudit MPO state with bond dimension r, randomly generate
Q Haar random rank-one POVMs and perform measurements with each POVM M times. For any ϵ > 0, assume
Q = Ω̃(nd2r2) and the number of total state copies QM = Ω̃(n3d2r2/ϵ2). Then, with high probability, a properly
constrained least-squares minimization with the empirical measurements stably recovers the ground-truth state with
ϵ-closeness in the Frobenius norm.

Our result ensures a stable recovery of the ground-truth state with a total number of state copies QM growing only
polynomially in the number of qudits n. Compared to the requirement of Ω(dn) state copies for estimating a low-rank
state, utilizing the MPO structure can significantly reduce the number of state copies (from dn to n3). In addition,
there is no other requirement on the number of state copies M for each POVM. In other words, our result also provides
theoretical support for the practical use of single-shot measurements (setting M = 1, i.e., measuring each POVM only
once) that have been practically adopted in [32,43].

We note that obtaining the constrained least squares estimate requires solving a nonconvex problem. To tackle this
problem, we employ iterative hard thresholding (i.e., projected gradient descent) [49] and showcase its efficacy through

2The notation Ω̃(·) is defined in Section 1.3.
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numerical experiments. We do not provide a formal guarantee for the algorithm and leave its analysis for future work.

1.2 Related work involving tensor train decompositions
Having mentioned that the MPO model is equivalent to a tensor train (TT) decomposition, we discuss some related
work on sampling and recovery of tensors. The work [49] established the first RIP bound for structured tensors
(including the TT format) with real generic subgaussian measurements. Our proof of the RIP for complex Gaussian
measurements uses the same technique as [49]; see the discussion following Theorem 6 for more information. The
work [50] studied the tensor completion problem with random samples of a TT format tensor, but the result requires an
exponentially large number of samples. Another line of work [51–53] extended matrix cross approximation techniques
[54–56] for computing a TT format from selected subtensors. The work [57] has provided accuracy guarantees in terms
of the entire tensor for TT cross approximation, and the work [29] applied TT cross approximation for reconstructing
MPOs by only measuring local operators. Numerical simulation results demonstrate the effectiveness of this technique,
but no explicit theoretical bound on the number of state copies is provided [29]. While the algorithm is not the focus of
this work, we note that there are many proposed algorithms for estimating TT format tensors from linear measurements
[49,50,58–63]. These include algorithms based on convex relaxation [58,59], alternating minimization [60], projected
gradient descent (also known as iterative hard thresholding (IHT)) [49], and Riemannian methods [50,62,63].

1.3 Notation
We use calligraphic letters (e.g., X ) to denote tensors, bold capital letters (e.g., X) to denote matrices, bold lowercase
letters (e.g., x) to denote vectors, and italic letters (e.g., x) to denote scalar quantities. Elements of matrices and tensors
are denoted in parentheses, as in Matlab notation. For example, X (i1, i2, i3) denotes the element in position (i1, i2, i3)
of the order-3 tensor X . The calligraphic letter A is reserved for the linear measurement map. For a positive integer
K, [K] denotes the set {1, . . . ,K}. The superscripts (·)T and (·)H denote the transpose and Hermitian transpose
operators, respectively. For two matrices A,B of the same size, ⟨A,B⟩ = trace(AHB) denotes the inner product
between them. ∥A∥ (or ∥A∥2→2) and ∥A∥F respectively represent the spectral norm and Frobenius norm ofA. For a
vector a of size N × 1, its ln-norm is defined as ||a||n = (

∑N
m=1 |am|n) 1

n . For two positive quantities a, b ∈ R, the
inequality b ≲ a or b = O(a) means b ≤ ca for some universal constant c; likewise, b ≳ a or b = Ω(a) represents
b ≥ ca for some universal constant c. We define Ω̃ as the function obtained by removing the logarithmic factors from Ω.

2 Quantum Mechanics
Quantum mechanics is a mathematical framework for the development of quantum theories [64]. While this subject
may be unfamiliar to some researchers in information theory and signal processing, fortunately, most of its essential
concepts can be understood using basic concepts from linear algebra and probability. In this section, we review the
elements of quantum mechanics necessary for describing QST.

2.1 States and density operators
In quantum mechanics, the state of an isolated quantum system is fully described by a state vector |ψ⟩ (using the Dirac
notation), which represents a unit-length vector in a complex vector space known as the Hilbert space. For example,
the state of the simplest quantum system, known as a qubit, is represented by a vector in a two-dimensional Hilbert
space. One can choose two orthonormal basis vectors for this Hilbert space denoted by |0⟩ and |1⟩, which represent
two distinct physical states of a qubit (e.g., the lowest and second-lowest energy states of an atom). An arbitrary state
of the qubit can then be written as |ψ⟩ = a|0⟩ + b|1⟩, where a and b are complex numbers satisfying |a|2 + |b|2 = 1,
which ensures that |ψ⟩ is unit length. The state vector |ψ⟩ can thus be equivalently represented by a 2× 1 vector

ψ :=

[
a
b

]
∈ C2.

A qudit is a generalization of the idea of a qubit to a d-level system or d-dimensional Hilbert space, where each
state vector can be equivalently represented by a unit-length vector in Cd. While most quantum computers process
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information using qubits just as most classical computers use bits, we use qudits in this paper for a more general
framework, as they are commonly used for quantum simulation and may be used for future quantum computers as
well.

A quantum system can consist of multiple qudits. For such many-body systems, which are the focus of this paper,
the full state space is the tensor product of the state spaces of each qudit. Specifically, for a composite system of n
qudits, each state vector ψ belongs to Cdn and has unit length.

Until now we have considered quantum systems whose state can be fully described by a state vector ψ. Such a
quantum system is said to be in a pure state. More broadly, though, a quantum system can be in one of a number of
states ψi with respective probabilities αi. In this case, we say the quantum system is in a mixed state, which may be
described as {αi,ψi} where 0 ≤ αi ≤ 1 are the probabilities with

∑
i αi = 1. A mixed state naturally arises due to

the interactions (which create quantum entanglement) between the quantum system and its environment, such that the
state of the system becomes indeterminate.

A quantum system in a mixed state is described by a density operator or density matrix.3 The density operator of a
pure state ψ ∈ Cdn is given by

ρ = ψψH ∈ Cd
n×dn .

For a mixed state, the density operator can be written as

ρ =
∑
i

αiψiψ
H
i ∈ Cd

n×dn .

Thus, a density operator with rank equal to one corresponds to a pure state; otherwise it corresponds to a mixed state.
In all cases, we have that (i) the density operator ρ ⪰ 0 is a PSD matrix, and (ii) trace(ρ) = 1.

2.2 POVM measurements
Quantum state tomography aims to construct or estimate the density operator ρ of a quantum system using measure-
ments on an ensemble of identical quantum states. Many copies of the quantum state are needed due to the probabilistic
nature of quantum measurements, which are described using Positive Operator Valued Measures (POVMs) [64].

Definition 1 (POVM and quantum measurements [64]). A Positive Operator Valued Measure (POVM) is a set of PSD
matrices {A1, . . . ,AK} such that

K∑
k=1

Ak = I. (1)

Each POVM element Ak is associated with a possible outcome of a quantum measurement, and the probability pk of
detecting the k-th outcome when measuring the density operator ρ is given by

pk = ⟨Ak,ρ⟩ , (2)

where
∑K
k=1 pk = 1 due to (1) and the fact that trace(ρ) = 1. We often repeat the measurement process M times and

take the average of the statistically independent outcomes to generate the empirical probabilities

p̂k =
fk
M
, k ∈ [K] := {1, . . . ,K}, (3)

where fk denotes the number of times the k-th outcome is observed in the M experiments. For convenience, we call
{pk} and {p̂k} the population and empirical (linear) measurements, respectively.

Collectively, the random variables f1, . . . , fK are characterized by the multinomial distribution Multinomial(M,p)

[65] with parameters M and p =
[
p1 · · · pK

]⊤
, where pk is defined in (2). It follows that the empirical probability

p̂k in (3) is an unbiased estimator of the probability pk. One can bound the estimation error |p̂k − pk| by O(1/
√
M)

3Formally speaking, a density matrix is a representation of a density operator in a given choice of basis in the underlying Hilbert space. In this
paper, we always choose the standard computational basis for the qudits denoted by {|0⟩, |1⟩, · · · , |d−1⟩}. Therefore, we use the two terms density
matrix and density operator interchangeably.
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with high probability via concentration inequalities. For example, the Dvoretzky-Kiefer-Wolfowith (DKW) theorem
[66,67] ensures that the empirical probability p̂k is close to pk for all k simultaneously when M is sufficiently large.
In particular, for any ϵ > 0,

P
(
max
k

|pk − p̂k| ≥ ϵ

)
≤ 2e−

1
2Mϵ2 . (4)

Rank-one POVMs A particular type of POVM that is commonly used in practice is the rank-one POVM of the form
{Ak = ϕkϕ

H
k } with

∑K
k=1 ϕkϕ

H
k = I. In this case, the probability in (2) can be rewritten as

pk = ⟨Ak,ρ⟩ =
〈
ϕkϕ

H
k ,ρ

〉
= ϕHk ρϕk. (5)

When Φ =
[
ϕ1 · · · ϕK

]
∈ Cdn×K further forms an orthonormal basis, in which case K = dn, we call

{ϕkϕHk }Kk=1 a Haar random rank-one POVM. In this case, it is revealing to write

pk =
〈
ϕkϕ

H
k ,ρ

〉
= ϕHk ρϕk = eHk

(
ΦHρΦ

)
ek, (6)

where the last equation implies that the measurement is equivalent to first applying the unitary operator Φ to the
unknown state ρ 7→ ΦHρΦ and then performing measurements in the canonical basis e1, . . . , edn . Both steps can be
implemented on a universal quantum computer in practice, though the number of single and two-qubit quantum gates
required of preparing the unitary matrix Φ in general scale exponentially with the number of qubits [68]. Nevertheless,
the use of Haar random rank-one POVMs is common in QST as it often provides the minimal number of required state
copies [21].

Experimentally, QST always utilize the empirical probabilities {p̂k} in order to recover or estimate the unknown
density operator ρ. Note that in general the outcomes from a single POVM are not sufficient to recover the underlying
density operator ρ since the number of measurements is much smaller than the size, dn × dn, of ρ. For example, a
Haar random rank-one POVM only provides dn linear measurements. Thus, a complete measurement scheme often
consists of measuring the state using more than one POVM to generate more measurements.

Ensembles of POVMs Suppose we have Q POVMs {Ai,1, . . . ,Ai,K} for i = 1, . . . , Q; for simplicity, we assume
that each POVM contains the same number of PSD matrices, although in general this may vary between POVMs. We
use each POVM to measure a state M times to obtain the empirical measurements as described in Definition 1.

The experimental costs of acquiring measurements with ensembles of POVMs, including the required number of
total state copies QM , remain prohibitively high for general states, making such measurements impractical for large
quantum systems. Fortunately, practical quantum states exhibit certain low-dimensional structure that can be exploited
for the inverse process. For example, the low-rank model has been widely used to reduce the number of measurements
in QST [20,21,23]. However, for a low-rank density operator with rank r, at least Ω(dnr2) state copies are needed
for stable recovery [21]. The required number of state copies grows exponentially with the number of qudits, making
the low-rank model inefficient for large quantum systems. However, another compact representation, called the matrix
product operator (MPO) [36], has emerged for approximating practical density matrices [26]. As formally described
in the next subsection, the MPO representation is remarkably scalable as its number of parameters only grows linearly
in terms of the number of qudits.

2.3 Matrix Product Operator (MPO)
For a density matrix ρ ∈ Cdn×dn corresponding to an n-qudit quantum system, we use a single multi-index i1 · · · in
(correspondingly j1 · · · jn) to specify the indices of rows (correspondingly columns), where i1, . . . , in ∈ [d].4 Then
we say ρ is an MPO if we can express its (i1 · · · in, j1 · · · jn)-element as the following matrix product [35]

ρ(i1 · · · in, j1 · · · jn) =Xi1,j1
1 Xi2,j2

2 · · ·Xin,jn
n , (7)

where Xiℓ,jℓ
ℓ ∈ Crℓ−1×rℓ with r0 = rn = 1. See Figure 1 for an illustration. The dimensions r = (r1, . . . , rn−1)

are often called the bond dimensions5 of the MPO in quantum physics, though we may also call them the MPO ranks.
4Specifically, i1 · · · in represents the (i1 +

∑n
ℓ=2 d

ℓ−1(iℓ − 1))-th row.
5It is also common to simply call r = max{r1, . . . , rn−1} the bond dimension.
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where L(Xℓ) andR(Xℓ) are often called the left unfolding and right unfolding ofXℓ, respectively, if we viewXℓ as a
tensor. We say the decomposition (9) is minimal if the rank of the left unfolding matrix L(Xℓ) is rℓ and the rank of the
right unfolding matrixR(Xℓ) is rℓ−1. The dimensions r = (r1, . . . , rn−1) of such a minimal decomposition are called
the TT ranks of X . According to [70], there is exactly one set of ranks r that X admits a minimal TT decomposition.
Moreover, in this case, rℓ equals the rank of the ℓ-th unfolding matrix X⟨ℓ⟩ ∈ Cd2ℓ×d2n−2ℓ

of the tensor X , where
the (s1 · · · sℓ, sℓ+1 · · · sn)-th element of X⟨ℓ⟩ is given by X⟨ℓ⟩(s1 · · · sℓ, sℓ+1 · · · sn) = X (s1, . . . , sn). This can also
serve as an alternative way to define the TT rank. As for the matrix case, for any MPO ρ of the form (7), there always
exists a factorization such that L(Xℓ) are unitary matrices for all ℓ = 1, . . . , n− 1; that is

L(Xℓ)
HL(Xℓ) =

∑
iℓ,jℓ

(
Xiℓ,jℓ
ℓ

)H
Xiℓ,jℓ
ℓ = Irℓ , ℓ = 1, . . . , n− 1, (10)

which is called the left-canonical form6 [74]. According to [70, Theorem 1], such a canonical form is unique up to
the insertion of orthogonal matrices between the factors. Thus, we will denote by Xr the set of MPOs with maximum
MPO rank equal to r:

Xr =
{
ρ ∈ Cd

n×dn : ρ = ρH ,ρ(i1 · · · in, j1 · · · jn) =Xi1,j1
1 Xi2,j2

2 · · ·Xin,jn
n , Xiℓ,jℓ

ℓ ∈ Crℓ−1×rℓ ,∑
iℓ,jℓ

(
Xiℓ,jℓ
ℓ

)H
Xiℓ,jℓ
ℓ = Irℓ , ℓ = 1, . . . , n− 1, r0 = rn = 1, r = max{rℓ}

}
.

(11)

Note that the set (11) contains not only PSD matrices but also non-PSD matrices. Indeed, one may impose additional
structure, such as [33, eq. (3)], on the factors {Xiℓ,jℓ

ℓ } to ensure ρ is PSD. However, the condition in [33, eq. (3)] is
only sufficient rather than necessary for ensuring ρ is PSD. Moreover, adding the PSD constraint does not significantly
reduce the number of degrees of freedom of elements in the set Xr. Therefore, in the following, we will simply focus
on the set of generic MPOs (11) without a PSD constraint.

Efficiency of MPO representation Due to the curse of dimensionality, the number of elements in the density matrix
ρ grows exponentially in the number of qudits n. In contrast, the MPO form (7) can represent ρ using only O(nd2r2)
elements, where r = max{r1, . . . , rn−1}. This makes the MPO form remarkably effective in combatting the curse of
dimensionality as its number of parameters scales only linearly in terms of n. The concise representation provided by
MPO is remarkably useful in QST since it may allow us to reconstruct a quantum state with both experimental and
computational resources that are only polynomial rather than exponential in the number of qudits [75–78]. Beyond
applications in quantum information processing, the equivalent form of TT decomposition mentioned above has also
been widely used for image compression [58,79], analyzing theoretical properties of deep networks [80], network
compression (or tensor networks) [81–86], recommendation systems [87], probabilistic model estimation [88], and
learning of Hidden Markov Models [89] to mention a few usages.7

Linear combination of MPOs In linear algebra, the (matrix) rank of the sum of two matrices is less than or equal
to the sum of the (matrix) ranks of these matrices. This also holds for MPO ranks. In particular, for any two MPOs
ρ̃, ρ̂ ∈ Cdn×dn of the form (7) with factors {X̃iℓ,jℓ ∈ Cr̃ℓ−1×r̃ℓ} and {X̂iℓ,jℓ ∈ Cr̂ℓ−1×r̂ℓ}, respectively, the elements
of their summation ρ = ρ̃+ ρ̂ can be expressed by

ρ(i1 · · · in, j1 · · · jn) =
[
X̃i1,j1

1 X̂i1,j1
1

] [
X̃i2,j2

2 0

0 X̂i2,j2
2

]
· · ·

[
X̃
in−1,jn−1

n−1 0

0 X̂
in−1,jn−1

n−1

][
X̃in,jn
n

X̂in,jn
n

]
, (12)

implying that the MPO ranks rℓ of ρ satisfy rℓ ≤ r̂ℓ + r̃ℓ for all ℓ = 1, . . . , n− 1.

6The right-canonical form refers to the case where R(Xℓ) are unitary matrices for all ℓ = 2, . . . , n.
7See [90] for a python library for TT decomposition.
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3 Stable Embeddings of Matrix Product Operators

3.1 Background
Measurements must satisfy certain properties to enable recovery of quantum states. One desirable property known as
a stable embedding has been widely studied and popularized in the compressive sensing literature [5,38–41]. In this
section, we will study the embedding of MPOs from various measurement types including quantum measurements.
Towards that goal, we will first consider population measurements, and in the next section, we will study stable recovery
with empirical measurements.

As described in Section 2.2, the population measurements from one POVM are linear measurements that can be
described through a linear map A : Cdn×dn → RK of the form

A(ρ) =

 ⟨A1,ρ⟩
...

⟨AK ,ρ⟩

 . (13)

According to the discussion in Section 2.2, the choice of {Ak} can vary. Our goal is to study the properties of the
associated measurement operators.

Our study of stable embeddings of MPOs from population measurements concerns the quantity ∥A(ρ)∥22. As
described in Section 3.2, a favorable situation is when A satisfies the restricted isometry property (RIP), where ∥A(ρ)∥22
is guaranteed to be proportional to ∥ρ∥2F for any MPO ρ. In some cases, only a lower bound on this proportionality
can be established. In particular, in Section 3.3, we establish a guarantee of the form

∥A(ρ)∥22 ≥ Cd,n,K∥ρ∥2F , (14)

where Cd,n,K is a positive constant depending on d, n,K, and the guarantee holds uniformly for all MPOs up to some
maximum rank. When this holds, then for any two MPOs ρ1 and ρ2, noting that ρ1 − ρ2 is also an MPO according to
(12), we have

∥A(ρ1)−A(ρ2)∥22 ≥ Cd,n,K ∥ρ1 − ρ2∥2F ,
which ensures distinct measurements (i.e., A(ρ1) ̸= A(ρ2)) as long as ρ1 ̸= ρ2.

In compressive sensing of sparse signals and low-rank matrices [5,38–41], uniform stable embeddings of all pos-
sible signals of interest can often be achieved by choosing the measurement operators randomly from a certain dis-
tribution. Thus, random matrices and projections have played a central role in the analysis of the associated inverse
problems [42]. In this section, we will study the embeddings of MPOs from linear measurements where the mea-
surement matrices {Ak} are generated from certain random distributions. Specifically, we will first study perhaps the
most generic random distribution where all the elements of Ak are independently generated from a Gaussian distri-
bution. We will then study rank-one random POVM measurements of the form Ak = aka

H
k with each ak randomly

generated from a multivariate normal distribution. Finally, we will study the physically realizable (though inefficient)
measurements acquired using multiple Haar random rank-one POVMs.

Normalized set of MPOs Since A(·) is a linear map, without loss of generality, we will focus on MPOs ρ ∈ Xr
with unit Frobenius norm. By the left-canonical form in (10), we have

∥ρ∥2F =
∑
i1,j1

· · ·
∑
in,jn

(
Xin,jn
n

)H · · ·
(
Xi1,j1

1

)H
Xi1,j1

1 · · ·Xin,jn
n

=
∑
i2,j2

· · ·
∑
in,jn

(
Xin,jn
n

)H · · ·
(
Xi2,j2

2

)H ∑
i1,j1

(
Xi1,j1

1

)H
Xi1,j1

1


︸ ︷︷ ︸

Ir1

Xi2,j2
2 · · ·Xin,jn

n

=
∑
i2,j2

· · ·
∑
in,jn

(
Xin,jn
n

)H · · ·
(
Xi2,j2

2

)H
Xi2,j2

2 · · ·Xin,jn
n = · · ·

=
∑
in,jn

Xin,jn
n

H
Xin,jn
n ,
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which together with ∥ρ∥2F = 1 also leads to
∑
in,jn

(
Xin,jn
n

)H
Xin,jn
n = 1. Thus, the set of all the MPOs ρ ∈ Xr

with unit norm, denoted by Xr, can also be expressed by

Xr =
{
ρ ∈ Cd

n×dn : ρ = ρH ,ρ(i1 · · · in, j1 · · · jn) =Xi1,j1
1 Xi2,j2

2 · · ·Xin,jn
n ,Xiℓ,jℓ

ℓ ∈ Crℓ−1×rℓ ,∑
iℓ,jℓ

(
Xiℓ,jℓ
ℓ

)H
Xiℓ,jℓ
ℓ = Irℓ , ℓ = 1, . . . , n, r0 = rn = 1, r = max{rℓ}

}
.

(15)

3.2 Restricted isometry property with generic Gaussian measurements
To provide a baseline for the sample complexity of population measurements, we begin by studying perhaps the most
generic type of random measurements, where each entry of Ak is i.i.d. standard complex Gaussian random variable
X = R(X) + iI (X) with R(X) and I (X) being independent and following N (0, 12 ), the Gaussian distribution
with mean 0 and variance 1

2 . Such measurements do not form a POVM and thus cannot be physically implemented in
quantum measurement systems. However, as Gaussian measurements provide the “gold standard” for random linear
measurement operators in many compressive sensing and low-rank matrix recovery problems, their sample complexity
for stable embeddings of MPOs provides useful insight.

Gaussian measurements can be shown to satisfy a strong type of stable embedding guarantee known as the restricted
isometry property (RIP).

Definition 2 (Restricted isometry property (RIP)). A linear operator A : Cdn×dn → CK is said to satisfy the δr-
restricted isometry property (δr-RIP) if

(1− δr)∥ρ∥2F ≤ 1

K
∥A(ρ)∥22 ≤ (1 + δr)∥ρ∥2F (16)

holds for any density operator ρ ∈ Cdn×dn which has the MPO format with MPO ranks r = (r1, . . . , rn−1), ri ≤ r.

The following result establishes the RIP for Gaussian measurements.

Theorem 2. Suppose that each entry of Ak in the linear map A : Cdn×dn → CK defined in (13) is an i.i.d. standard
complex Gaussian random variable. Then, with probability at least 1 − ϵ̄, A satisfies the δr-RIP as in (16) for MPOs
given that

K ≥ C · 1

δ2r
·max

{
nd2r2(log nr), log(1/ϵ̄)

}
, (17)

where C is a universal constant.

In Appendix A, we extended this result to generic subgaussian measurements. We note that a similar result for
TT-format tensors in the real domain was given in [71], and we share similar techniques for proving the RIP by using
tools involving the ϵ-net and covering arguments [91,92] and deviation bounds for the supremum of a chaos process
[93,94]. While MPOs are equivalent in form to TT-format tensors as discussed in Section 2.3, we provide the proof
in Appendix A for the sake of completeness and because here we consider the complex domain. Also, the sampling
complexity in [71] is K ≳ 1

δ2r
· max

{
((n− 1)r3 + nd2r)(log nr), log(1/ϵ̄)

}
, which is slightly different from (17).

Considering a qubit system with d = 2, the main order nr2 in (17) is slightly better than the order (n− 1)r3 from [71]
when the bond dimension r is large.

Although the Gaussian measurements are not POVMs and cannot be directly used for quantum measurements, The-
orem 2 indicates that it is possible to estimate an MPO state with Ω̃(nd2r2) linear measurements. In comparison, for a
state with low (matrix) rank structure, say rank r, Ω̃(dnr) measurements are needed even with Gaussian measurements
[6].

3.3 Stable embeddings with rank-one POVM measurements
We now study the population measurements arising from structured rank-one measurement ensembles with PSD ma-
trices Ak = ψkψ

H
k as introduced in Section 2.2. We first consider the case where we omit the constraint (1) that the

matrices Ak sum to the identity matrix. Rather, we simply generate the ψk = ak independently and randomly from a
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certain distribution, specifically, ak ∼ N (0, Idn). The independence among {ak} will simplify the analysis and help
derive a tight bound for stable embedding. We call such measurements rank-one independent POVM measurements.
We then consider the practical case (ψk = ϕk) where {ϕk} are generated from a Haar-distributed random unitary
matrix, which results in Haar random rank-one POVM measurements.

Rank-one Gaussian measurements It is known that rank-one measurements do not obey the RIP condition for low-
rank matrices [19,46]. Since we expect this to also be true for MPOs, we instead aim to establish a lower bound on the
isometry of the form (14). Towards that goal, we will use Mendelson’s small ball method [42,47,48] for establishing a
lower bound on a nonnegative empirical process.

Lemma 1. ([42,47,48]) Fix a set E ⊂ CD. Let b be a random vector on CD and let b1, . . . , bK be independent
copies of b. Introduce the marginal tail function

Hξ(E; b) = inf
u∈E

P{|⟨b,u⟩| ≥ ξ}, for ξ > 0. (18)

Let ϵk, k = 1, . . . ,K, be independent Rademacher random variables, independent from everything else. Define the
mean empirical width of the set E as

WK(E; b) = E sup
u∈E

⟨h,u⟩, where h =
1√
K

K∑
k=1

ϵkbk. (19)

Then, for any ξ > 0 and t > 0, with probability at least 1− e−
t2

2 we have

inf
u∈E

( K∑
k=1

|⟨bk,u⟩|2
) 1

2

≥ ξ
√
KHξ(E; b)− 2W(E; b)− tξ. (20)

This result delivers an effective lower bound for a nonnegative empirical process defined in the left-hand side of
(20). This result is also utilized for studying stable embeddings for low-rank matrices [19,95]. Noting the similar
forms between (20) and (14), we apply Lemma 1 for our case where the set E becomes Xr and b becomes a random
measurement matrix of form A = aaH with a ∼ N (0, Idn). We then need to analyze the following marginal tail
function and mean empirical width

Hξ(Xr;A) = inf
ρ∈Xr

P{|⟨A,ρ⟩| ≥ ξ},

WK(Xr;A) =
1√
K

E sup
ρ∈Xr

K∑
k=1

⟨ϵkAk,ρ⟩.

As in [19,42], we can use the Payley-Zygmund inequality to obtain a lower bound for the marginal tail function
Hξ(Xr;A). In terms of the mean empirical width WK(Xr;A), the work [19,42] uses an inequality that directly
upper bounds the supremum of ⟨A,ρ⟩ over rank-r matrices ρ by 2

√
r∥A∥. Unfortunately, it is difficult to extend this

approach to our case. Instead, we use an ϵ-netargument to provide a uniform upper bound for ⟨A,ρ⟩. With the detailed
analysis in Appendix B, we establish the following result.

Theorem 3. Let {a1, . . . ,aK} be selected independently and randomly from the multivariate standard normal distri-
bution Idn . Given

K ≳ nd2r2 log n, (21)

then the induced linear map A with measurement operators {Ak = aka
H
k } satisfies

∥A(ρ)∥2 ≳
√
K, ∀ρ ∈ Xr (22)

with probability at least 1− e−α1K , where α1 is a positive constant.

Under the same setup, one requires K ≳ dnr measurement operators for the induced linear map A to obey the
stable embedding property for rank-r matrices [19]. Fortunately, due to the extremely low-dimensional structure of the
MPO format, the number of measurement operators only needs to scale linearly in terms of the number of qudits n (if
we ignore the logarithmic term).
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Haar random rank-one POVM measurements We now study practical measurements consisting of an ensemble
of Haar random rank-one POVMs as described in Section 2.2. Let

[
ϕi,1 · · · ϕi,dn

]
, i = 1, . . . , Q be Q randomly

generated Haar-distributed unitary matrices. According to Section 2.2, each unitary matrix induces a linear operator
Ai : Cd

n×dn → RK that generates population measurements for a quantum state ρ as

Ai(ρ) =

 ⟨Ai,1,ρ⟩
...

⟨Ai,K ,ρ⟩

 =

 ⟨ϕi,1ϕHi,1,ρ⟩
...

⟨ϕi,KϕHi,K ,ρ⟩

 , (23)

where in practice we will use K = dn, but for generality we can choose any K ≤ dn. We note that for each i, even
though

[
ϕi,1 · · · ϕi,dn

]
is unitary and

∑dn

k=1 ϕi,kϕ
H
i,k = I, Ai is not an identity mapping in Cdn×dn even with

K = dn; this is because Ai collects at most dn measurements of an object ρ that contains d2n entries. We now stack
all the population measurements together as

AQ(ρ) =

A1(ρ)
...

AQ(ρ)

 , (24)

where AQ : Cdn×dn → RKQ denotes the linear operator corresponding to the Q POVMs.
For any i, since ϕi,k and ϕi,k′ may not be independent for any k ̸= k′, we cannot directly apply Lemma 1 to study

stable embeddings via AQ. To address this issue, we modify Mendelson’s small ball method as follows.

Lemma 2. Consider a fixed set E ⊂ CD. Let {b1, . . . , bK} represent a collection of random columns in CD,
which may not be mutually independent. Additionally, let {bi,1, . . . , bi,K}Qi=1 denote a set of independent copies
of {b1, . . . , bK}. Introduce the marginal tail function

Hξ(E; b) = inf
u∈E

1

K

K∑
k=1

P{|⟨bk,u⟩| ≥ ξ}, for ξ > 0. (25)

Let ϵi, i = 1, . . . , Q be independent Rademacher random variables, independent from everything else, and define the
mean empirical width of the set:

WQK(E; b) = E sup
u∈E

⟨h,u⟩, where h =
1√
QK

Q∑
i=1

K∑
k=1

ϵibi,k. (26)

Then, for any ξ > 0 and t > 0

inf
u∈E

( Q∑
i=1

K∑
k=1

|⟨bi,k,u⟩|2
) 1

2

≥ ξ
√
QKHξ(E; b)− 2WQK(E; b)− tξ

√
K, (27)

with probability at least 1− e−
t2

2 .

The proof has been provided in Appendix C. Note that when K = 1, Lemma 2 reduces to Lemma 1 (by setting
Q = K in Lemma 2). In other words, Q plays the same role as K in Lemma 1. To effectively apply the modified
method, we need to generalize the linear map in (13). With Lemma 2, we now establish the stable embedding of (24)
in the following theorem.

Theorem 4 (Stable embedding of multiple Haar random rank-one POVMs). Let AQ : Cdn×dn → RKQ be the linear
mapping defined in (24) that is induced by Q random unitary matrices. For any K ≥ 1, assuming

Q ≳ nd2r2 log n, r = max
i=1,...n−1

ri, (28)

then with probability at least 1− e−α2Q (where α2 is a positive constant.), AQ obeys

∥AQ(ρ)∥2 ≳

√
QK

dn
(29)

for any ρ ∈ Xr.
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The proof is given in Appendix D. First note that in Theorem 4, the requirement on Q in (28) and the failure
probability e−α3Q are similar to those in Theorem 3 on K. This is because, as we explained before, Q in Lemma 2
plays the same role as K in Lemma 1, and likewise Q in Theorem 4 is equivalent to K in (21). Thus, Theorem 4
holds for any K ≥ 1. On the other hand, without exploiting the randomness between different columns within a
random unitary matrix, the number of POVMs Q is required to be relatively large as stated in (28). Considering
that the local correlations between the columns in the unitary matrix are very weak because the orthogonality is a
global property [96], we conjecture that the requirement on Q can be significantly reduced, even to Q = 1. Indeed,
according to [97, Theorem 3], when n → ∞, in an “in probability” sense, all elements (scaled by

√
dn) of o( dn

n log d )
columns in a Haar-distributed random unitary matrix can be approximated by entries generated independently from a
standard normal distribution. As o( dn

n log d ) independent columns from a multivariate normal distribution are sufficient
for Theorem 3, this suggests that it is highly possible to ensure stable embedding (29) with a single POVM Q = 1.
While we leave a formal analysis as future work, we conduct a numerical experiment to support this conjecture. Set
d = 2, Q = 1,K = dn, r1 = · · · = rn−1 = 2. Then for each n, we randomly generate a unitary matrix (i.e., Q = 1),
randomly sample many MPOs ρ with ∥ρ∥F = 1, and compute the minimum of ∥AQ(ρ)∥2 among all the generated
MPOs. In Fig. 2, we compare the minimum of ∥AQ(ρ)∥2 (averaged over 50 Monte Carlo trails) with 1√

dn
. We observe

that ∥AQ(ρ)∥2 is of the same order as 1√
dn

. Furthermore, as the number of qudits increases, ∥AQ(ρ)∥2 approaches
1√
dn

. This is consistent with (29), where the right hand side becomes 1√
dn

when K = dn, Q = 1.

5 6 7 8 9 10
n

0

0.05

0.1

0.15

0.2

M
ag

ni
tu

de

min ||AQ(ρ)||2
1√
dn

Figure 2: Numerical computation of minρ∈Xr ∥A
Q(ρ)∥2 with Q = 1 and K = dn.

4 Stable recovery with empirical measurements
The results of Section 3.3 ensure a distinct set of population measurements AQ(ρ) for any ground-truth MPO ρ⋆ under
multiple Haar random rank-one POVM measurements. Based on these results, in this section, we study the stable
recovery of ρ from empirical measurements obtained by multiple Haar random rank-one POVMs. With Q randomly
generated Haar-distributed unitary matrices

[
ϕi,1 · · · ϕi,dn

]
, i = 1, . . . , Q, according to (24), we can generate

Qdn population measurements through the linear measurement operator AQ : Cdn×dn → RQdn (set K = dn in (24))
as

pQ = AQ(ρ⋆) =

p1...
pQ

 =

A1(ρ
⋆)

...
AQ(ρ

⋆)

 , (30)

where Ai is as defined in (23) with K = dn and withAi,k = ϕi,kϕ
H
i,k. Denote by pi,k the k-th element in pi.

For each POVM, suppose we repeat the measurement process M times and take the average of the outcomes to
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generate empirical probabilities

p̂i,k =
fi,k
M

, i = 1, . . . , Q, k = 1, . . . , dn, (31)

where fi,k denotes the number of times the k-th output is observed when using the i-th POVM M times. Denote by
p̂i =

[
p̂i,1 · · · p̂i,dn

]⊤
the empirical measurements obtained by the i-th POVM and stack all the total empirical

measurements together as p̂Q =
[
p̂T1 · · · p̂TQ

]⊤
, which are unbiased estimators of the population measurements

pQ. We denote by η the measurement error as

η = p̂Q − pQ = p̂Q −AQ(ρ⋆) =
[
ηT1 , · · · ,ηTQ

]T
, (32)

where ηi,k is the k-th element in ηi.
With empirical measurements p̂Q, for simplicity, we consider minimizing the following constrained least squares

objective:

ρ̂ = arg min
ρ∈Xr

∥AQ(ρ)− p̂Q∥22, (33)

where AQ is the induced linear map as defined in (30). Supposing one can find a global solution of (33), our goal is
to study how the recovery error ∥ρ̂ − ρ⋆∥F scales with the size of the MPO (particularly with respect to the number
of qudits n) and the total number of measurements QM . To enable a stable estimate of the state by measuring it
only a polynomial number of times in terms of n, we desire the recovery error to grow only polynomially rather than
exponentially in n.

4.1 Challenge: Abundant but extremely noisy measurements
Before presenting the main result, we first discuss the challenge and hope of obtaining a recovery error that only grows
polynomially in terms of the number of qudits. Recall that (fi,1, . . . , fi,dn) in (31) follows a multinomial distribution
Multinomial(M,pi) with parameters M and pi. Thus, p̂i − pi has mean zero and covariance matrix Σi, where Σi

has elements given by Σi[l, j] =

{
pi,l(1−pi,l)

M , l = j

−pi,lpi,j
M , l ̸= j

. With this observation, we have

E ∥η∥22 = E
[ Q∑
i=1

dn∑
k=1

η2i,k

]
=

Q∑
i=1

dn∑
k=1

pi,k(1− pi,k)

M
≤ Q

M
. (34)

Note that pi,k(1−pi,k)M could be as small as 0 which can be achieved, although rarely, when pi,k ∈ {0, 1} (i.e., when
{pi,k, k = 1, . . . , dn} has a spiky distribution). However, the above bound on the order of Q

M is tight when the
distribution of {pi,k, k = 1, . . . , dn} is not spiky (e.g., when each pi,k is on the order of 1

dn ). To see this, denote the
eigenvalue decomposition of ρ⋆ as ρ⋆ =

∑dn

i=1 λiuiu
H
i , where

∑dn

i=1 λi = 1. Now for any i and k, we can compute
E[p2i,k] as

E[|⟨ϕi,kϕHi,k,ρ⋆⟩|2] =

dn∑
j=1

dn∑
l=1

λjλl E[|ϕHi,kuj |2|ϕHi,kul|2]

=
∑
l ̸=j

λjλl(E[|ϕi,k[1]|2])2 +
∑
l

λ2l E[|ϕi,k[1]|4]

=
∑
l ̸=j

λjλl
d2n

+ 2
∑
l

λ2l
dn(dn + 1)

=

dn∑
j=1

dn∑
l=1

λjλl
d2n

+

dn∑
l=1

dn − 1

d2n(dn + 1)
λ2l

=
1

d2n
+

dn − 1

d2n(dn + 1)
∥ρ⋆∥2F , (35)

14



where ϕi,k[1] is the first element of ϕi,k, the second line utilizes the rotation invariance of the unitary matrix in
Lemma 8, and the third line uses Lemma 9.

Noting that ∥ρ⋆∥2F ≤ (
∑dn

i=1 λi)
2 = 1, we further have

1

d2n
≤ E[p2i,k] ≤

2

d2n
, ∀1 ≤ i ≤ Q and ∀1 ≤ k ≤ dn. (36)

In other words, if
[
ϕi,1 · · · ϕi,dn

]
is a randomly generated unitary matrix, then each pi,k has the same second

moment of order 1/d2n. This suggests that the distribution of {pi,k, k = 1, . . . , dn} is more uniform than spiky.
In addition, (36) also gives the energy of the clean measurements or population measurements as

Q

dn
≤ E

[ Q∑
i=1

dn∑
k=1

p2i,k

]
=

Q∑
i=1

dn∑
k=1

E⟨ϕi,kϕHi,k,ρ⋆⟩2 ≤ 2Q

dn
. (37)

To summarize, the above discussion gives the following comparison between the energy of the clean measurements
and the noise in the measurements:

Clean measurements: E ∥pQ∥22 = O

(
Q

dn

)
,

Statistical error: E ∥η∥22 = O

(
Q

M

)
,

which indicates that the statistical error or measurement noise is exponentially larger than the clean measurements.
This seems to suggest that M has to be on the order of dn to obtain measurements with suitable signal-to-noise ratio
for stable recovery.

Fortunately, though each measurement could be extremely noisy, we have an exponentially large number of such
measurements {p̂i,1, . . . , p̂i,dn}i, from Q POVMs. This setting is slightly different from some common inverse prob-
lems [42,98,99], where the number of measurements matches the number of degrees of freedom behind the underlying
signal but the measurements are not overwhelmed by noise. In addition, conditioned on the selected POVM, the mea-
surement noise η is random and behaves close to a multivariate Gaussian distribution [100–102]. By exploiting these
observations together with the stable embeddings established in the last section, we anticipate stable recovery even
when M is only polynomially large in n.

4.2 Stable recovery with empirical measurements
We now provide a formal analysis of the recovery error ∥ρ̂ − ρ⋆∥F , where ρ̂ is a global solution of (33). Using (33)
and the fact that ρ⋆ ∈ Xr̄, we have

0 ≤ ∥AQ(ρ⋆)− p̂Q∥22 − ∥AQ(ρ̂)− p̂Q∥22
= ∥AQ(ρ⋆)−AQ(ρ⋆)− η∥22 − ∥AQ(ρ̂)−AQ(ρ⋆)− η∥22
= 2⟨AQ(ρ⋆) + η,AQ(ρ̂− ρ⋆)⟩+ ∥AQ(ρ⋆)∥22 − ∥AQ(ρ̂)∥22
= 2⟨η,AQ(ρ̂− ρ⋆)⟩ − ∥AQ(ρ̂− ρ⋆)∥22, (38)

which further implies that

∥AQ(ρ̂− ρ⋆)∥22 ≤ 2⟨η,AQ(ρ̂− ρ⋆)⟩. (39)

The left-hand side of the above equation can be further lower bounded by order of Q
dn ∥ρ̂ − ρ⋆∥2F according to The-

orem 4. The challenging part is to deal with the right-hand side of (39). A simple Cauchy–Schwarz inequality
⟨η,AQ(ρ̂−ρ⋆)⟩ ≤ ∥η∥2 ·∥AQ(ρ̂−ρ⋆)∥2 is insufficient to provide a tight result since ∥η∥2 scales as 1√

M
as discussed

after (34). Instead, we exploit the randomness of η and use the following concentration bound for multinomial random
variables, which is proved in Lemma 14 of Appendix F and is derived based on [103].
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Lemma 3. Suppose {(fi,k, . . . , fi,K)}, i = 1, . . . , Q are mutually independent and follow the multinomial distribution
Multinomial(M,pi) where

∑K
k=1 fi,k = M and pi = [pi,1, · · · , pi,K ]. Let ai,1, . . . , ai,K be fixed. Then, for any

t > 0,

P

(
Q∑
i=1

K∑
k=1

ai,k(
fi,k
M

− pi,k) > t

)
≤ e

− Mt
4amax

min

{
1, amaxt

4
∑Q
i=1

∑K
k=1

a2
i,k

pi,k

}
+ e

− Mt2

8
∑Q
i=1

∑K
k=1

a2
i,k

pi,k , (40)

where amax = maxi,k |ai,k|.

One may not be able to directly apply the above result for ⟨η,AQ(ρ̂− ρ⋆)⟩ since ρ̂ depends on η. We address this
issue by using the covering argument to bound ⟨η,AQ(ρ − ρ⋆)⟩ for all possible ρ. We refer to Appendix E for the
detailed analysis. We now summarize the main result as follows.

Theorem 5. Given an MPO state ρ⋆ ∈ Cdn×dn of the form (7) with MPO ranks r, independently generate Q
Haar-distributed random unitary matrices

[
ϕi,1 · · · ϕi,dn

]
, i = 1, . . . , Q. Use each induced rank-one POVM

{ϕi,kϕHi,k}d
n

k=1 to measure the state M times and get the empirical measurements p̂i. For any ϵ > 0, suppose
Q ≳ nd2r2(log n) and

QM ≳
nd2r2 log n(logQ+ n log d)2

ϵ2
, r = max

i=1,...n−1
ri. (41)

Then any global solution ρ̂ of (33) satisfies

∥ρ̂− ρ⋆∥F ≤ ϵ (42)

with probability at least min{1 − e−α2Q, 1 − e−α3(logQ+n log d) − e−α4nd
2r2 logn}, where α3 and α4 are positive

constants, α2 corresponds to constants of the probability in Theorem 4.

Theorem 5 ensures a stable recovery of the ground-truth state when the total number of state copies QM only
grows polynomially (n3) in terms of the number of qudits n, as the order specified in (41). If we ignore the logQ
term, which exists due a to proof artifact and which we conjecture can be removed, then (41) only requires QM to
be sufficiently large, without any requirement on the number of measuring times M for each POVM. In other words,
Theorem 5 provides theoretical support for the practical use of single-shot measurements (i.e., M = 1 where each
POVM is measured only once) that are used in [32,43]. Note that the orders of the polynomial in (41), particularly
in terms of n, are fairly large compared to the number O(nd2r2) of degrees of freedom of the MPO and may not be
optimal. For this reason, we conjecture that the bound in (41) could be further improved, such as by removing the term
(logQ+ n log d)2 that extends the bound beyond the number O(nd2r2) of degrees of freedom of the MPO. We refer
to Section 6 for additional detailed discussion.

The requirement Q ≳ nd2r2 log n and failure probability e−α2Q are inherited from Theorem 4 for a stable em-
bedding via the Q POVMs {ϕi,kϕHi,k}. As discussed right after Theorem 4, we conjecture that Theorem 4 holds with
Q = 1 by setting K = dn. If this is the case, then the requirement Q ≳ nd2r2 log n can also be dropped, and Theo-
rem 5 would also hold for Q = 1. In the next section, we will use experiments to demonstrate that a single POVM is
sufficient to stably recover ρ⋆.

5 Numerical Experiments
In this section, we perform numerical experiments on quantum state tomography for MPOs to illustrate our theoretical
results. Due to computational constraints, we conduct experiments on real matrix product states (MPSs, which are pure
states) of the form ρ⋆ = u⋆u⋆T , where u⋆ ∈ Rdn×1 satisfies ∥u⋆∥2 = 1 and its (i1 · · · in)-element can be represented
in a matrix product form similar to the MPO form in (7):

u⋆(i1 · · · in) = U⋆
1
i1 · · ·U⋆

n
in .

Here, each matrix U⋆
ℓ
iℓ has size r × r, except for U⋆

1
i1 and U⋆

n
in that have dimension of 1 × r and r × 1, respec-

tively. We generate each MPS u⋆ by first generating a random Gaussian vector of length dn and then applying the
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sequential SVD [27] to truncate it to an MPS, which we finally normalize to have unit length. As a consequence, entry
ρ⋆(i1 · · · in, j1 · · · jn) can be expressed as

ρ⋆(i1 · · · in, j1 · · · jn) = U⋆
1
i1 · · ·U⋆

n
inU⋆

1
j1 · · ·U⋆

n
jn

= (U⋆
1
i1 · · ·U⋆

n
in)⊗ (U⋆

1
j1 · · ·U⋆

n
jn)

= (U⋆
1
i1 ⊗U⋆

1
j1︸ ︷︷ ︸

X⋆
1
i1,j1

) · · · (U⋆
n
in ⊗U⋆

n
jn︸ ︷︷ ︸

X⋆
n
in,jn

),

where ⊗ denotes the Kronecker product. Thus, ρ⋆ = u⋆u⋆T is also an MPO with MPO ranks r1 = · · · = rn−1 = r2.
To illustrate that Theorem 5 might hold even withQ = 1, we only use a single Haar random rank-one POVM in the

experiments. We generate a real Haar-distributed random unitary matrix
[
ϕ1 · · · ϕdn

]
∈ Rdn×dn . Each population

measurement (2) can then be rewritten as

pk = trace(ϕkϕ
T
k ρ

⋆) =
∣∣ϕTk u⋆∣∣2 .

This is our reason for considering a pure state ρ⋆ as it reduces the complexity for computing trace(ϕkϕ
T
k ρ

⋆) from
O(d2n) to O(dn).

We use the induced POVM to measure the state ρ⋆M times to get the empirical measurements p̂. With the obtained
measurements, as in (33), we attempt to recover the MPS u⋆ (and hence ρ⋆) by minimizing the following constrained
mean squared error loss

û = arg min
u∈Ur

1

2

dn∑
i=1

(|ϕTi u|2 − p̂i)
2,

Ur =
{
u ∈ Rd

n

: u(i1 · · · in) = U1
i1 · · ·Unin ,U i1

1 ∈ R1×r,U in
n ∈ Rr×1,U iℓ

ℓ ∈ Rr×r, 1 < i < n
}
,

(43)

which has the same form as (33).
As in [49], we solve (43) by the following iterative hard thresholding (IHT, i.e., projected gradient descent):

ut+1 = PUr

(
ut − µ

dn∑
i=1

(|ϕTi ut|2 − p̂i)ϕiϕ
T
i ut

)
, (44)

where µ is the step size and PUr denotes the projection onto the MPS set Ur, which can be approximately computed
via a sequential SVD algorithm [27]. We adopt this approach for computing an approximate projection in the following
experiments.

Since our goal is to verify how the global solution û behaves, to ensure the convergence to a global solution, we
use a good initialization u0 = u⋆+λv

∥u⋆+λv∥2
where v is randomly generated from the unit sphere of Rdn . In all the

experiments, we set λ = 0.7 so that the initialization u0 is still not very close to the ground truth u⋆. Since the gradient
becomes exponentially small in n, which can be observed by using the same argument in (37) for ϕTi ut, we set the
step size µ = 0.01 × dn. The solution û is obtained by running the IHT algorithm (44) until convergence. Since the
factorization ρ⋆ = u⋆u⋆T is not unique as ρ⋆ = (−u⋆)(−u⋆)T also holds, we measure the quality of the recovered
û by the following distance

dist(û,u⋆) = min
{
∥û− u⋆∥22, ∥û+ u⋆∥22

}
. (45)

For each experiment, we conduct 10 Monte Carlo trials and take the average recovery distance over the 10 trials.

Experimental results We first set M = 1000, r = 2, and d = 2 and examine the convergence of the IHT algorithm
defined in (44). Figure 3(a) shows the convergence of the algorithm in minimizing the loss function defined in (43);
it can be observed that the IHT algorithm converges relatively fast. Figure 3(b) plots the learning curves in terms
of the recovery error for the ground-truth u⋆ as defined in (45). We first note that the initialization u0 is not close
to the ground truth u⋆, which is consistent with our choice of initialization described above. After convergence, the
algorithm produces a much better recovery of u⋆ and the recovery error increases steadily as n increases. It is also of
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Figure 3: Illustration of convergence of IHT in (44) in terms of (a) loss function defined in (43), and (b) recovery error
defined in (45) for different n with M = 1000, r = 2, and d = 2.

interest to note that when n increases while M remains the same, the recovery error curve exhibits a “U-shape” that
first decreases, followed by an increasing trend. In other words, if the algorithm stops appropriately at the initial phase,
it produces an iterate much closer to the ground truth than the final one. This is sometimes called algorithmic bias
and can be exploited to produce a better solution [104–106]. But we highlight that we do not use this early-stopping
approach here, and instead run the algorithm until convergence and use the final iterate since our goal is to verify the
properties of the global minimizer.

Next, in Figure 4, we plot the recovery error as a function of n for various values of M and r. As expected, the
recovery error increases when M decreases or r increases, but the IHT algorithm produces stable performance in all
cases. We also observe that the recovery error increases only polynomially rather than exponentially with n, which is
consistent with Theorem 5.
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Figure 4: IHT recovery error as the number of qudits n increases with several choices of M and r.

6 Discussion and Conclusion
In this paper, we have studied sampling bounds for recovering structured quantum states that can be represented as
matrix product operators (MPOs). We first established a non-asymptotic lower bound on the number of requisite mea-
surements to ensure a stable embedding of MPOs under several choices of random measurement ensembles, including
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generic subgaussian measurements, rank-one Gaussian measurement ensembles, and Haar random rank-one POVMs.
We then established theoretical bounds on the accuracy of a constrained least-squares estimator for recovering an MPO
by using its empirical measurements obtained from multiple Haar random rank-one POVMs. Our research shows that
a stable recovery guarantee requires only polynomial growth in the total number of state copies relative to the number
of qudits. Thus, these results support the growing evidence for using MPOs for quantum state tomography and may
have implications for the advancement of more efficient quantum state tomography methods in the future. Our findings
suggest interesting directions for enhancing the current results or expanding our research to a more practical context.
We elaborate on these possibilities below.

Stable embedding for MPOs with a single Haar random rank-one POVM As discussed right after Theorem 4,
we conjecture that a single Haar random rank-one POVM is sufficient to establish stable embeddings for MPOs. This
is supported by our numerical experiments with measurements from a single POVM to recover the MPO state. One
possible approach is to exploit the fact that the local correlations between the columns in the unitary matrix are very
weak because orthogonality is a global property [96]. Incorporating this property into Mendelson’s small ball method
presents a challenge, however. Another approach is to exploit the connection between the unitary matrix and the
Gaussian distribution, as used in [95] for studying rank-one tight frame measurements.

Improving sampling complexity for the number of state copies In Theorem 5, we established a recovery guarantee
for MPOs from Haar random rank-one POVM measurements. The result requires a total number of state copies
QM = Ω̃

(
n3d2r2

ϵ2

)
. This sampling complexity is probably not optimal; one may compare it to O(nd2r2), the number

of degrees of freedom in the MPOs. Below we consider rank-one Gaussian measurements and use an alternative
approach to establish a recovery guarantee.

Consider the rank-one Gaussian measurement ensembles {akaHk }Kk=1. The Chernoff bound [107] implies that
for sufficiently large K, 1

K

∑K
k=1 aka

H
k ≈ Idn . Hence, we may view { 1

Kaka
H
k }Kk=1 as being similar to a POVM,

though the rank-one measurement matrices do not exactly sum to the identity. Then, we may define the population
measurements as pk = ⟨ 1

Kaka
H
k ,ρ

⋆⟩, k = 1, . . . ,K, and denote by A the associated linear measurement operator
such that A(ρ⋆) = {pk}. Also, the empirical measurements obtained by measuring the states M times are denoted
by p̂k = fk/M , where f1, . . . , fK follow the multinomial distribution Multinomial(M,p) with parameters M and
p =

[
p1 · · · pK

]⊤
. Denote by η the measurement errors with entries ηk = p̂k − pk, k = 1, . . . ,K.

Suppose we solve the same problem (33) (with AQ replaced by A) and denote its global solution as ρ̂. It follows
that

∥A(ρ̂)−A(ρ⋆)− η∥2 ≤ ∥A(ρ⋆)−A(ρ⋆)− η∥2 = ∥η∥2.
On the other hand, ∥A(ρ̂)−A(ρ⋆)−η∥2 ≥ ∥A(ρ̂)−A(ρ⋆)∥2 −∥η∥2, which together with the above equation gives

∥A(ρ̂)−A(ρ⋆)∥2 ≤ 2∥η∥2. (46)

According to Theorem 3, the left-hand side can be further lower bounded by ∥A(ρ̂)−A(ρ⋆)∥2 ≳ ∥ρ̂−ρ⋆∥F /
√
K.

Note that the scaling is different from (22), which is due to the scaling difference between the measurement operator
A and the one defined in Theorem 3. On the other hand, since Eη = 0 and E ∥η∥22 = 1

M2

∑K
k=1Mpk(1− pk) ≤ 1

M ,
we can use a concentration inequality such as Chebyshev’s inequality to obtain ∥η∥2 ≲ 1√

M
with high probability.

Plugging these equations into (46) gives

∥ρ̂− ρ⋆∥F ≲

√
K

M
. (47)

The above derivation is commonly used in studying recovery accuracy for inverse problems. On one hand, since
Theorem 3 only requires K = Ω̃(nd2r2), by taking K = Ω(nd2r2 log n) in (47), we observe that M = Ω̃(nd2r2/ϵ2)
is sufficient to ensure ∥ρ̂ − ρ⋆∥F ≤ ϵ. As demonstrated in this context, this approach often leads to an optimal, or
nearly optimal, recovery bound when using a minimal yet sufficient number of measurements. As another example,
the work [23] employs this approach to establish a recovery bound for low-rank states. But on the other hand, recall
that the above derivation is based on the assumption that 1

K

∑K
k=1 aka

H
k ≈ Idn , which holds only when K ≳ dn. If

we plug this into (47), then M ≳ dn/ϵ2 is required to ensure ϵ-accuracy. This also illustrates the challenge described
in Section 4.1. Nevertheless, the discussion above suggests that it may still be possible to improve upon our current
bound for the total number of state copies.
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Convergence of IHT and other efficient optimization algorithms The algorithmic aspect is not the focus of this
work. In our experiments, we employ an IHT algorithm, but we do not provide a formal guarantee for that algorithm. It
will be of interest to develop a convergence guarantee for this algorithm. As discussed in [49], one potential challenge
is to find a good initialization that allows IHT to converge quickly to the target solution. On the other hand, the
IHT algorithm requires performing a sequential SVD algorithm in each iteration, which could be computationally
expensive, especially for large quantum systems. Consequently, exploring alternative optimization algorithms that
offer computational efficiency without the need for a projection step and can effectively handle an increasing number
of qudits has become an area of great interest.

Extension to local measurements In this paper, we primarily focus on rank-one POVMs with Haar-distributed uni-
tary matrices. Such measurements are known as global measurements since the unitary matrix will rotate the entire
system of qudits simultaneously. This poses challenges in performing these measurements with practical quantum
circuits. Therefore, an important future direction we will pursue is to study other measurement settings, such as the
unitary t-design [37,108] or even local measurements [15,109] that can be conducted efficiently on current quantum
computers. Such measurement settings may also reduce the cost for computing the gradient of the least squares loss
(33). It is also interesting to design measurement operators that can improve efficiency in both performing experi-
mental measurements and post-processing for estimating the state, which is often achieved by using certain iterative
algorithms.
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Appendices
To simplify the notations, universal constants in each proof may share the same symbols (e.g., c0), but they could
represent different values.

A Proof of Theorem 2

A.1 Generic subgaussian measurements
We first extend the statement of Theorem 2 to generic subgaussian measurements and then prove this more general
result.

Definition 3 (Subgaussian measurement ensembles [110]). A complex random variable X is called L-subgaussian if
there exists a constant L > 0 such that E eR(tX) ≤ eL

2|t|2/2 holds for all t ∈ C. We say that A : Cdn×dn → CK
is an L-subgaussian measurement ensemble if all the elements of Ak, k = 1, . . . ,K are independent L-subgaussian
random variables with mean zero and variance one.

Note that a complex-valued random variable X is subgaussian if and only if its both real part R(X) and imaginary
part I (X) are real subgaussian random variables. We define the subgaussian norm of X as

∥X∥ψ2
= inf

{
t > 0, E e

|X|2

t2 ≤ 2

}
. (48)

Here are some classical examples of subgaussian distributions.
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• (Gaussian) A standard complex Gaussian random variable X = R(X) + iI (X) with R(X) and I (X) being
independent and following N (0, 12 ), is a subgaussian random variable with ∥X∥ψ2 ≤ C, where C is an absolute
constant.

• (Bernoulli) A Bernoulli random variable X that takes values −1 and 1 with equal probability is a subgaussian
random variable with ∥X∥ψ2 = 1√

ln 2
.

The following result establishes the RIP for an L-subgaussian measurement ensemble.

Theorem 6. Suppose the linear map A : Cdn×dn → CK is an L-subgaussian measurement ensemble defined in
Definition 3. Then, with probability at least 1− ϵ̄, A satisfies the δr-RIP as in (16) for MPOs given that

K ≥ C · 1

δ2r
·max

{
nd2r2(log nr), log(1/ϵ)

}
, (49)

where C is a universal constant depending only on L.

A.2 Covering number for MPOs
To study the RIP or similar properties for MPOs, we need to first compute the covering number for the set of unit-
norm MPOs. Since a unit-norm MPO can always be written in the canonical form, we consider the set Xr de-
fined in (15). Note that the definition of (15) is different from (11) since in (15), we assume ∥ρ∥F = 1 such that∑
in,jn

Xin,jn
n

H
Xin,jn
n = 1.

We say X̃r is an ϵ-net of Xr if for any ρ ∈ Xr, there exists ρ ∈ X̃r such that ∥ρ− ρ∥F ≤ ϵ. Here we use the
Frobenius norm to quantify the distance, but one may use other metrics depending on the application. We now provide
the covering number of X̃r.

Lemma 4. There exists an ϵ-net X̃r for Xr in (11) under the Frobenius norm obeying∣∣∣X̃r∣∣∣ ≤ (3nr

ϵ

)nd2r2
, (50)

where
∣∣∣X̃r∣∣∣ denotes the number of elements in the set X̃r.

Proof. Denote by

L(Xℓ) =

X
1,1
ℓ
...

Xd,d
ℓ

 ∈ Cd
2rℓ−1×rℓ , which satisfies L(Xℓ)

HL(Xℓ) =
∑
iℓ,jℓ

Xiℓ,jℓ
ℓ

H
Xiℓ,jℓ
ℓ = Irℓ . (51)

For covering Od2rℓ−1,rℓ =
{
L(Xℓ) ∈ Cd2rℓ−1×rℓ , L(Xℓ)

HL(Xℓ) = Irℓ

}
, which contains matrices with unit-

norm and orthogonal column vectors, it is beneficial to use the ∥·∥1,2 norm which counts the largest energy of each
column, i.e., ∥A∥1,2 = maxi ∥A(:, i)∥2. By relaxing Od2rℓ−1,rℓ to the set of matrices with unit-norm vectors, the
standard result on the covering number of unit ball implies that there exists an ϵℓ-net Od2rℓ−1,rℓ for Od2rℓ−1,rℓ obeying∣∣Od2rℓ−1,rℓ

∣∣ ≤ ( 3
ϵℓ

)d2rℓ−1rℓ

≤
(

3
ϵℓ

)d2r2
. Then we define the set

X̃r := {ρ : ρ(i1 · · · in, j1 · · · jn) = Πnℓ=1X
iℓ,jℓ
ℓ , L(Xℓ) =


X

1,1

ℓ
...

X
d,d

ℓ

 ∈ Od2rℓ−1,rℓ , ∀ℓ ∈ [n]}, (52)

which obeys ∣∣∣X̃r∣∣∣ ≤∏
ℓ

(
3

ϵℓ

)d2r2
. (53)
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We now verify that X̃r is an ϵ-net for Xr by appropriately selecting ϵℓ. For any ρ ∈ Xr with ρ(i1 . . . in, j1 . . . jn) =
Πnℓ=1X

iℓ,jℓ
ℓ , we construct ρ with ρ(i1 . . . in, j1 . . . jn) = Πnℓ=1X

iℓ,jℓ
ℓ where

∥∥L(Xℓ)− L(Xℓ)
∥∥
1,2

≤ ϵℓ. Then we
have

Γ = ∥ρ− ρ∥2F =
∑

i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 Xi2,j2

2 · · ·Xin,jn
n −Xi1,j1

1 X
i2,j2
2 · · ·Xin,jn

n

∣∣∣∣2

=
∑

i1,...,in,j1,...,jn

∣∣∣∣ n∑
ℓ=1

(
X
i1,j1
1 · · ·Xiℓ−1,jℓ−1

ℓ−1 Xiℓ,jℓ
ℓ · · ·Xin,jn

n −Xi1,j1
1 · · ·Xiℓ,jℓ

ℓ X
iℓ+1,jℓ+1

ℓ+1 · · ·Xin,jn
n

)∣∣∣∣2

≤ n

n∑
ℓ=1

∑
i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 · · ·Xiℓ−1,jℓ−1

ℓ−1 Xiℓ,jℓ
ℓ · · ·Xin,jn

n −Xi1,j1
1 · · ·Xiℓ,jℓ

ℓ X
iℓ+1,jℓ+1

ℓ+1 · · ·Xin,jn
n

∣∣∣∣2︸ ︷︷ ︸
Γℓ

≤ n

n∑
ℓ=1

rℓϵ
2
ℓ , (54)

where the last line uses the inequalities Γn ≤ ϵ2n and Γℓ ≤ rℓϵ
2
ℓ , ℓ = 1, . . . , n− 1 which can be proved by

Γn =
∑

i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 · · ·Xin−1,jn−1

n−1 Xin,jn
n −Xi1,j1

1 · · ·Xin−1,jn−1

n−1 X
in,jn
n

∣∣∣∣2

=
∑

i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 · · ·Xin−1,jn−1

n−1 (Xin,jn
n −Xin,jn

n )

∣∣∣∣2
=

∑
i2,...,in,j2,...,jn

(Xin,jn
n −Xin,jn

n )HX
in−1,jn−1

n−1

H
· · ·
∑
i1,j1

(X
i1,j1
1

H
X
i1,j1
1 )︸ ︷︷ ︸

=Ir1

· · ·Xin−1,jn−1

n−1 (Xin,jn
n −Xin,jn

n )

=
∑

i2,...,in,j2,...,jn

(Xin,jn
n −Xin,jn

n )HX
in−1,jn−1

n−1

H
· · ·Xi2,j2

2

H
Xi2,j2

2 · · ·Xin−1,jn−1

n−1 (Xin,jn
n −Xin,jn

n )

= · · · =
∑
in,jn

(Xin,jn
n −Xin,jn

n )H(Xin,jn
n −Xin,jn

n ) =
∥∥L(Xn)− L(Xn)

∥∥2
2
≤ ϵ2n, (55)

and similarly

Γℓ =
∑

i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 · · ·Xiℓ−1,jℓ−1

ℓ−1 Xiℓ,jℓ
ℓ · · ·Xin,jn

n −Xi1,j1
1 · · ·Xiℓ−1,jℓ−1

ℓ−1 X
iℓ,jℓ
ℓ · · ·Xin,jn

n

∣∣∣∣2

=
∑

i1,...,in,j1,...,jn

∣∣∣∣Xi1,j1
1 · · ·Xiℓ−1,jℓ−1

ℓ−1 (Xiℓ,jℓ
ℓ −Xiℓ,jℓ

ℓ ) · · ·Xin,jn
n

∣∣∣∣2
=

∑
i1,...,in,j1,...,jn

Xin,jn
n

H · · · (Xiℓ,jℓ
ℓ −Xiℓ,jℓ

ℓ )H · · ·
∑
i1,j1

(X
i1,j1
1

H
X
i1,j1
1 )︸ ︷︷ ︸

=Ir1

· · · (Xiℓ,jℓ
ℓ −Xiℓ,jℓ

ℓ ) · · ·Xin,jn
n

= · · · =
∑

iℓ,...,in,jℓ,...,jn

Xin,jn
n

H · · · (Xiℓ,jℓ
ℓ −Xiℓ,jℓ

ℓ )H(Xiℓ,jℓ
ℓ −Xiℓ,jℓ

ℓ ) · · ·Xin,jn
n

≤
∥∥L(Xℓ)− L(Xℓ)

∥∥2
F

∑
iℓ+1,...,in,jℓ+1,...,jn

Xin,jn
n

H · · ·Xiℓ+1,jℓ+1

ℓ+1

H
X
iℓ+1,jℓ+1

ℓ+1 · · ·Xin,jn
n︸ ︷︷ ︸

=1

≤ rℓϵ
2
ℓ

for all ℓ ≤ n − 1. Therefore, we can choose ϵℓ = ϵ
rn in (53) to ensure X̃r as an ϵ-net for Xr (as ∥ρ− ρ∥2F ≤
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n
∑n
ℓ=1 rℓϵ

2
ℓ ≤ ϵ2) and such X̃r obeys

∣∣∣X̃r∣∣∣ ≤ (3nr

ϵ

)nd2r2
. (56)

This completes the proof of Lemma 4.

A.3 Proof of Theorem 6
Using the covering number established in Lemma 4, we can now follow the arguments in [71] to establish the RIP for
MPOs ρ under subgaussian measurements. Because of the linearity of the measurement operator A, we note that there
exists a complex-valued matrixA of size K × d2n such that

A(ρ) = A vec(ρ), (57)

where vec(ρ) ∈ Cd2n denotes the vectorization (in any predetermined order) of the MPO format ρ. Note that our goal
is to study the quantity 1

K ∥A(ρ)∥22 = ∥ 1√
K
A(ρ)∥22. Equivalently, there exists a vector ξ ∈ CKd2n (containing the

row-wise vectorization ofA) such that
1√
K

A(ρ) = Vρξ, (58)

where Vρ is an K ×Kd2n matrix given by

Vρ =
1√
K


vec(ρ)H

vec(ρ)H

. . .
vec(ρ)H

 . (59)

Now we begin to prove Theorem 6.

Proof. For any ρ ∈ Xr in (11), we recall (16). Because ξ is a random vector, Vρξ is also a random vector. We can
compute the expectation of the energy of this random vector:

E ∥Vρξ∥22 = E(ξHV H
ρ Vρξ) = E trace(ξHV H

ρ Vρξ) = E trace(V H
ρ Vρξξ

H)

= trace(V H
ρ Vρ E(ξξH)) = trace(V H

ρ VρI) = ∥ρ∥2F . (60)

Here we used the fact that E ξξH = I since, by assumption, all elements of ξ are independent mean-zero, variance
one, L-subgaussian variables. Using (58), and (60), we note that proving that A satisfies the δr-RIP is equivalent to
proving

sup
ρ∈Xr

∣∣∥Vρξ∥22 − E ∥Vρξ∥22
∣∣ ≤ δr. (61)

We can view
∣∣∥Vρξ∥22 − E ∥Vρξ∥22

∣∣ as a random process indexed by the variable ρ, and our goal is to bound the
supremum of this random process over the set Xr. [71, Theorem 3] gives a mechanism to bound this supremum.
Specifically, let B := {Vρ : ρ ∈ Xr} and note that

sup
B∈B

∣∣∥Bξ∥22 − E ∥Bξ∥22
∣∣ = sup

ρ∈Xr

∣∣∥Vρξ∥22 − E ∥Vρξ∥22
∣∣ . (62)

[71, Theorem 3] states that there exist constants c1, c2 (depending on L) such that for t > 0,

P
(
sup
B∈B

∣∣∥Bξ∥22 − E ∥Bξ∥22
∣∣ ≥ c1E + t

)
≤ 2e

−c2 min
{
t2

V 2 ,
t
U

}
, (63)
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where E, U , and V are quantities defined as

E := γ2(B, ∥ · ∥2→2) (γ2(B, ∥ · ∥2→2) + dF (B)) + dF (B)d2→2(B),
V := d24(B), (64)

U := d22→2(B),

and dF (B), d2→2(B), d24(B), and γ2(B, ∥ · ∥2→2) are quantities that we define and bound in the next paragraph.
In this paragraph, we bound the quantities E, U , and V appearing in (63). To do this, we define and bound dF (B),

d2→2(B), d24(B), and γ2(B, ∥ · ∥2→2) which appear in the definitions of E, U , and V in (64). First,

dF (B) := sup
B∈B

∥B∥2F = sup
ρ∈Xr

∥ρ∥2F = 1, (65)

since every MPO format ρ ∈ Xr has unit norm. Second,

d2→2(B) := sup
B∈B

∥B∥2→2 = sup
ρ∈Xr

1√
K

∥ρ∥2F =
1√
K
, (66)

due to the block diagonal structure of Vρ (see (59)) and the normalization of all ρ ∈ Xr. Third,

d4(B) := sup
B∈B

(
trace(BHB)2

)1/4
= K−1/4; (67)

see [71, Eqn. (65) ] for an analogous derivation. Fourth,

γ2(B, ∥ · ∥2→2) ≤ C

∫ d2→2(B)

0

√
logN (B, ∥ · ∥2→2, u) du

= C

∫ 1√
K

0

√
logN (B, ∥ · ∥2→2, u) du, (68)

where the covering number N (B, ∥ · ∥2→2, u) denotes the minimum cardinality of a u-net for B with respect to the
norm ∥ · ∥2→2. As suggested by (66), the ∥ · ∥2→2 distance on B is equivalent to 1√

K
times the squared Frobenius

distance on Xr. Therefore,

N (B, ∥ · ∥2→2, u) = N (Xr,
1√
K

∥ · ∥2F , u) = N (Xr, ∥ · ∥F ,K1/4
√
u). (69)

Changing variables by letting ϵ = K1/4
√
u, (68) becomes

γ2(B, ∥ · ∥2→2) ≤ 2C
1√
K

∫ 1

0

ϵ

√
logN (Xr, ∥ · ∥F , ϵ) dϵ ≤ C

1√
K

∫ 1

0

√
logN (Xr, ∥ · ∥F , ϵ) dϵ, (70)

where the factor of 2 has been absorbed into the universal constant C. Now, by directly applying Lemma 4, we have
that

N (Xr, ∥ · ∥F , ϵ) ≤
(
3nr

ϵ

)nd2r2
.
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Therefore,

γ2(B, ∥ · ∥2→2) ≤ C
1√
K

∫ 1

0

√
logN (Xr, ∥ · ∥F , ϵ) dϵ

≤ C
1√
K

∫ 1

0

√
log

(
3nr

ϵ

)nd2r2
dϵ

≤ C
1√
K

∫ 1

0

√
nd2r2 log

(
3nr

ϵ

)
dϵ

≤ C

√
nd2r2

K

∫ 1

0

√
log

(
3nr

ϵ

)
dϵ

≤ C

√
nd2r2 log nr

K
, (71)

where the last line follows from the fact that∫ 1

0

√
log

(
3nr

ϵ

)
dϵ ≤ C +

√
log(3nr) ≤ C

√
log nr,

and each appearance of C denotes an unspecified universal constant that may change from instance to instance. Putting
together the above quantities, we have the following three numbers which appear in (63):

E : = γ2(B, ∥ · ∥2→2) (γ2(B, ∥ · ∥2→2) + dF (B)) + dF (B)d2→2(B)

= γ22(B, ∥ · ∥2→2) + γ2(B, ∥ · ∥2→2) +
1√
K
,

V : = d24(B) =
1√
K
, (72)

U : = d22→2(B) =
1

K
.

Plugging (62) and (72) into (63), we have

P

(
sup
ρ∈Xr

∣∣∥Vρξ∥22 − E ∥Vρξ∥22
∣∣ ≥ c1(γ

2
2(B, ∥ · ∥2→2) + γ2(B, ∥ · ∥2→2) +

1√
K

) + t

)
≤ 2e−c2 min{Kt2,Kt}. (73)

Our goal is to find a value of K such that (61) holds with probability at least 1− ϵ̄.
Let t = δ/2 and recall that δ < 1, so min

{
Kt2,Kt

}
= Kδ2/4. If we choose K > Cδ−2 log(1/ϵ̄) for an

appropriately chosen constant C, we have 2e−c2 min{Kt2,Kt} ≤ ϵ̄. Next, using the bound on γ22(B, ∥·∥2→2) from (71),
we see that by choosing

K ≥ C · nd
2r2(log nr)

δ2
, (74)

for an appropriately chosen constant C, then we guarantee that

c1(γ
2
2(B, ∥ · ∥2→2) + γ2(B, ∥ · ∥2→2) +

1√
K

) ≤ δ

2
. (75)

Putting all of the pieces together, we conclude that when (17) is satisfied, we have

P

(
sup
ρ∈Xr̄

∣∣∥Vρξ∥22 − E ∥Vρξ∥22
∣∣ ≥ δ

)
≤ ϵ̄. (76)

We have thus proved that (61) holds with probability at least 1− ϵ̄. This completes the proof of Theorem 6.
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B Proof of Theorem 3
Proof. In this section, we will apply Mendelson’s small ball method to derive Theorem 3. According to Lemma 1, and
supposing that {a1, . . . ,aK} are selected independently from the standard normal distribution a ∼ N (0, Idn), we
need to bound

Hξ(Xr) = inf
ρ∈Xr

P{|⟨aaH ,ρ⟩| ≥ ξ} (77)

and

W (Xr) = E sup
ρ∈Xr

1√
K

K∑
k=1

⟨ϵkakaHk ,ρ⟩, (78)

where {ϵk} is a Rademacher sequence independent from everything else.

• Lower bound of Hξ(Xr): To bound Hξ(Xr), we use the Paley-Zygmund inequality (Lemma 5). Specifically, we
can get

Hξ(Xr) = inf
ρ∈Xr

P
(
|⟨aaH ,ρ⟩| ≥ ξ

)
= inf

ρ∈Xr
P
(
|⟨aaH ,ρ⟩|2 ≥ ξ2

)
≥ inf

ρ∈Xr
P
(
|⟨aaH ,ρ⟩|2 ≥ 1

2
E[|⟨aaH ,ρ⟩|2]

)
≥ inf

ρ∈Xr

(E[|⟨aaH ,ρ⟩|2])2

4E[|⟨aaH ,ρ⟩|4]
, ∀ξ ≤

√
1

2
E[|⟨aaH ,ρ⟩|2], (79)

where the first inequality follows because P
(
|⟨aaH ,ρ⟩|2 ≥ ξ2

)
is a decreasing function with respect to ξ, and

the second inequality uses Lemma 5.

Next we start to analyze (E[|⟨aaH ,ρ⟩|2])2
4E[|⟨aaH ,ρ⟩|4] . By the fact that ⟨aaH ,ρ⟩ is a second-order polynomial in the entries

of Gaussian random vector a, we can obtain ∥⟨aaH ,ρ⟩∥ψ1 ≤ c∥a∥2ψ2
∥ρ∥F ≤ O(1) [111] for some constant

c; thus, ⟨aaH ,ρ⟩ is a subexponential random variable. Hence, there exists α such that E eα|⟨aaH ,ρ⟩| is finite. It
follows from Lemma 6 that there exists a constant C0 such that

E[|⟨aaH ,ρ⟩|4] ≤ C0

(
E[|⟨aaH ,ρ⟩|2]

)2
. (80)

We need obtain ξ to finish the analysis. To that end, we bound the expectation E[|⟨aaH ,ρ⟩|2]. Since ρ is
Hermitian, it has the eigenvalue decomposition ρ =

∑dn

i=1 λiuiu
H
i . Using the same argument as in [19], we can

obtain that

E[|⟨aaH ,ρ⟩|2] ≥ 1. (81)

Thus, we can set ξ = 1
2 . There exists a universal constant c0 such that

P
(
|⟨aaH ,ρ⟩|2 ≥ 1

2

)
≥ c0, ∀ρ ∈ Xr ⇒ Hξ(Xr) ≥ c0. (82)

• Upper bound of W (Xr): As discussed above, ⟨ϵkakaHk ,ρ⟩, k = 1, . . . ,K are independent subexponential ran-
dom variables since ∥⟨ϵkakaHk ,ρ⟩∥ψ1 ≤ c1∥ρ∥F ∥ak∥2ψ2

≤ c2 [111] where c1, c2 are some universal constants
and the second inequality follows from ∥ρ∥F = 1 and ∥ak∥ψ2

≤ O(1). In addition, we have E⟨ϵkakaHk ,ρ⟩ = 0
because of the Rademacher random variables ϵk.
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By the analysis in the covering argument of Appendix B.1, when K = Ω(nd2r2 log n), we have

W (Xr) = E sup
ρ∈Xr

1√
K

K∑
k=1

⟨ϵkakaHk ,ρ⟩ ≤ c3dr
√
n log n, (83)

where c3 is a positive constant.

• Contraction: Combining (82) and (83), we set t = c0
√
K

2 and K ≥ 256c23nd
2r2 logn

c20
in (20), then get

inf
ρ∈Xr

( K∑
k=1

|⟨akaHk ,ρ⟩|2
) 1

2

≥ ξ
√
KHξ(Xr)− 2W (Xr)− tξ

≥ c0
√
K

2
− 2c3dr

√
n log n− t

2
≥ c0

√
K

8
. (84)

with probability 1− e−
c0K
8 .

This completes the proof of Theorem 3.

B.1 Proof of the upper bound for W (Xr) in (83)

Proof. In this section, we apply a covering argument to prove (83). For an MPO ρ of the form (7), for simplicity, we
denote it by ρ = [X1, . . . ,Xn] ∈ Xr. Also denote Ak = ϵkaka

H
k . For each set of matrices {L(Xℓ) ∈ Rd2rℓ−1×rℓ :

∥L(Xℓ)∥ ≤ 1} (r0 = 1), according to [112], we can construct an ϵ-net {L(X(1)
ℓ ), . . . , L(X

(Nℓ)
ℓ )} with the covering

number Nℓ ≤ ( 4+ϵϵ )d
2rℓ−1rℓ such that

sup
L(Xℓ):∥L(Xℓ)∥≤1

min
pℓ≤Nℓ

∥L(Xℓ)− L(X
(pℓ)
ℓ )∥ ≤ ϵ, (85)

for all ℓ = 1, . . . , n − 1. Also, we can construct an ϵ-net {L(X(1)
n ), . . . , L(X

(Nn)
n )} for {L(Xn) ∈ Rd2rn−1×1 :

∥L(Xn)∥F ≤ 1} such that

sup
L(Xn):∥L(Xn)∥F≤1

min
pn≤Nn

∥L(Xn)− L(X(pn)
n )∥F ≤ ϵ, (86)

with the covering number Nn ≤ ( 2+ϵϵ )d
2rn−1 . Note that different from Lemma 4 that uses the ∥ · ∥1,2 norm, here we

use the spectral norm ∥ · ∥ and Frobenius norm ∥ · ∥F to define the covering numbers.
For simplicity, we use I to denote the index set [N1]× · · · × [Nn]. Denote by

[X⋆
1 , . . . ,X

⋆
n] := arg max

L(Xℓ) ∈ Rd
2rℓ−1×rℓ

∥Xℓ∥ ≤ 1, ℓ = 1, . . . , n − 1
∥Xn∥F ≤ 1

1√
K

K∑
k=1

⟨Ak, [X1, . . . ,Xn]⟩, (87)

T :=
1√
K

K∑
k=1

⟨Ak, [X
⋆
1 , . . . ,X

⋆
N ]⟩. (88)

According to the construction of the ϵ-nets, there exists p = (p1, . . . , pn) ∈ I such that

∥L(X⋆
ℓ )− L(X

(pℓ)
ℓ )∥ ≤ ϵ, ℓ = 1, . . . , n− 1 and ∥L(X⋆

n)− L(X(pn)
n )∥F ≤ ϵ. (89)
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Now taking ϵ = 1
2n gives

T =
1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩+ 1√
K

K∑
k=1

〈
Ak, [X

⋆
1 , . . . ,X

⋆
n]− [X

(p1)
1 , . . . ,X(pn)

n ]

〉

=
1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩+ 1√
K

K∑
k=1

〈
Ak,

n∑
a1=1

[X
(p1)
1 , . . . ,X

(p1)
a1−1,X

(pa1 )
a1 −X⋆

a1 ,X
⋆
a1+1, . . . ,X

⋆
n]

〉

≤ 1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩+ nϵT

=
1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩+ T

2
, (90)

where we write [X⋆
1 , . . . ,X

⋆
n]− [X

(p1)
1 , . . . ,X

(pn)
n ] in the second line as the sum of n terms according to Lemma 10.

Notice that for any {L(Xℓ)}ℓ≤n−1 and L(Xn), where ∥L(Xℓ)∥ ≤ 1 and ∥L(Xn)∥F ≤ 1, we have ∥ρ∥F =
∥[X1, . . . ,Xn]∥F ≤ 1. As in the discussion in Appendix B, ⟨Ak,ρ⟩ = ⟨ϵkakaHk ,ρ⟩ is a centered subexponential
random variable with subexponential norm of order O(1), so we can use Lemma 7 to get

P

(∣∣∣∣ 1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩
∣∣∣∣ ≥ t

)
≤ e

1−c1 min{ t2
c22
, t

√
K

c2
}
, (91)

where c1 and c2 are constants.
Combining (90) and (91) together yields

P (T ≥ t) ≤ P

(
max
p1,...,pn

∣∣∣∣ 1√
K

K∑
k=1

⟨Ak, [X
(p1)
1 , . . . ,X(pn)

n ]⟩
∣∣∣∣ ≥ t

2

)

≤

(
n∏
i=1

Ni

)
e
1−c1 min{ t2

c22
, t

√
K

c2
}

≤
(
4 + ϵ

ϵ

)d2r1+∑n−1
i=2 d2ri−1ri+d

2rn−1

e
1−c1 min{ t2

c22
, t

√
K

c2
}

≤ e
1−c1 min{ t2

c22
, t

√
K

c2
}+Cnd2r2 logn

,

where r = maxi=1,...,n−1 ri, C is a universal constant, and the last line uses 4+ϵ
ϵ =

4+ 1
2n

1
2n

= 8n + 1 based on the

assumption ϵ = 1
2n in (90). Now choosing K = c3nd

2r2 log n with a positive constant c3 and plugging this into the
above equation, we can find constants c4 and c5 such that

P (T ≥ t) ≤ e−c4t
√
nd2r2 logn, ∀ t ≥ c5

√
nd2r2 log n,

which further implies that

W (Xr) = ET

≤ c5

√
nd2r2 log n+

∫ ∞

c5
√
nd2r2 logn

P (T ≥ t) dt

≤ c5

√
nd2r2 log n+

∫ ∞

c5
√
nd2r2 logn

e−c4t
√
nd2r2 logndt

≤ c6dr̄
√
n log n, (92)

where c6 is a positive constant.
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variables that are independent from everything else, we use the Giné–Zinn symmetrization [114, Lemma 2.3.1] due to
the independence of

∑K
k=1 ϕξ (⟨bi,k,u⟩) for i = 1, . . . , Q. In the last line, due to the contraction of ξϕξ, we apply the

Rademacher comparison principle [115, Eqn.(4.20)].
Hence, we have

inf
u∈E

(
1

QK

Q∑
i=1

K∑
k=1

|⟨bi,k,u⟩|2
) 1

2

≥ ξ inf
u∈E

H2ξ(E; b)− ξ

Q

[
2

ξK
E sup

u∈E

Q∑
i=1

K∑
k=1

ϵi⟨bi,k,u⟩+ t
√
Q

]
. (98)

Letting h = 1√
QK

∑Q
i=1

∑K
k=1 ϵibi,k, we can finally obtain

inf
u∈E

( Q∑
i=1

K∑
k=1

|⟨bi,k,u⟩|2
) 1

2

≥ ξ
√
QK inf

u∈E
H2ξ(E; b)− 2E sup

u∈E
⟨h,u⟩ − tξ

√
K. (99)

This completes the proof of Lemma 2.

D Proof of Theorem 4
Proof. We prove Theorem 4 using the modified Mendelson’s small ball method. Let {ϕ1, . . . ,ϕK} be the first K
columns of a randomly generated Haar distributed unitary matrix, and let {ϕi,1, . . . ,ϕi,K}Qi=1 be independent copies
of {ϕ1, . . . ,ϕK}. According to Lemma 2, we need to bound

Hξ(Xr) = inf
ρ∈Xr̄

1

K

K∑
k=1

P{|⟨ϕkϕHk ,ρ⟩| ≥ ξ} (100)

and

W (Xr) = E sup
ρ∈Xr̄

1√
QK

Q∑
i=1

K∑
k=1

⟨ϵiϕi,kϕHi,k,ρ⟩, (101)

where ϵi, i = 1, . . . , Q are indepdent Rademacher random variables. Below we study the two quantities separately.

• Lower bound of Hξ(Xr): As in Appendix B, we also use the Paley-Zygmund inequality (Lemma 5) to bound
Hξ(Xr). Specifically,

Hξ(Xr̄) = inf
ρ∈Xr̄

1

K

K∑
k=1

P
(
|⟨ϕkϕHk ,ρ⟩| ≥ ξ

)
= inf

ρ∈Xr̄

1

K

K∑
k=1

P
(
|⟨ϕkϕHk ,ρ⟩|2 ≥ ξ2

)
≥ inf

ρ∈Xr̄

1

K

K∑
k=1

P
(
|⟨ϕkϕHk ,ρ⟩|2 ≥ 1

2
E[|⟨ϕkϕHk ,ρ⟩|2]

)

≥ inf
ρ∈Xr̄

1

K

K∑
k=1

(E[|⟨ϕkϕHk ,ρ⟩|2])2

4E[|⟨ϕkϕHk ,ρ⟩|4]
≥ c0, ∀ξ ≤

√
1

2
E[|⟨ϕkϕHk ,ρ⟩|2], (102)

where the first inequality follows because P
(
|⟨ϕkϕHk ,ρ⟩|2 ≥ ξ2

)
is a decreasing function with respect to ξ,

the second inequality uses the Paley-Zygmund inequality (Lemma 5) for |⟨ϕkϕHk ,ρ⟩|2, and the last inequality
uses Lemma 6. Below we show that

∣∣⟨ϕkϕHk ,ρ⟩∣∣ is a subexponential random variable and hence satisfies the
requirements for both Lemma 5 and Lemma 6. According to the process of Gram-Schmidt orthogonalization

30



for obtaining a Haar-distributed unitary matrix, ϕ1 can be obtained by normalizing a standard normal random
vector from the distribution N (0, IdN ). Using ∥

√
dnϕ1∥ψ2 ≤ O(1) [116], we have

∥⟨ϕ1ϕ
H
1 ,ρ⟩∥ψ1

≤ 1

dn
∥
√
dnϕ1∥2ψ2

∥ρ∥F = O(
1

dn
) (103)

and hence
∣∣⟨ϕ1ϕ

H
1 ,ρ⟩

∣∣ is a subexponential random variable. Finally according to [117], because all the entries
in a Haar-distributed unitary matrix have the same distribution due to the translation invariance of Lemma 8, we
conclude that each

∣∣⟨ϕkϕHk ,ρ⟩∣∣ is a subexponential random variable for all k = 1, . . . , dn.

To complete the proof of this part, we now study E[|⟨ϕkϕHk ,ρ⟩|2], controlling the upper bound of ξ in (102).
Towards that goal, for any ρ ∈ Xr, we denote its eigenvalue decomposition by ρ =

∑dn

i=1 λiuiu
H
i , where {ui}

are unitary vectors and {λi} are the eigenvalues with
∑dn

i=1 λ
2
i = 1. Now, following (35), we have

E[|⟨ϕkϕHk ,ρ⟩|2] =

dn∑
j=1

dn∑
l=1

λjλl
d2n

+

dn∑
l=1

dn − 1

d2n(dn + 1)
λ2l

=
(
∑
l λl)

2

d2n
+

dn − 1

d2n(dn + 1)
∥ρ∥2F

≥ dn − 1

d2n(dn + 1)
. (104)

This together with (102) further implies that

Hξ(Xr) ≥ c0, ∀ξ ≤
c1
dn

(105)

for some positive constant c1.

• Upper bound of W (Xr): Since each ⟨ϕi,kϕHi,k,ρ⟩ is a subexponetial random variable with ∥⟨ϕi,kϕHi,k,ρ⟩∥ψ1
=

O( 1
dn ) according to (103), ϵiϕHi,kρϕi,k is a centered subexponential random variable with the subexponential

norm ∥ϵiϕHi,kρϕi,k∥ψ1
= O( 1

dn ). On the other hand, for any i, the random vectors ϕi,k and ϕi,k′ are not
dependent to each other for k ̸= k′. Thus, we use Lemma 11 to obtain its concentration inequality as

P

(
1√
QK

Q∑
i=1

K∑
k=1

⟨ϵiϕi,kϕHi,k,ρ⟩ ≥ t

)

≤


(

4+ϵ
ϵ

)d2r1+∑n−1
i=2 d2ri−1ri+d

2rn−1

e−
c2d

2nt2

4K , t ≤ c4
√
QK
dn(

4+ϵ
ϵ

)d2r1+∑n−1
i=2 d2ri−1ri+d

2rn−1

e
− c3

√
Qdnt

2
√
K , t > c4

√
QK
dn

≤

e−
c2d

2nt2

4K +Cnd2r2 logn, t ≤ c4
√
QK
dn

e
− c3

√
Qdnt

2
√
K

+Cnd2r2 logn
, t > c4

√
QK
dn

≤ e
−min{ c2d

2nt2

4K ,
c3

√
Qdnt

2
√
K

}+Cnd2r2 logn
, (106)

where ϵ = 1
2n is chosen, r = maxi=1,...,n−1 ri, and c2, c3, c4, C are universal constants. Following the same

analysis of (92), when Q = Ω(nd2r2 log n), we have

W (Xr) = E sup
ρ∈Xr

1√
QK

Q∑
i=1

K∑
k=1

⟨ϵiϕi,kϕHi,k,ρ⟩ ≤ c5

√
Kdr

√
n log n

dn
, (107)

where c5 is a universal constant.
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• Contraction: Combining (105) and (107), and setting t = c0
√
Q

2 , ξ = c1
dn , and Q ≥ 64c25nd

2r2(logn)

c20c
2
1

, we get

inf
ρ∈Xr

( Q∑
i=1

K∑
k=1

|⟨ϕi,kϕHi,k,ρ⟩|2
) 1

2

≥ ξ
√
QKHξ(Xr)− 2W (Xr)− tξ

√
K

≥ c0c1
√
QK

dn
− 2c5

√
Kdr

√
n log n

dn
− c1

√
QK

dn

≥ c0c1
√
QK

4dn
(108)

with probability 1− e−Ω(Q).

This completes the proof of Theorem 4.

E Proof of Theorem 5
Proof. Before deriving Theorem 5, we restate our model. We first randomly generate Q Haar distributed unitary
matrices

[
ϕi,1 · · · ϕi,dn

]
, which induce Q POVMs of form

{
ϕi,1ϕ

H
i,1, . . . ,ϕi,dnϕ

H
i,dn

}
, i = 1, . . . , Q. Recalling

(30) and (31), we have population measurements for the unknown quantum state ρ⋆ and total empirical measurements
given by pQ = AQ(ρ⋆) and p̂Q. We then define the statistical measurement error as

η = p̂Q − pQ = p̂Q −AQ(ρ⋆) =
[
ηT1 , · · · ,ηTQ

]T
, (109)

where ηi,k is the k-th element in ηi. With p̂Q, we estimate the unknown state ρ⋆ by solving the following constrained
least-squares problem

ρ̂ = arg min
ρ∈Xr̄

∥AQ(ρ)− p̂Q∥22. (110)

Following (38), we have

∥AQ(ρ̂− ρ⋆)∥22 ≤ 2⟨η,AQ(ρ̂− ρ⋆)⟩. (111)

According to Theorem 4, givenQ ≳ nd2r2(log n), with probability at least 1−e−c1Q, we have ∥AQ(ρ̂−ρ⋆)∥22 ≳
Q
dn ∥ρ̂− ρ⋆∥2F . Next, we will upper bound ⟨η,AQ(ρ̂− ρ⋆)⟩. Towards that goal, we first rewrite this term as

⟨η,AQ(ρ̂− ρ⋆)⟩ =
Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,k(ρ̂− ρ⋆)ϕi,k ≤ ∥ρ̂− ρ⋆∥F max

ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρϕi,k. (112)

The rest of the proof is to bound maxρ∈Xr
∑Q
i=1

∑dn

k=1 ηi,kϕ
H
i,kρϕi,k, which will be achieved by using a covering

argument. First, when conditioned on {ϕi,k,∀i, k}, we consider any fixed value of ρ̃ and apply Lemma 3 to establish a
concentration inequality for the expression

∑Q
i=1

∑dn

k=1 ηi,kϕ
H
i,kρ̃ϕi,k. Denote the event F := {maxi,k |ϕHi,kρ̃ϕi,k| ≲

logQ+n log d
dn } which holds with probability P (F ) = 1 − e−c2(logQ+n log d) (its proof is given in Section E.1). Then

we have

P

(
Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≥ t

∣∣∣∣F
)

≤ 2e
− d2nMt2

c3Q(logQ+n log d)2 , (113)

where c2 and c3 are positive constants. The formal proof of (113) is given in Section E.1.
Following the same analysis as in Appendix B.1, there exists an ϵ-net X̃r of Xr such that

P

(
max
ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρϕi,k ≥ t

∣∣∣∣F
)

≤ P

(
max
ρ̃∈X̃r

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≥ t

2

∣∣∣∣F
)

≤
(
4 + ϵ

ϵ

)d2r1+∑n−1
i=2 d2ri−1ri+d

2rn−1

e
− d2nMt2

c3Q(logQ+n log d)2
+log 2

≤ e
− d2nMt2

c3Q(logQ+n log d)2
+Cnd2r2 logn+log 2

, (114)

32



where ϵ = 1
2n is chosen, r = maxi=1,...,n−1 ri, and C is a universal constant in the last line. By taking t =

c4
√
Qn logndr(logQ+n log d)√

Mdn
in the above equation, we further obtain

P

(
max
ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≤ c4

√
Qn log ndr(logQ+ n log d)√

Mdn

∣∣∣∣F
)

≤ 1− e−c5nd
2r2 logn, (115)

where c4 and c5 are constants.
Now plugging in the probability for the event F , we finally get

P

(
max
ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≤ c4

√
Qn log ndr(logQ+ n log d)√

Mdn

)

≥ P

(
max
ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≤ c4

√
Qn log ndr(logQ+ n log d)√

Mdn
∩ F

)

= P (F )P

(
max
ρ∈Xr

Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≤ c4

√
Qn log ndr(logQ+ n log d)√

Mdn

∣∣∣∣F
)

≥ (1− e−c2 log(Qdn))(1− e−c5nd
2r2 logn) ≥ 1− e−c2(logQ+n log d) − e−c5nd

2r2 logn. (116)

Hence, for ⟨η,AQ(ρ̂−ρ⋆)⟩ in (112), the above equation implies that with probability at least 1−e−c2(logQ+n log d)−
e−c5nd

2r2 logn,

⟨η,AQ(ρ̂− ρ⋆)⟩ ≤ c4
√
Qn log ndr(logQ+ n log d)√

Mdn
∥ρ̂− ρ⋆∥F . (117)

Combining this together with ∥AQ(ρ̂− ρ⋆)∥22 ≳ Q
dn ∥ρ̂− ρ⋆∥2F , we finally obtain

∥ρ̂− ρ⋆∥F ≲

√
n log ndr(logQ+ n log d)√

MQ
. (118)

This completes the proof of Theorem 5.

E.1 Proof of (113)

Proof. Conditioning on {ϕi,k,∀i, k}, we use Lemma 14 by setting ai,k = ϕHi,kρ̃ϕi,k to get

P

(
Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≥ t

∣∣∣∣{ϕi,k,∀i, k}
)

≤ e
− Mt

4maxi,k |ϕH
i,k

ρ̃ϕi,k|
min

{
1,

maxi,k |ϕHi,kρ̃ϕi,k|t

4
∑Q
i=1

∑dn
k=1

|ϕH
i,k

ρ̃ϕi,k|2pi,k

}
+ e

− Mt2

8
∑Q
i=1

∑dn
k=1

|ϕH
i,k

ρ̃ϕi,k|2pi,k

= e
− Mt2

16
∑Q
i=1

∑dn
k=1

|ϕH
i,k

ρ̃ϕi,k|2pi,k + e
− Mt2

8
∑Q
i=1

∑dn
k=1

|ϕH
i,k

ρ̃ϕi,k|2pi,k , (119)

where without loss of generality, we assume that
maxi,k |ϕHi,kρ̃ϕi,k|t

4
∑Q
i=1

∑dn

k=1 |ϕHi,kρ̃ϕi,k|2pi,k
≤ 1 in the last line.

Notice that for any i and k,ϕHi,kρ̃ϕi,k is a subexponential random variable with subexponential norm ∥ϕHi,kρ̃ϕi,k∥ψ1
=

O( 1
dn ) according to (103). By using the concentration equality for the tail of a subexponential random variable [118,

Proposition 3], which states that P (|X| ≥ t) ≤ 2e
− c0t

∥X∥ψ1 for any subexponential random variable X with a universal
constant c0, we have

P
(
|ϕHi,kρ̃ϕi,k| ≥ t

)
≤ e1−c1d

nt, (120)
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where c1 is a universal constant. It follows that

P
(
max
i,k

|ϕHi,kρ̃ϕi,k| ≤ t

)
≥ 1−Qdne1−c1d

nt = 1− e1−c1d
nt+log(Qdn). (121)

Thus, setting t = c2 log(Qdn)
dn , we obtain

max
i,k

|ϕHi,kρ̃ϕi,k| ≤
c2 log(Qd

n)

dn
=
c2(logQ+ n log d)

dn
, (122)

with the probability at least 1 − e−c3 log(Qdn), where c2 and c3 are positive constants. Now under the event F =

{maxi,k |ϕHi,kρ̃ϕi,k| ≲
logQ+n log d

dn }, we have
∑Q
i=1

∑dn

k=1 |ϕHi,kρ̃ϕi,k|2pi,k ≤ maxi,k |ϕHi,kρ̃ϕi,k|2
∑Q
i=1

∑dn

k=1 pi,k ≤
c22Q(logQ+n log d)2

d2n , and thus

P

(
Q∑
i=1

dn∑
k=1

ηi,kϕ
H
i,kρ̃ϕi,k ≥ t

∣∣∣∣F
)

≤ 2e
− d2nMt2

16c22Q(logQ+n log d)2 . (123)

F Auxiliary Materials
Lemma 5. ([119, Lemma 7.16] Paley-Zygmund inequality) If a nonnegative random variable Z has finite second
moment, then we have

P(Z > t) ≥ (EZ − t)2

EZ2
, 0 ≤ t ≤ EZ. (124)

Lemma 6. ([115, Lemma 3.7]) Let d be an integer and let Z be a positive random variable. Then the following are
equivalent:

• there is a constant C such that for any p ≥ 2,

(E[Zp])1/p ≤ Cpd/2
(
E[Z2]

)1/2
; (125)

• for some α > 0,

E exp(αZ2/d) <∞. (126)

Lemma 7. ([116, Theorem 2.8.2]) Let X1, . . . , XN be independent, mean zero, subexponential random variables,
and a = (a1, . . . , aN ) ∈ RN . Then, for every t ≥ 0, we have

P

(∣∣∣∣∣
N∑
i=1

aiXi

∣∣∣∣∣ ≥ t

)
≤ 2 exp

(
−cmin

(
t2

K2∥a∥22
,

t

K∥a∥∞

))
. (127)

where K = maxi ∥Xi∥ψ1
= supq≥1 E(|Xi|q)1/q/q and c is a positive constant.

Lemma 8. ([117, Lemma 2.2]) A Haar-distributed random unitary matrix U ∈ CD×D can be equivalently gener-
ated by applying the Gram-Schmidt orthogonalization procedure to D independent random vectors zi ∈ CD, i =
1, 2, ..., D), where the entries zi,j are mutually independent standard complex normal random variables.

Lemma 9. ([120, Corollary 1.2]) Let uij be an element of n×n Haar-distributed random unitary matrixU . We have

E[|uij |2d] =
d!

n(n+ 1) · · · (n+ d− 1)
. (128)
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Lemma 10. For anyAi,A
⋆
i ∈ Rri−1×ri , i = 1, . . . , N , we have

A1A2 · · ·AN −A⋆
1A

⋆
2 · · ·A⋆

N =

N∑
i=1

A⋆
1 · · ·A⋆

i−1(Ai −A⋆
i )Ai+1 · · ·AN . (129)

Proof. We expandA1A2 · · ·AN −A⋆
1A

⋆
2 · · ·A⋆

N as

A1A2 · · ·AN −A⋆
1A

⋆
2 · · ·A⋆

N

= A1A2 · · ·AN −A⋆
1A2A3 · · ·AN +A⋆

1A2A3 · · ·AN −A⋆
1A

⋆
2 · · ·A⋆

N

= (A1 −A⋆
1)A2 · · ·AN +A⋆

1A2A3 · · ·AN −A⋆
1A

⋆
2A3 · · ·AN +A⋆

1A
⋆
2A3 · · ·AN −A⋆

1A
⋆
2 · · ·A⋆

N

= · · · =
N∑
i=1

A⋆
1 · · ·A⋆

i−1(Ai −A⋆
i )Ai+1 · · ·AN . (130)

Lemma 11. [121, Theorem 3.1] Suppose that X =
∑Q
i=1

∑K
k=1 wkXi,k, where wk, k = 1, . . . ,K are constants, and

each Xi,k, i = 1, . . . , Q, k = 1, . . . ,K is a zero-mean, subexponential random variable with ∥Xi,k∥ψ1
. In addition,

theQ multivariate random variables (Xi,1, . . . , Xi,K), i = 1, . . . , Q are mutually independent. However, it is possible
for the variables Xi,k and Xi,k′ , k

′ ̸= k within each multivariate random variable to be dependent. Then

P (X > t) ≤

{
e−

t2

4T2 , t ≤ 2T 2H,

e−
tH
2 , t > 2T 2H.

(131)

where T =
∑K
k=1 wk

√∑Q
i=1 ci,k∥Xi,k∥2ψ1

andH =

(
mink

√∑Q
i=1 ci,k∥Xi,k∥2

ψ1∑K
k=1 wk

√∑Q
i=1 ci,k∥Xi,k∥2

ψ1

)
·
(
mini{ di,k

∥Xi,k∥ψ1
}
)

with

constants ci,k and di,k.

Below, we extend the concentration bounds presented in [103, Lemmas 2&3] for a single multinomial random
variable to encompass multiple multinomial random variables.

Lemma 12. Suppose that the Q multivariate random variables (fi,k, . . . , fi,K), i = 1, . . . , Q are mutually indepen-
dent and follow the multinomial distribution Multinomial(M,pi) with

∑K
k=1 fi,k = M and pi = [pi,1. . . . , pi,K ],

respectively. Let ai,1, . . . , ai,K ≥ 0 be fixed such that
∑K
k=1 ai,kpi,k ̸= 0, i = 1, . . . , Q. Then, for any t > 0,

P

(
Q∑
i=1

K∑
k=1

ai,k
(fi,k
M

− pi,k
)
> t

)
≤ e

− Mt
2amax

min

{
1, amaxt

2
∑Q
i=1

∑K
k=1

a2
i,k

pi,k

}
, (132)

where amax = maxi,k ai,k.

Proof. For any v > 0, we have

P

(
Q∑
i=1

K∑
k=1

ai,k
(fi,k
M

− pi,k
)
> t

)
= P

(
v

Q∑
i=1

K∑
k=1

ai,k
fi,k
M

> v
(
t+

Q∑
i=1

K∑
k=1

ai,kpi,k
))

≤ P
(
ev

∑Q
i=1

∑K
k=1 ai,k

fi,k
M ≥ ev(t+

∑Q
i=1

∑K
k=1 ai,kpi,k)

)
≤ e−v(t+

∑Q
i=1

∑K
k=1 ai,kpi,k) E ev

∑Q
i=1

∑K
k=1 ai,k

fi,k
M

= e−v(t+
∑Q
i=1

∑K
k=1 ai,kpi,k)

Q∏
i=1

E ev
∑K
k=1 ai,k

fi,k
M

≤ e−v(t+
∑Q
i=1

∑K
k=1 ai,kpi,k)ev

∑Q
i=1

∑K
k=1 ai,kpi,k+

∑Q
i=1

∑K
k=1 pi,k

v2a2i,k
M

= e−vt+
∑Q
i=1

∑K
k=1 pi,k

v2a2i,k
M

≤ e
− Mt

2amax
min

{
1, amaxt

2
∑Q
i=1

∑K
k=1

a2
i,k

pi,k

}
, (133)
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where the second inequality uses Markov’s inequality, the fourth line follows from the independence of multivariate

random variables (fi,k, . . . , fi,K), i = 1, . . . , Q, the third inequality utilizes [103, Lemma 2] for E ev
∑K
k=1 ai,k

fi,k
M ,

and the last line follows by setting v = Mt

2
∑Q
i=1

∑K
k=1 a

2
i,kpi,k

≤ M
amax

when t ≤ 2
∑Q
i=1

∑K
k=1 a

2
i,kpi,k

amax
and v = M

amax
when

t ≥ 2
∑Q
i=1

∑K
k=1 a

2
i,kpi,k

amax
.

Lemma 13. Suppose that the Q multivariate random variables (fi,k, . . . , fi,K), i = 1, . . . , Q are mutually indepen-
dent and follow the multinomial distribution Multinomial(M,pi) with

∑K
k=1 fi,k = M and pi = [pi,1. . . . , pi,K ],

respectively. Let ai,1, . . . , ai,K ≥ 0 be fixed such that
∑K
k=1 ai,kpi,k ̸= 0, i = 1, . . . , Q. Then, for any t > 0,

P

(
−

Q∑
i=1

K∑
k=1

ai,k(
fi,k
M

− pi,k) > t

)
≤ e

− Mt2

2
∑Q
i=1

∑K
k=1

a2
i,k

pi,k . (134)

Proof. Following the same approach for proving Lemma 12, for any v < 0, we have

P

(
−

Q∑
i=1

K∑
k=1

ai,k(
fi,k
M

− pi,k) > t

)
= P

(
v

Q∑
i=1

K∑
k=1

ai,k
fi,k
M

> v(

Q∑
i=1

K∑
k=1

ai,kpi,k − t)

)

≤ P
(
ev

∑Q
i=1

∑K
k=1 ai,k

fi,k
M ≥ ev(

∑Q
i=1

∑K
k=1 ai,kpi,k−t)

)
≤ e−v(

∑Q
i=1

∑K
k=1 ai,kpi,k−t) E ev

∑Q
i=1

∑K
k=1 ai,k

fi,k
M

= e−v(
∑Q
i=1

∑K
k=1 ai,kpi,k−t)ΠQi=1 E e

v
∑K
k=1 ai,k

fi,k
M

≤ evt+
∑Q
i=1

∑K
k=1 pi,k

a2i,kv
2

2M

= e
− Mt2

2
∑Q
i=1

∑K
k=1

a2
i,k

pi,k , (135)

where the derivations before the last line are the same as those for proving Lemma 12 and the last line follows by
setting v = − tM∑Q

i=1

∑K
k=1 a

2
i,kpi,k

.

Lemma 12 and Lemma 13, together leads to the following multinomial concentration bounds.

Lemma 14. Suppose that the Q multivariate random variables (fi,k, . . . , fi,K), i = 1, . . . , Q are mutually indepen-
dent and follow the multinomial distribution Multinomial(M,pi) with

∑K
k=1 fi,k = M and pi = [pi,1. . . . , pi,K ],

respectively. Let ai,1, . . . , ai,K be fixed. Then, for any t > 0,

P

(
Q∑
i=1

K∑
k=1

ai,k(
fi,k
M

− pi,k) > t

)
≤ e

− Mt
4amax

min

{
1, amaxt

4
∑Q
i=1

∑K
k=1

a2
i,k

pi,k

}
+ e

− Mt2

8
∑Q
i=1

∑K
k=1

a2
i,k

pi,k , (136)

where amax = maxi,k |ai,k|.

Proof. Since {ai,k}, i = 1, . . . , Q, k = 1, . . . ,K could be positive or negative, we separate the set into three sets P ,
N and Z such that ai,k > 0 for {i, k} ∈ P , ai,k < 0 for {i, k} ∈ N , and ai,k = 0 for {i, k} ∈ Z. In addition, when
pi,k = 0, we have fi,k = 0 and further obtain ai,k(

fi,k
M − pi,k) = 0. Thus, without loss of generality, we assume that
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pi,k > 0 for all i, k. Now we have
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where the first inequality follows the fact {
∑Q
i=1

∑K
k=1 ai,k(

fi,k
M − pi,k) > t} ⊆ {

∑
{i,k}∈P ai,k(

fi,k
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t
2} ∪ {

∑
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t
2}. In addition, we define two sets ãi,k =

{
ai,k, {i, k} ∈ P

0, {i, k} ∈ N ∪ Z
and âi,k ={

ai,k, {i, k} ∈ N

0, {i, k} ∈ P ∪ Z
in the second inequality, and in the last line we uses two facts that ãmax = maxi,k |ãi,k| ≤

amax and max

{∑Q
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2
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[113] Stéphane Boucheron, Gábor Lugosi, and Pascal Massart. Concentration inequalities: A nonasymptotic theory
of independence. Oxford university press, 2013.

[114] Jon Wellner et al. Weak convergence and empirical processes: with applications to statistics. Springer Science
& Business Media, 2013.

[115] Michel Ledoux and Michel Talagrand. Probability in Banach Spaces: isoperimetry and processes, volume 23.
Springer Science & Business Media, 1991.

[116] Roman Vershynin. High-dimensional probability: An introduction with applications in data science, volume 47.
Cambridge university press, 2018.
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