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ABSTRACT

Accurate traffic speed prediction is critical to many applications,
from routing and urban planning to infrastructure management. With
sufficient training data where all spatio-temporal patterns are well-
represented, machine learning models such as Spatial-Temporal
Graph Convolutional Networks (STGCN), can make reasonably ac-
curate predictions. However, existing methods fail when the training
data distribution (e.g., traffic patterns on regular days) is different
from test distribution (e.g., traffic patterns on special days). We ad-
dress this challenge by proposing a traffic-law-informed network
called Reaction-Diffusion Graph Ordinary Differential Equation
(RDGODE) network, which incorporates a physical model of traf-
fic speed evolution based on a reliable and interpretable reaction-
diffusion equation that allows the RDGODE to adapt to unseen
traffic patterns. We show that with mismatched training data, RD-
GODE is more robust than the state-of-the-art machine learning
methods in the following cases. (1) When the test dataset exhibits
spatio-temporal patterns not represented in the training dataset, the
performance of RDGODE is more consistent and reliable. (2) When
the test dataset has missing data, RDGODE can maintain its accuracy
by intrinsically imputing the missing values.
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1 INTRODUCTION

Traffic speed prediction [1, 26, 39] in road networks based on histor-
ical observations has continued to be a topic of great interest, given
its myriad uses in the transportation sector. Machine learning ap-
proaches [39] have provided the most accurate predictions given suf-
ficient training data that contains comprehensive traffic patterns that
are likely to appear in test situations. Among the best-performing ma-
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Figure 1: The most important sensors under mismatched data (red mark-
ers) for the traffic speed prediction at Sensor 718141 (blue marker) are
located far away. However, the most important sensors under matched
data (orange markers) are close to the target sensor. Each blue dot is a

sensor with available data.

chine learning models, graph-based neural networks [11, 27, 32, 36]
dominate due to their ability to incorporate spatio-temporal infor-
mation so that dependent traffic speeds sensed at different locations
and times can be modeled and exploited to make more accurate
predictions. The predictive models, especially those based on deep
learning trained with a large amount of data, tend to work well only
when the training and test data have similar distributions [37, 38].
However, collecting representative training data is challenging in
many practical situations [9, 31] because we can only sample in
regular everyday conditions which are limited, while the model is
expected to work in exceptional circumstances. For example, natural
disasters (e.g., earthquakes or hurricanes) are rare events where traf-
fic patterns can be significantly and abruptly altered. At best extreme
situations [12] can be simulated, but these cannot truly capture the
patterns in an actual event.

As a motivating example, we train a well-known graph learning
approach, Spatial Temporal Graph Convolutional Network (STGCN),
using traffic speed data on weekdays and test the model on week-
ends. To better understand how STGCN makes its prediction, we use
GNNE«xplainer [35] to identify the most influential sensors on the
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Figure 2: (a) Two collections of patterns (i.e., pattern A (exists in a known
dataset) and pattern B (difficult to be collected and only available at
test time)) in the training and test datasets have no overlap; (b) Without
incorporating a traffic law, testing the model with such mismatched
patterns may result in poorer accuracy; (¢) With an architecture using a
traffic law, the model can still achieve good accuracy when adapting to
unseen patterns.

graph that contributed to a particular prediction. When the training
and test data are drawn from the same distribution (weekdays), the
outcome of GNNExplainer showed that the most influential sensors
are very close to the target sensor whose speed measurement is being
predicted. However, when the graph learning model is tested on a
different distribution (weekend data), the outcome of GNNExplainer
showed that the most influential sensors are often physically far from
the target sensor, implying that the prediction might not conform to
any traffic evolution law. In the example shown in Figure 1, the three
most important sensors under mismatched testing are geographically
unreachable within the 5 minutes prediction window.

The above-mentioned challenge can be formulated as learning
with mismatched training data [29] (Figure 2), a problem that is
often encountered in practice in different domains.

We postulate that integrating a known traffic law into the ma-
chine learning based predictive model would enable the model to
overcome this challenge. In this work, we propose a novel traffic-law-
informed neural network called Reaction-Diffusion Graph Ordinary
Differential Equation (RDGODE) network, that augments GCN with
a differential equation based traffic speed evolution model studied
in transportation research [2]. The traffic model, expressed as a
reaction-diffusion equation, describes the general rule of the evolu-
tion of traffic speed. We develop an ML architecture informed by this
traffic law and respect the underlying traffic dynamics. Consequently,
even when the traffic patterns are altered between training and test
data, the in-built dynamical relationship ensures that the prediction
performance is not significantly impacted. Furthermore, the prior
knowledge encoded by the traffic-law-informed architecture reduces
the number of model parameters, thus requiring less training data.
The model computations are better grounded in domain knowledge
and are thus more accessible and interpretable to domain experts in
transportation management.

The contributions of this work are as follows:

e We study the challenge of traffic speed prediction with mismatched
data where the patterns in the training set are not representative
of those in the test set. To address the challenge, we derive a
novel traffic-law-informed graph-based machine learning model
RDGODE that integrates a differential equation based traffic law
into a graph convolutional network using Neural ODEs [3].

e Through extensive testing, we demonstrate (i) the prediction ac-
curacy of RDGODE is more robust in situations with data mis-
matches compared to baseline models; (ii) RDGODE can react
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more quickly to rapid short-term variations; (iit) RDGODE is
highly effective for data imputation, and can handle missing data
in traffic speed prediction.

2 RELATED WORK

Graph Neural Networks. Graph Neural Networks (GNNs) have
been widely utilized to enable great progress in dealing with graph-
structured data [17]. [6, 20, 36] build spatio-temporal blocks to
encode the traffic spatio-temporal features. [10, 11, 27, 30, 32] gen-
erate dependency graphs, which only focus on “data-based” de-
pendency wherein traffic speed at a sensor can be influenced by
a sensor, not in its physical vicinity. Recently, machine learning
models [3, 4, 7, 16, 21] incorporating differential equations were
proposed, to better capture the continuous spatial-temporal pattern.
Specifically, a prediction model [16] using Neural Controlled Differ-
ential Equation [4] was proposed to handle irregular time series. The
work [21] constructed a Recurrent Neural Network incorporating
Reaction Kinetics to improve prediction accuracy by respecting the
underlying physics. None of these approaches exploit traffic laws
for better generalization and robustness.

Traffic Law and Application on Machine Learning. Modeling
traffic with equations developed through physics has a long his-
tory [15, 23], These approaches focus on finding conservation laws
through mathematics and experiments, and propose models that re-
flect the most essential relationships in traffic. Our approach relies
on a specific network-level model studied recently [2, 19, 22], where
they use a reaction-diffusion equation to model the traffic speed. The
model specifically addresses the opposing forces that affect traffic
flow, namely i) Diffusion which captures the impact on network
nodes forward in the direction of travel, and ii) Reaction which cap-
tures the impact on nodes behind in the direction of travel owing to
congestion. While incorporating a traffic law in machine learning is
an area of growing interest [14], integration of traffic models with
neural graphical models has not yet been explored and particularly,
in the context of prediction with mismatched training data.
Mismatched Data. Meta-learning [8, 28] is often used to augment
machine learning with limited data, through additional training pro-
cesses. Mismatches [25] between the training and test sets are fre-
quently present in practical applications. Robustness to mismatched
data is important in designing trustworthy models [29]. [33] studied
the optimizations of supervised learning when knowing the data
difference between training and test sets. However, our approach
addresses the challenge by incorporating a traffic law instead of
using extra training processes, or employing additional assumptions
on permutation thus works for arbitrarily mismatched scenarios.
Model Explainability. Intrinsically transparent ML models [18, 24]
based on simple rules or linear models are useful in that their com-
putation processes can be revealed to domain experts to increase
their confidence in the models. In contrast, we incorporate non-linear
physical laws in graphical models to promote intrinsic explainabil-
ity. In graph-based ML, understanding how neighbors collaborate
to make predictions. Prior methods, such as [34], use a surrogate
model to approximate a graphical model and thus do not reveal the
computational process of the traffic prediction model.
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Figure 3: (a) Diffusion occurs in the direction of a road segment; (b)
reaction occurs opposite to the direction of a road segment.

3 PROBLEM DEFINITION

The graphs used in this paper are derived from the highway network,
and we call them the "physical graphs". The physical graph G =
(V, &) is a directed unweighted graph with |'V| = n vertices and
|&| edges. Each vertex corresponds to a sensor on the highway
network. Each edge, denoted as (i, j) € &, represents the directional
connectivity between two vertices i, j € V, and corresponds to a
road segment where one can travel between the two neighboring
sensors along the traffic direction (without passing other sensors).
Let A € R™" denote the adjacency matrix of the graph G. Since
each sensor is placed on one side of a road segment and measures
the speed along that specific direction, A is asymmetric, and in
particular, only one of A; j and A ; can be non zero.

Time is discretized into 5-minute periods in our work to reflect
the typical frequency of traffic sensor data collection. Let Xy, .4, €
R™(2-41) denote the sequence of traffic speeds at all n sensors
from time # to time tp, where t1,t2 € {1,2,3,...}. The value of
traffic speed at sensor i at time ¢ is denoted X; ;, and the vector of
speeds at all vertices at time ¢ is denoted X;.

The objective is to train the models with limited data sampled
from the source domain (e.g., normal days) that does not contain all
possible traffic patterns, while the test set sampled from the target
domain (e.g., during a disaster) has mismatched patterns, including
different periods, high temporal variations, and missing data. These
pattern differences may change the labeling function based on past
data. For example, traffic congestions during rush hours usually get
worse, while traffic congestions during free flow hours typically
disappear quickly. Mathematically, we define the source domain as

Xs = {(Xe7:6, Xp41) * Xpr1 = s (Xy—1:0), Xp -1t ~ DY,

where [ is the labeling function in the source domain. The target
domain can be defined in a similar way, but the difference is that
the labeling function in the target domain is I instead of Is, where
Is # I;. We note that T is the length of the time sequence required
by the "ground truth" labeling function, which is not fully known.
Thus, each forecasting algorithm can potentially use a time sequence
of length different from T. Our proposed RDGODE only requires 1
time point for prediction since it is built out of the spatio-temporal
difference equation that connects the speed at successive time points.
We allow baseline models to use 12 time points for prediction.
Given the past traffic speed observations denoted as (X}_;.,, X}, ;)
Xs on the graph G , we aim to train a predictive model F that can

m
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predict the traffic speeds at time ¢ + 1 for all vertices (denoted as
X} = F(X}_r.,> 0) where 0 is the parameter, X, € R"), such that
the model (trained on data from the source domain) makes good pre-
dicti01:1s using the samples (X[ ;... X/,,) € X7 in the target domain
(ie., X7, = F(X{_.,,0) is also a reasonable prediction) without
extra training. The optimization objective is defined as

min} LF(X]_1.4,0), X[ 1), 6]

0e{6;
where {61} = argming L(F(X;_;,.0),X},;) and L(*,*) is the loss
function, which we will define formally in Section 5.2. We assume
that T is identical in source and target domains.

4 METHODOLOGY

In the following, we describe the underlying domain model for traffic
speed (local reaction-diffusion) and describe how we build our novel
GCN architecture using that model.

4.1 Local Reaction-Diffusion Equation

Reaction-Diffusion systems were first proposed in the context of
chemical systems to describe spatio-temporal changes which in-
volve both a local chemical reaction and diffusion simultaneously
in dynamic changes. The basis of a reaction-diffusion model is to
express the rate of change of a quantity as a sum of two, generally
opposing processes. Pivot to the traffic, Bellocchi in [2] proposed
the reaction-diffusion approach to reproduce transportation network
characteristics such as speed and congestion using few observations.

Consider sensor i, let ' d denote the set of sensor i’s neighbors
in the road segment direction, and let A" denote the set of the
neighbors in the opposite direction of the sensor i. Let u;(t) denote
speed as a function of time at vertex i, the local reaction-diffusion
equation at vertex i can be formulated as

d i(t
ud: - 2 Pl (D) —ui®)) +bf
jeENE
@)
+ tanh Z o(i,j) (i (t) —ui(t)) + b7 |,
JENT

where p(; jy and o(; j) are the diffusion and reaction parameters
respectively; b;j and b} are biases to correct the average traffic speed
at vertex i in the diffusion and reaction terms.

Eq. (2) expresses the change in speed as a sum of two terms.
The first term is the diffusion term, a monotone linear function of
speed change in the direction of traffic, and it relies on the empirical
fact that in the event of congestion, drivers prefer to bypass the
congestion by following one of the neighboring links (Figure 3a).
The second term is the reaction term, a non-linear monotone function
(tanh activation) of speed change opposite to the direction of traffic,
and it relies on the empirical fact that a road surrounded by congested
roads is highly likely to be congested as well (Figure 3b).

4.2 RDGODE

‘We incorporate the reaction-diffusion approach to building a novel
graph-based machine-learning model for accurate and interpretable
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prediction of traffic speed. Specifically, we consider a continuous-
time model for predictions using Eq. (2):

. O du;(t
th,i =Xt0,i +/ l( )dt (3)
ty

dt

where X; ;, as mentioned earlier, is the speed of u;(t) measured by
the sensor at vertex i at time £.

As shown in Figure 4, there are four key steps to use Eq. (3) to

build a traffic-law-informed reaction-diffusion graph convolutional
network (RDGODE).
@ Derive the Adjacency Matrices from the Physical Graph for
the Reaction and Diffusion Process. We define a diffusion graph
G? = (v, &%) and a reaction graph G" = (V,&") derived from
the physical graph G. The diffusion graph represents whether two
vertices are direct neighbors in the road direction, i.e., &4 =& and
A = A; the reaction graph represents whether two vertices are
direct neighbors in the opposite direction of a road segment, i.e.,
E" ={(,j): (j,i) € E}and A" = AT, and T is matrix transpose.
© Define Model Weights for Reaction and Diffusion Networks
based on the Physical Equation. Define p = {p(; ;) € R|(i, ) €
&Y o= {oij) €RI(i,j) € &}, b4 € R", b" € R™. Each parame-
ter p(; jy (resp. o(; j)) is a diffusion weight (resp. reaction weight)
for edge (i, j). Each parameter in p and o corresponds to a directed
edge (i, j) in &% and . Let W9 € R™" and W' € R™*" denote
the sparse weight matrices for diffusion graph G

L) V(.j) e&?,
Wi, = {p("” . @
> 0 otherwise,

and W{ ; for reaction graph G" is defined in a similar way but the
non-zero element at i, j is o(; j) where V(i, j) € &".

© Characterize the Graph Laplacian by Combining the Adja-
cency Matrices and the Defined Parameters for the Reaction
and Diffusion Terms. Given any weighted adjacency matrix A, the
corresponding Laplacian matrix L can be calculated by the function
Lap(A) which is defined as

L = Lap(A) = Degree(A) — A, ©)

where Degree(x) is the degree matrix of an adjacency matrix. We
use a common variation measure in graph signal processing [5] to
express the action of the Laplacian on sensor i and X;:

DAL (Xei - X)) (©6)
Ji(i.j)es

(LXp)i =

Let L4 (resp. L") be the corresponding Laplacian of the combina-
tion of diffusion (resp. reaction) weight tensor wd (resp. W) and
diffusion (resp. reaction) adjacency matrices Ad (resp. A"), then

Wxi= Y, WlodAh;(Xi-Xe). g

Je(ij)e&?

where © is the Hadamard product, and (L"X;); is defined similarly
with different weight tensor W” and adjacency matrix is A”.

@ Define the Network Prediction Function Using a Graph Neu-
ral Network Approach with the Derived Laplacian. By Eq. (7),

Yue Sun, Chao Chen, Yuesheng Xu, Sihong Xie, Rick S. Blum, Parv Venkitasubramaniam

w9 (nxn)

(2]
paxien 11N @

L4(nxn)

\ Lap(W! © A% b
1 AT (nxn) gO————"""|
1 Diffusion
Va Graph G4 b (1xm) [T ]
0~ Xe(Axn) T 1]} @ Prediction
Traffic grap \ L™ (nxn) result Xy
.
g Graph \ Lap(W’ © A7)
Wi(nxn) gO———>
(2) / :
saxien [ P / br(xmT]

Figure 4: Reaction-diffusion GCN architecture for graph with |V| =3
and |&| = 2. @) derives the diffusion and reaction adjacency matrices Ad
and A”; @ defines model weights p and o for the reaction and diffusion
networks, and maps them to W¢ and W” by Eq. (4) with weights p
and o; @ characterizes the Graph Laplacian L9 and L"; © defines the
network prediction function Eq. (9).

let U(t) denote the network-level differential equation:

) g 4 . )
= U@ +b) + tanh (L'U(1) +07) .

~ (L9X, +b%) + tanh (L' X; + b").

Then we calculate the integral of Eq. (8) from t to t; using Neural
ODE [3], given the differential equation, initial state, and the time
sequence. Following Neural ODE [3] and combining Eq. (3) with
Eq. (8), the prediction of the traffic speed at all vertices is

dU(t)

Xi, = ODESoer(T,XtU, [to, t1]), 9)

where ODESolve is to solve the differential equation in Eq. (8). In
our context, the time difference between t, and ¢ is 5 minutes, which
we denote by one unit of time, t; — to = 1.

S EVALUATION

In this section, we evaluate the performance of RDGODE on real-
world datasets to answer the following research questions.

(1) What is the overall prediction performance of RDGODE under
mismatched data compared to other machine learning baselines?

(2) How well can RDGODE track rapid temporal variations in
speed in comparison with existing baseline models?

(3) How well can RDGODE impute missing data in comparison
with existing baseline models?

5.1 Datasets

Our experiments are conducted on the following three real-world
datasets with a sample speed every 5 minutes. We label the physical
graph according to the road network.

Metr-la. The traffic speed on Los Angeles County highways from
03/01/2012 to 06/30/2012 was collected by 207 sensors [13].
Pems-bay. The traffic speed in the Bay area from 01/01/2017 to
05/31/2017 was collected by 325 sensors [20]. We select 281 of 325
sensors, where road directions are clear.

Seattle-loop. The traffic speed from 01/01/2015 to 12/31/2015 was
collected by 323 sensors on Great Seattle highways [6].
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(c) Baseline models and RDGCN trained with data more than half of a year.

Figure 5: (a) The results of RDGODE are very close regardless of the period of the training set. (b) MAML significantly augments the performance
of baseline models. However, the results of RDGODE are still closer regardless of the period, compared to baseline models. (c) More training data
augments the performance of baseline models and RDGODE. However, the results of RDGCOD are still closer.

5.2 Experiment Settings speed using historical traffic speed alone. Moreover, we use Model-

Evaluation Metric. The loss function we use is the mean absolute Agnostic Meta-Learning (MAML) [8] to augment baseline models

error MAE(Xy, X;) = % S IXei - )A(t’l.|’ and the root mean square and our approach. Specifically, (1)We randomly select sequences of
12 consecutive weekdays, and sample 4-hour data as the training set.
We evaluate the model with hourly data on weekends. (2) We divide

error RMSE(Xy, X;) = \/% S (X - Xt,i)z.

Baselines. We compare RDGODE with three graph lee}rning II.IOdCIS, the training set into two equal parts: the support set and the query set.
STGCN [36]"MTGNN [32]’.5111(i GTS [27]. These} are influential and (3) The support set is used to compute adapted parameters. (4) We
best-performing graph learning models for predicting future traffic use the adapted parameters to update the MAML parameters on the

query set. (5) We repeat it 200 times to obtain initial parameters for
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(c) Training with more than half of a year data.

Figure 6: RDGODE makes accurate predictions in the congestion, com-
pared with (a) baselines which make bad predictions when they en-
counter rapid changes in traffic. (b) baselines being augmented by
MAML. (c) baselines being trained with all available weekday data.

baselines. (6) We train baselines using the obtained initial parameters.
MAML is trained for 200 epochs.

Hyperparameter Settings. RDGODE is optimized via Adam.
The batch size is 64. The learning rate is 0.001, and the early stopping
strategy is used with the patience of 30 epochs. The training and
validation set are split by a ratio of 3:1 from the weekday subset,
and the test data is sampled from the weekend subset with different
patterns. As for baselines, we follow the settings in their works.

Evaluation. We assume that all zeros in the datasets are missing
values, and we remove the predicted speed when the ground truth is
0, or when the last speed recorded is 0.

5.3 Results and Analysis

Mismatched Data Exploration. We first explore the performance
of the models when they are trained using mismatched data. Specif-
ically, the models are trained with four-hour data on weekdays
(e.g.,16:00-20:00 on weekdays) and evaluated with hourly data on
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weekends (e.g., 13:00-14:00 on weekends). The training set consists
of data from five different sequences of 12 consecutive weekdays
selected randomly from the available data (to limit patterns in the
training set) or all available weekdays (contains all possible patterns
in the source domain). The results are shown in Figure 5, where each
curve denotes the average test prediction MAE of the model trained
on the aforementioned five sequences.

Figure 5a plots the prediction MAE of STGCN, MTGNN, GTS,
and RDGODE over time. RDGODE has nearly identical perfor-
mance regardless of which time window of data is used for training.
The RDGODE consistently has low MAE (i.e., small y-axis values)
and low variance across different time windows (i.e., the difference
of curves with the highest MAE and lowest MAE is small). However,
the performances of STGCN, MTGNN, and GTS are significantly
different depending on the training set, and some may have a rel-
atively high MAE (e.g., the curve of STGCN trained with data in
0:00-4:00 on Pems-bay dataset has much higher MAE values than
the one of RDGODE over time). In Figure 5b, we compare the perfor-
mance of RDGODE with the baseline models being augmented with
MAML. Even when the training process is augmented by MAML,
RDGODE outperforms the baseline models wherein the variance
across time and models is very low. While MAML brings some
gain to baseline models, its impact on RDGODE is fairly limited,
indicating that RDGODE performs well in different testing domains
without needing additional expensive training. In Figure 5c, we com-
pare RDGODE with baselines trained by all available weekday data.
Note that identical training and test data are used for all the results
in Figure 5a and Figure 5b, indicating that even when the baseline
models are trained using all available weekday data, RDGODE’s
prediction is better with low MAE and low variance.

As evidence, incorporating the traffic dynamics into the learning
model is highly beneficial to dealing with mismatched data between
training and test data. We speculate that this is a consequence of our
model capturing the relative changes in speed through the dynamical
equations, whereas black box models that derive complex functions
of the absolute values of speed across time might not always capture
the immediate dynamics but rely more on long term patterns. In
effect, when there is a mismatch, the underlying nature of traffic
dynamics is less likely to be impacted whereas the complex patterns
of absolute speed values might vary significantly across domains.
This is particularly true when dealing with limited data that does
not contain all possible patterns. At the same time, RDGODE is
designed to predict based on neighboring vertices, so even if the
speed patterns of a distant sensor and a close sensor are similar (e.g.,
both are free flow), it does not factor into the model’s predictions.
We note that the prediction of RDGODE is not uniformly better
than the prediction of the STGCN, MTGNN, and GTS (e.g., the
prediction of MTGNN trained by weekday data from 8:00 to 12:00
is better than the prediction of RDGODE), and one possible reason is
that speed pattern mismatches between weekdays and weekends are
not always significant (e.g., when the training weekday is a holiday).
Although real-world data under situations such as disasters or events
are hard to obtain, our approach of splitting the dataset emulates test
scenarios that are sufficiently different from the training dataset. The
Mean and STD of prediction MAE (resp. RMSE) of each model
are shown in Table 1 (i.e., the Mean and STD of all points on each
subfigure in Figure 5a, Figure 5b and the corresponding results using
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Table 1: Numerical result of Figure 5: the Mean and STD of prediction MAE of RDGODE and baselines on three real-world datasets.

MAE RMSE
Without MAML  STGCN MTGNN GTS RDGODE  STGCN MTGNN GTS RDGODE
Metr-la 331+£0.64 294050 3.70+1.13 2.36+0.12 631 +1.34 517+1.16 697 +1.33 5.11 +0.89
Pems-bay 150+ 049 138+0.44 1.07+0.52 0.81+0.08 1.83+£0.35 2.88+1.01 3.18 £0.99 1.48 +0.05
Seattle-loop  2.68 £0.43 2.50 £ 0.22 228 +£0.32 2.12+0.13 6.33 +0.44 4.89 £0.36 6.09 +1.98 3.46 +0.48
With MAML STGCN MTGNN GTS RDGODE  STGCN MTGNN GTS RDGODE
Metr-la 247 +0.11 241 +£0.22 255+048 238 +0.08 528 +0.94 5.17+1.16 7.55+091 5.01 £0.82
Pems-bay 1.03+0.19 091 +0.21 0.96+0.03 0.81 £0.03 1.41+0.05 2.86+1.11 2.85+0.84 1.43 +0.05
Seattle-loop  2.20 +£0.08 2.23 £0.24 234 +£0.15 2.12+0.04 594 +0.14 3.92+0.37 5.80+0.60 3.44 +0.22
FULL STGCN MTGNN GTS RDGODE  STGCN MTGNN GTS RDGODE
Metr-la 257 +0.68 3.11 £048 3.44+047 237+0.13 531+092 4.02+031 7.04+120 3.96+0.13
Pems-bay 1.38 £0.06 1.85+0.38 2.08 +0.51 0.83+0.07 1.37+0.06 1.85+0.38 2.08 +0.53 1.45+0.03
Seattle-loop 290 £ 0.10 2.18 £0.06 3.11 £0.11 2.16 +0.06 3.91 +0.45 3.81 £0.65 533 +£0.74 3.66 + 0.07

RMSE), respectively. Table 1 shows that RDGODE has a lower
MAE (resp. RMSE) and lower variance compared with baselines
under limited training set with or without MAML augmentation,
and the gain of adding more data on RDGCN is limited, which is
consistent with our observation in Figure 5.

Tracking Rapid Temporal Variations in Speed. Rapid speed
change patterns often have a very limited presence in traffic datasets,
as they usually occur in the case of sudden events, or rapidly de-
grading infrastructure which is rare. Consequently, even well-trained
models are not equipped to predict well under these circumstances.
Here, we investigate the performance of models in rapid temporal
variation scenarios, where the traffic speed changes rapidly in the
given time window. On each dataset, we first train STGCN, MTGNN,
GTS, and RDGODE using data from 4:00 to 8:00 in a randomly
selected sequence of 12 consecutive weekdays and then test different
models with data on vertices where speed patterns are not covered
in the training set (e.g., the step-like speed variation is not in the
selected 12 weekdays). We show curves of the predicted speeds of
various models and ground truth in Figure 6a, of predicted speeds
augmented by MAML in Figure 6b, and of predicted speed training
using all available weekday data in Figure 6c.

Figure 6 indicates that RDGODE produces predictions that better
track ground truth speeds, with or without MAML augmentation,
trained by limited data or all available data. On the other hand, the
predicted speed from STGCN has excessive oscillations that are not
present in the actual speed on Metr-la. The predicted speed from
STGCN, MTGNN, and GTS is higher than the ground truth speed
in the period of congestion, especially when the traffic speed drops
rapidly, as shown in Figure 6a. Since STGCN, MTGNN and GTS
have very limited training data that exhibits such rapid variation, the
prediction is very different from the ground truth speeds. Figure 6b
shows that MAML can help the baselines learn better (e.g., fewer os-
cillations of STGCN in Metr-la and the speed prediction of GTS are
closer to ground truth during the congestion in Pems-bay). However,
the difference between the prediction of baselines and ground truth
is still large, which implies that MAML cannot completely address

the challenge under rapid changes. Figure 6c¢ indicates that more
mismatched training data can make the baselines’ prediction better,
but it cannot address the challenging speed prediction under rapid
changes. On the other hand, we conjecture that the short-term dy-
namics incorporated in the RDGODE through the reaction-diffusion
equation allow the RDGODE to better track instant variations very
quickly and the lack of relevant training data does not limit its ability
to predict traffic speed under these circumstances.

~® GTS-no-filling =+ MTGNN-no-filling —#— STGCN-no-filling STGCN-RD
-® GTS-linear ++=++ MTGNN-linear —#— STGCN-linear —#— RDGODE (ours)
GTS-RD MTGNN-RD
Metr-la Pems-bay Seattle-loop

5w s L o

T T T T T T T T 0 . . T
an/o 2 _Q“/“ 5“-0“/0 15_00/“ 090/0 I\%[:J _Q“{“ 5“-0“/0 _ls_oo/n 090/0 5 -00/0 5“-0“/0 _ls_oo/n
issing rate

MAE of speed prediction

Figure 7: STGCN-RD (resp. MTGNN-RD, GTS-RD) represents STGCN
(resp. MTGNN, GTS) using RD imputation. The MAE of baselines with
RD imputation and RDGODE does not increase much when the missing
rate increases.

Missing Data and Imputation. We investigate the prediction
performance of STGCN, MTGNN, GTS, and RDGODE under sce-
narios where data has random missing values. This can frequently
occur when there are intermittent sensor or communication failures.
We first train baseline models and RDGODE using the full training
set (does not contain mismatched data), then we simulate the missing
data situation by setting a percentage of values (missing rate) on a
sensor to 0 and test the models using the data generated above. Since
the existing baseline models, such as STGCN, MTGNN, and GTS,
do not employ a physical model for traffic speed, there is no intrin-
sic mechanism to fill in missing values. Whereas, in our domain
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Figure 8: MAE of speed predictions on models incorporating reaction equation, diffusion equation, and reaction-diffusion equation.

informed approach, one can use the physical model given in Eq. (3)
to impute the missing values (RD imputation) using the data of only
neighbor sensors (i.e., the speed at neighbor sensors X; ;, X ; are
known and p(; ;) and o(; jy are in the trained RDGODE model) to
improve the performance. In our experiments, we compare the MAE
of our approach with that of the raw STGCN, MTGNN, and GTS
without any imputation, as well as when these baseline methods
are supplemented with linear imputation and a domain informed
Reaction Diffusion (RD) based imputation.

Figure 7 indicates that the RDGODE and the models with RD
imputation are more robust to missing sensor data since the MAE
loss does not increase much with the missing rate. Even when the
missing rate of data reaches 80%, the average MAE on the three
datasets is 2.9723 mph and the maximum MAE does not reflect a
speed difference beyond 5 mph. In contrast, the MAE of the models
without RD imputation increases significantly with the increase of
the missing rate. This is a particularly important result since the
stable prediction performance of models using RD imputation under
missing data demonstrates the soundness of the underlying reaction-
diffusion model employed for traffic speed evolution. Not only does
this make our approach inherently explainable to domain specialists,
but it also provides insights into why RDGODE performs better
when test data has missing data.

6 ABLATION STUDIES

In this section, we investigate the prediction models incorporating
the reaction equation and the diffusion equation, independently,
under mismatched data, to understand whether both the reaction and
diffusion processes are essential. We use the same training set (i.e.,
12 consecutive working days selected randomly) and test set (i.e.,
hourly weekend data) in Section 5.3. The curves of MAE versus time
using the model incorporating the reaction equation, the diffusion
equation, and the reaction-diffusion equation are shown in Figure 8.

Figure 8 indicates that the predictions of all models with the
reaction-diffusion equation provide low MAE with low variance
(i.e., the difference between curves with the highest MAE and lowest
MAE is small) over time. However, the predictions of the reaction
models and the diffusion models have weaker performance in at
least one time period. We speculate that using only the reaction (or

diffusion) equation is not sufficient to capture the pattern of the traffic
speed change accurately. Furthermore, the prediction of the model
incorporating the reaction-diffusion equation is not uniformly better
than the prediction of the model incorporating only the reaction
or diffusion equation. One possible reason is that the reaction or
diffusion process does not always exist in a specific period (e.g.,
if two neighboring road segments are in free flow during the test
period, the traffic speeds at the two segments do not affect each other.
Thus there is neither diffusion nor reaction between these two road
segments). These observations further emphasize the necessity of
both the reaction and diffusion processes for reliable predictions.

7 MODEL EFFICIENCY
Table 2 shows the training and inference times of baselines and
RDGODE on the Metr-la dataset using two NVIDIA-2080ti graphic
cards. It’s observed that RDGODE takes less time in both training
and inference than the other models.

‘#Parameters Training (s/epoch)  Inference (s)

STGCN 458865 0.5649 0.0232
MTGNN 405452 0.5621 0.0607
GTS 38377299 1.0632 0.1641
RDGODE 872 0.3551 0.0173

Table 2: The computation time on the Metr-la dataset.

8 CONCLUSION

In this paper, we investigate traffic speed prediction under mis-
matched data. Specifically, we propose a traffic-law-informed graph
learning model, RDGODE, by incorporating the traffic reaction-
diffusion model into GCNs. The new model shows strong robustness
under mismatched data with the help of traffic law. We intentionally
introduce two types of mismatches by utilizing data from different
time periods during the training and testing phases, and demonstrate
the robustness of RDGODE. We also explore the reasons for the
enhanced robustness of our traffic-law-informed model. The pre-
sented results show the potential of the reaction-diffusion model as
a new architecture in GCNss in traffic speed prediction. We believe
reaction-diffusion models are not limited to traffic speed prediction,
even though this is our focus here. We will extend graph reaction-
diffusion architectures to other problems in the future.
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