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Abstract

We consider k-means clustering in an online setting where each new data point is assigned to its
closest cluster center and incurs a loss equal to the squared distance to that center, after which the
algorithm is allowed to update its centers. The goal over a data stream X is to achieve a total
loss that is not too much larger than L(X, OPT}), the best possible loss using k fixed centers in
hindsight.

We start by introducing a data parameter, A(X ), such that for any online algorithm that main-
tains O(kpoly(logn)) centers after seeing n points, there exists a data stream X for which a
loss of Q(A(X)) is inevitable. Next, we give a randomized algorithm that achieves online loss
O(A(X) + L(X,OPTy)), while taking O(k poly(logn)) centers and additional memory. It has
an update time of O(k poly(logn)) and is the first algorithm to achieve polynomial space and time
complexity in the online setting.

We note that our results have implications to the related streaming setting, where one final
clustering is outputted, and the no-substitution setting, where center selections are permanent. We
show a general reduction between the no-substitution cost of a blackbox algorithm and its online
cost. Finally, we translate our algorithm to the no-substitution setting and streaming settings, and it
competes with and can outperform existing work in the areas.

1. Introduction

The online learning framework (Littlestone, 1987), first introduced in the context of classification,
is a model that does away with the benign (i.i.d.) statistical assumptions that underlie much of
learning theory, and instead deals with data that is arbitrary and possibly adversarial, and that arrives
one point at a time, indefinitely.

Here we consider clustering in an online setting. At every time ¢, the Learner announces a
clustering; then, Nature provides the next data point x;; finally, the Learner incurs a loss depending
on how well its clustering captures x;. There are no assumptions on the data.

Specifically, we look at online realizations of k-means clustering. For any data stream X =
{z1,...,} C RY, the k-means cost of a set of centers S C R%is £(X,S) =Y,y d(z,S)? where
we define d(z, S) to be the Euclidean distance from x to its nearest neighbor in .S.

In the (batch) k-means problem, the input is a full data stream X, and the goal is to find a set of
centers whose cost is close to that of the optimal k centers, denoted by L (X) = inf|g—, L(X, S5).
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Finding the optimal clustering is NP-hard (Aloise et al., 2009; Dasgupta, 2008), but a variety of
constant-factor approximation algorithms are known (Kanungo et al., 2004; Ahmadian et al., 2020).

Batch k-means is the canonical method for vector quantization, in which training data X is
clustered to obtain a set of k£ codewords S, and any subsequent data point « is quantized by replacing
it by its nearest codeword s € S, at a quantization cost of d(x,s)2. It is well-known that if all
points (past and future) come from some fixed distribution, and if | X| is large enough, then good
codewords for X are also good codewords for this underlying distribution Pollard (1981, 1982). We
are interested in the more challenging setting of lifelong learning, where the data distribution can
change and thus codewords need to be updated from time to time.

We study the online k-means setting, in which the Learner maintains a set of centers .S; that it
updates as it sees more data. At each time ¢, three things occur.

e Nature provides a data point ;.
e Learner incurs loss d(x¢, S;_1)?.
e Learner announces an updated set of centers S;.

The total loss incurred by the learner up to time ¢ is then compared to the loss of the best k-means
solution in hindsight; that is, £y ({1, ...,2¢}). A crucial difficulty is that the data x; are arbitrary:
Nature can choose a stream X with full knowledge of the Learner’s algorithm.

There has been a large body of work on the different, but related, streaming k-means problem.
In this setting, there is a finite data stream whose size n is typically known in advance. These
data are revealed one point at a time and the learner updates its model after seeing each successive
new data item. The key requirements are that the learner not use too much memory and that the
individual updates be efficient. Once the entire data stream has been processed in this way, the cost
of the Learner’s final model is compared to that of the optimal k-means clustering.

In contrast, for the online k-means problem, losses accumulate along the way, and crucially, the
loss of x; depends on a clustering that was produced before x; had been seen. The only work we are
aware of in this framework is that of Cohen-Addad et al. (2021). They show how the classical mul-
tiplicative weights strategy (Littlestone and Warmuth, 1994) can be used in this setting, with each
candidate clustering being an expert. This space of experts is continuous, but it can be discretized,
and the authors show how to do this in a way that leads to a strong performance guarantee: the
learner outputs exactly k centers at each time step and the total loss it accumulates at each time 7 is
at most (1 + €)Li({z1,...,x,}). The downside, however, is that the algorithm requires resources
(space and time) that are exponential in k£ and d, making it impractical in many settings.

In this paper, we are interested in developing efficient algorithms for online k-means clustering.
Our solution strategy does not use multiplicative weights. Instead we rely upon three key ideas.

First, the adversarial nature of the data means that the scale of the clustering problem can in-
crease dramatically from time to time, for instance if the latest point x; is much farther away from
the rest of the data than the typical previous interpoint distance. Between such scale-changes, how-
ever, it turns out that algorithmic ideas from the streaming k-means literature are applicable.

Second, we make use of the availability of good algorithms for the streaming k-center problem.
For a data stream X and a set of centers .S, the k-center cost of S is the maximum distance from a
point in X to its closest center in S. The algorithm of Charikar et al. (1997) for streaming k-center
takes one data point x; at a time and updates its set of k centers in O(kd) time. Its total space
requirement is just O(kd). And at any time n, this set of k centers has cost at most eight times that
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of the best k-center solution for X,, = {x1,...,2z,}. This does not give us a solution for the k-
means problem, since the k-means and k-center cost functions can differ by a multiplicative factor
of Q(n) for n data points. However, the k-center cost is useful for gauging when there has been a
dramatic scale-change. We run the streaming k-center algorithm in the background, and whenever
the k-center cost increases sharply, we think of a new scale as having begun.

Third, it is necessary to periodically throw away centers when we have accumulated too many
of them. This is tricky because we must always ensure that the data points x; close to those centers
are still adequately covered. We introduce a novel way of handling this: we throw away all centers
from before the previous scale began, and replace them by the k-center solution so far. The nature
of scale-change means that quantization error can still be controlled. Our algorithm is shown in
Algorithm 1, and its performance is governed by our main result.

Theorem 1 (Upper Bound) Ler X be an arbitrary data sequence, k be a positive integer, and o
satisfy 0 < § < 1. Suppose we run Online_Cluster(X,k,d) (Algorithm 1). Let S; denote the
centers outputted at time t and My denote the total amount of memory used at the end of time t.
Then with probability at least 1 — § over the randomness of Online_Cluster, for all integers n > 2,
the following hold:

1. (Approximation Factor) Y 1 d(x¢, Si—1)? = O(Lk(Xn) + A(X0)).
2. (Center Complexity) |Sp| = O(klog® %)

3. (Memory and Time Complexity) Each step uses O(kd log® %) time and memory.

Here, X, is a shorthand for the sequence 1, ..., x,, Lr(X,) is the optimal k-means cost in
hindsight, and the final term is

A(X,) = Zd(:ci,Xi_l)Z.

The last term, A(X,,), can be seen as the loss we would incur, in the online setting, if we were
allowed to store all points seen so far. We complement this with a lower bound demonstrating a
broad class of data sequences for which at least Q(A(X,,)) loss must be paid over the first n points.

Theorem 2 (Lower Bound) Letr X be any data sequence that contains infinitely many distinct
points. Let A be an online clustering algorithm such that its output satisfies |S,| < n for all n
and for all input sequences. Then there exists a sequence X = &1,29,... such that the following
conditions hold.

1. X is drawn from the closure of X, (i.e. X and its limit points). Thus all points in X are
arbitrarily close to points in X.

2. Foralln > 2, the expected loss over A satisfies Ea [> 0_o d(&s, Ss—1)%] > Q(A(X,)).

Our lower bound does not construct a fixed sequence for which all algorithms incur a large
loss, for the simple reason that an algorithm may memorize an arbitrary number of the points in the
sequence. Thus the sequences achieving the lower bound do depend on the algorithm, but they are
not pathological in the sense that they can be constructed from any sequence X with infinitely many
distinct points.
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1.1. Connections to Other Clustering Settings

A key step in analyzing our algorithm is centered around reducing the online loss, > ", d(xy, S 1)?,
to the closely related no-substitution loss, Y| d(x4, S;)2. This loss function comes from the no-
substitution setting (Liberty et al. (2016); Moshkovitz (2021)), which is a variant of the online
setting in which the centers are allowed to be updated after observing the latest point x;. For this
reason, the loss paid is with respect to S rather than S;_;. In exchange for this advantage, the
no-substitution setting severely limits the types of updates that can be made to S;; at each time we
can either include the newest point as a center, or reject it forever, with all decisions being final.
More precisely, for all times ¢, either S; = S;—1 or S; = S;—1 U {x;}. No-substitution algorithms
balance both of these criteria by minimizing their loss function without selecting too many centers.

It turns out that for any no-substitution algorithm, its loss in the online setting, >y, d(z¢, Si—1),
can be bounded by its no-substitution loss, > 7, d(x, S¢)? and the lower bound parameter, A(X,,).
We express this in the following reduction result, which, in addition to being a key step of proving
Theorem 1, is also of independent interest.

Theorem 3 (Reduction to No-substitution) Let S; denote the selected centers at the end of time t
of any no-substitution algorithm. Then at all times n, the online clustering loss, Y ;o d(z+, S 1)?
can be bounded by a constant factor of the no-substitution loss, y -, d(x, S;_1)? and a corrective
term A(X,,). That is,

n

n
Z d($t, Stfl)Q < 6 Z d(xt, St)Q + 6A(Xn)
t=2 t=1
It is important to note that although this result doesn’t directly apply to our algorithm (as it is not
a no-substitution algorithm as it periodically removes centers), a close variant of this result does. A
simple intuition for this is that our algorithm mimics no-substitution algorithms sufficiently well to
have a similar relation between its online loss and its no-substitution loss.

Performance in other settings: Finally, although our paper is focused on the online clustering
setting, it is natural to consider our algorithm’s performance in the other clustering settings, such as
the streaming setting and the no-substitution setting. To this end, we show that our algorithm gives
a nearly identical performance in the streaming setting, with the streaming loss being reduced to
O(Lk(X;,)) and the center, memory, and time, complexity remaining the same.

Corollary 4 With probability 1 — § over its randomness, Online_Cluster(X, k, ) has streaming
loss, > 1 d(z1,Sn)? < 33Ly(X,), and has center, memory, and time complexity as bounded in
Theorem 1.

Although our algorithm cannot be directly applied to the no-substitution setting as it deletes cen-
ters (thus violating the no-deletion policy), it can easily be transformed into a no-substitution setting
by simply removing all deletions, and forcing the algorithm to adhere to the rule that S; = S;_1 or
Sy = Si—1 U {z:}. After doing this, the resulting algorithm, denoted No_Sub_Cluster(X,k,d),
has performance as follows.

Corollary 5 Let X be an arbitrary data sequence, k be a positive integer, and 0 satisfy 0 < 6 < 1.
Suppose we run No_Sub_Cluster(X,k,d). Let Sy denote the centers outputted at time t and M,
denote the total amount of memory used at the end of time t. Then with probability at least 1 — §
over the randomness of No_Sub_Cluster, for all integers n > 1, the following hold:



ONLINE CLUSTERING

1. (Approximation Factor) Y, d(x¢, St)? = O (Lr(X,,)).

2. (Center Complexity) |S,| = O(kOCy11(X,)log® %), where Online_Clustery(X,,) is the
lower bound parameter introduced in Bhattacharjee and Moshkovitz (2021 ).

3. (Memory and Time Complexity) Each step uses O(kdOCj1 log® %) time and memory.

The term, OCy_ 1, is a lower bound term introduced in Bhattacharjee and Moshkovitz (2021) that
characterizes the necessary center complexity for no substitution clustering. The resulting center
complexity of our algorithm is comparable to that of other algorithms in this setting (such as Liberty
et al. (2016) or Bhattacharjee and Moshkovitz (2021)), and the no-substitution loss guarantees is an
improvement over all known algorithms. We include a more detailed comparison between our
algorithm and existing work in Appendix C.2.

2. Related Work

In the offline (batch) k-means setting, all points are given simultaneously, and the goal is to find
a small subset of centers with a small approximation compared to the optimal k-means clustering.
Efficient algorithms returning poly(k) centers with a constant approximation are known (Kanungo
et al., 2004; Aggarwal et al., 2009; Ahmadian et al., 2020). On the negative side, it is NP-hard
to return the optimal k centers or even approximate it up to a small constant (Aloise et al., 2009;
Dasgupta, 2008).

In the online setting, points arrive one after another and not simultaneously. After each point,
the algorithm decides whether to take this point as a center. In Cohen-Addad et al. (2021) algorithms
for a similar setting as ours were proposed. The algorithms are inefficient and run in exponential
time in £ and the dimension of the data. On the other hand, our algorithm runs in polynomial time.

Recently a popular variant of the online setting was explored, the no-substitution setting. In
this setting, decisions are irrevocable, and the loss is paid after the centers are updated (Liberty
et al. (2016)). Additionally, many other papers also consider the case where the cost is measured
only at the end (thus mimicking the streaming setting) (Hess and Sabato, 2020; Moshkovitz, 2021;
Bhattacharjee and Moshkovitz, 2021; Hess et al., 2021). In Liberty et al. (2016) an algorithm utiliz-
ing ideas from Meyerson (2001) was introduced. Unfortunately, the number of centers inherently
depends on the aspect ratio, which can be enormous. In this paper, the cost is incurred immedi-
ately after each point arrives. The number of centers our algorithm uses is only & 1og0(1) (n). No
assumptions on the input data are needed.

A closely related setting is the streaming model (Aggarwal, 2007; Guha et al., 2003; Braverman
etal., 2011; Shindler et al., 2011; Ailon et al., 2009). As in the online setting, points arrive one after
another, and the goal is the utilize a small memory while ensuring that the cost at the end is small.
Several passes over the data are allowed. In this paper, only one pass on the data is allowed, and
more importantly, the cost is incurred immediately and not at the end of the stream.

One other related setting is the k-servers problem (Koutsoupias, 2009). Here, at all times k
points (i.e. servers) are maintained in memory, and the loss incurred is the total distance that the
points are moved to include the newest point. Crucially, the learner is charged a penalty for moving
any of the k points, and is not allowed to add or delete points (unlike our setting).
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3. Preliminaries

Notation For the rest of this paper, we prefer referring to data streams as data sequences to em-
phasize their possibly infinite size. For a data sequence X C R, the k-means cost of a set of centers
S C R?is given by £(X,S) = >,y mingeg d(z, s)%, where d denotes the Euclidean distance.
Additionally, we let £;(X) = min|g—; £(X,S) denote the optimal k-means cost of clustering
data sequence X.

For a positive integer ¢, we write X; = {x1,...,2¢} to denote the first ¢ elements of X. We
also let £(X) and £(X, z) denote £1(X) and L(X, {z}) respectively.

Setting Our input is an infinite sequence X = {z1,...} C R? which is given to the algorithm
one point at a time. At each time ¢, the algorithm observes a new point z; and then outputs a set of
cluster centers, S;. The algorithm incurs loss at z; based on how well the previous clustering, Sy_1,
captures x;. Thus, the total loss of the algorithm is

n

Z d(l‘t, St_l)z.

t=2

Here, the index begins at ¢ = 2 because the algorithm is allowed to see the initial point, 1 without
incurring a loss.

There are no restrictions on the sequence X. It can even be chosen by an adversary that has
knowledge of our algorithm ahead of time. The only restriction is that X cannot be changed after
observing the output of our algorithm, S; — the adversary (or nature) must decide on X before the
algorithm starts running.

4. The Lower Bound Parameter, A

Typically, the goal of most online or streaming clustering problems is to achieve a loss at time n
on the order of O(L(X,)), where k is a pre-specified parameter denoting the optimal number of
centers. However, in this setting, this is not always possible.

Consider the data sequence {1, o, a?,ad, ... } C R for some constant « > 1. For « sufficiently
large, the point o will be extremely far away from all the points preceding it, and consequently
will be very likely to incur a large loss, d(x,,, S,—1)?. The only way d(x,, S,,_1)? will be small is if
the algorithm is somehow able to “guess” its location. By contrast, the optimal k-means clustering
of {1,...,a™} will include some cluster center that is reasonably close to o, and as a result will
incur a significantly smaller loss.

To generalize this example to arbitrary data sequences, the key insight is that the distance from
a given point to the set of points preceding it serves as a baseline for its incurred loss unless the
algorithm makes a lucky guess. This leads us to our lower bound parameter.

Definition 6 (Lower Bound Parameter) Foran ordered sequence of points X,, = {x1,x2,...,Tn},
define A(X,,) = Y0 o d(wy, Xi—1)2

The quantity A(X,,) can be interpreted as the loss incurred by an online algorithm whose cluster
centers at any time ¢ consist of all points seen so far. One can view this as the best possible algorithm
that makes no guesses about locations of future points.
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We now formalize the intuition that A(X),) is a lower bound on the online loss at time n. With
no assumptions, the algorithm may make an arbitrary number of guesses about the data sequence,
or even memorize X,,, and defeat the lower bound of A(X,,). To control this behavior, we assume
that at time n, the number of centers outputted by the algorithm is bounded by an integer, b,,.

The most standard way to prove a lower bound would be to show that for any algorithm A,
there exists a data sequence X for which A pays loss bounded by Q(A(X},)) at time n. However
the lower bound would then only be tight for pathological choices of X,, (such as {1, a,a?,...}).
Instead, we show a stronger result— that for any algorithm A and data sequence X, there ex1sts a
data sequence X that can be constructed from X for which A pays loss at least Q(A(X,,)). The
strength of this stricter approach is that even for extremely limited sets of data sequences (say sets
where “pathological” examples are excluded), our lower bound A(X,,) maintains relevance. Our
lower bound appears in Theorem 2, and is proved in section A.

5. A No-Substitution Approach to Online Clustering

We now turn our attention towards finding efficient algorithms for the online clustering setting. A
natural starting point is to consider the vast literature of streaming k-means algorithms. Recall
that streaming algorithms maintain an output .Sy for which the loss Ly (X}, Sy) is small (typically
O(Lk(X¢)). We might conjecture that such algorithms have an online loss bounded by O(A(X,,) +
L (X,,)) for the following reason. When x; is far from previously encountered points, the incurred
loss d(z¢, S;—1)? can be absorbed by A(X,,), and when x; is near previous data, the maintained set
of centers S;_; serves as a good representation of all data including ;. Unfortunately, the following
example illustrates that that this conjecture is not true for all streaming algorithms, highlighting the
need for a more sophisticated approach.

Let X be a sequence that cycles through a set of k£ 4 1 points with pairwise distances all equal
to 1 embedded in R*. Let A be the algorithm that always outputs the last k& points that it has
encountered, that is S; = {z,z4—1,...,24_g+1}. A achieves a good streaming loss over X —
at the end of any time n, A clearly outputs a 2-approximation to the optimal k-means loss, and
consequently achieves a low streaming loss.

Conversely, A does poorly on X in the online setting. On each subsequent point, A pays a loss
of exactly 1, meaning that our online loss at time n is €2(n). By contrast, A(X,,) = k, as we only
have k + 1 distinct points, and L (X,,) < ﬁ It follows that A pays online loss that is a factor
of Q(k) larger than the combination of A(X,,) and L (X5,).

This example highlights that more structure is needed on the set of centers .S; beyond simply
having a low streaming loss. In the example above, at every single time, A removes from S precisely
the new point z, and thus incurs loss. To circumvent this issue, a natural idea is to consider clus-
tering algorithms that are unlikely to remove points from S;. This idea is the defining characteristic
of the no-substitution setting.

5.1. A Reduction to the No-Substitution Setting

Recall that no-substitution clustering can be thought of as a variant of the online clustering setting in
which two things are changed. First, rather than incur loss before updating our centers, this setting
reverses the order, and the algorithm incurs loss affer it has a chance to update its centers. We can
thus write the cumulative loss at time n as >, d(z, S¢)%.
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Figure 3: A double applica-
tion of the triangle inequality
produces d (), Si—1)* and
d(xp(t), xu(t))Q terms, which
involves each point a constant
number of times (see (2)).

This setting is clearly trivial if no restrictions are placed on S, as otherwise can simply set Sy =
{x,} thus having perfect loss and using only 1 center at all times. This leads to the second difference
from the online setting; once a center is chosen, it can never be removed. Thatis, S C Sy C .. ..
This restriction prevents the trivial solution given above, as although it still obtains 0 loss, it now
has unacceptable center complexity as it would require |S;| = ¢ for all times ¢.

This restriction of no deletions precisely circumvents the counterexample of the previous sec-
tion. Using this idea, we are able to prove Theorem 3, which reduces the online clustering loss to
the loss of any no-substitution algorithm.

Before going to the proof, we introduce a special way of indexing that will make our inequalities
more intuitive. Consider the following functions:

Definition 7 Ler X,, be a data sequence. For t > 2, define the previous nearest neighbor of the
point with index t by u(t) = argmin,_y ;1 d(x;, x¢); i.e. the index i such that x; € X1 is the
closest to x;. Consider the tree induced by u(t) where the parent of t is given by u(t). Denote the
previous sibling in the tree of the point with index t as p(t) : N — N. In other words, p(t) is the
greatest index s such that x5 € X;_1 satisfies u(s) = u(t)—i.e. s is the greatest sibling less than t.
If t has no previous siblings, then set p(t) = u(t).

For an illustration of these functions, see Figure 1. Notice that A(X) = 1", d(2y, 2,,¢))% It
is easy to see that both p(¢) < ¢ and u(¢) < ¢ for all ¢. Furthermore, for any index s, there can be at
most two distinct indices ¢, ¢’ such that p(t) = p(t') = s, namely, the very next sibling of s and the
smallest child of s. We call this property 2-injectivity of p(t). We are now prove Theorem 3.
Proof (Of Theorem 3): Our goal is to upper bound Y 7", d(x, S;—1)?. Let I be such that 7141 <
n < T42. We begin with a straightforward application of the triangle inequality,

d(w, Sp—1) < d(-rt»xu(t)) + d(ﬂfu(t), St-1)
< d(@t, Ty(r)) + d(Tu(e)s Sur) + A @pr), Sur)) (1)
with the last inequality holding because S;,;) C S;—1 since the algorithm is in the no-substitution

setting. Each d(w¢, ;) term is how far x; is from all other points. Each d(z), Syq)) term
represents how well S, ;) represents the points x,,(;), which is simply the part of X;_; that is closest
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to x;. Squaring and summing (1) over all times ¢, we could obtain a bound for the online loss in
terms of how far new points are from previous points, plus how well S; represents X; over time.

However, examining (1), a problematic term is ) )" 5 d(xy, ), Su(t))Q, which results in a sum of
d(y, S,,)? for all ¢ such that u(t) = u. Since u(t) need not be injective, this could produce n copies
of d(zy,S,,)?. To circumvent this problem, we apply the triangle inequality twice and involve p(t).
This will let us leverage the fact that for any s, there are at most two distinct indices ¢, ¢’ for which
p(t) = p(t') = s. We have,

d(zt, St—1) < d(@t, Tury) + A Tu(r), Tpry) + A(@pr)s St—1)
S d(wg, Ty(py) + A(Tygrys Tpey) + A(Tpe) Spiry)- 2)
Our first, naive application of the triangle inequality appears in Figure 2 and our double application
appears in Figure 3. This double application results in terms of the form d(a:p(t), Sp(t))Q, which
when summed over all points, can be upper bounded by the new loss function ) ;" ; d(xy, Sp)?

because p is 2-injective.
By squaring (2) and applying Cauchy Schwartz, we have

d(zy, St,1)2 < 3d(xy, xu(t))z + 3d(xu(t), l‘p(t))z + 3d(l‘p(t), Sp(t))2'

Substituting this, we form an upper bound on the loss as follows:

n

D d(m, 8i1)? <3 d(we, wuw)® +3D d(@uge), Tp)® +3 > dl@p, Spr))-
t=2 t=2 t=2

t=2

=3A(Xn) <3A(Xn) <6> 1 d(xt,5¢)?

Here, the first equality holds by definition, the second because u(t) is the nearest neighbor of p(t)
in X,,(;)—1 (otherwise p(t) = u(t)), and the third holds from the 2-injectivity of p(¢). Substituting
these glves the desired bound, Y7, d(zs, Se—1)? < 6A(Xy) + 6> 1, d(zr, St)2. [ |

6. An Online Clustering Algorithm

Unfortunately, directly applying a no-substitution algorithm to the online clustering setting is not
sufficient. First, although Theorem 3 implies that they would achieve a cost of O(A(X,,)) +
O(X_1; d(z¢, St)?), it turns out that most existing no-substitution algorithms give a slightly weaker
guarantee where they instead show that for all times n, > 1, d(zt, Sn)? = O(Lk(X,,). Here, note
that the centers at .S, are used in retrospect for all 1 < ¢ < n rather than directly using S;. The only
algorithm that directly bounds >} | d(z, S¢)? is that of Liberty, Sriharsha, and Sviridenko Liberty
et al. (2016), but their bound includes a log factor in the approximation factor as they show that
>z d(w, Sp)* < O(log nLy(Xy))-

Second, and perhaps more importantly, all no-substitution algorithms potentially incur signif-
icantly more than poly(logn, k) centers at time n. As a simple example, observe that for the se-
quence considered earlier (Section 4) {1, a, o, @2, . .. }, any no-substitution algorithm will be forced
to select every point, as failing to select a point Would incur a very large clustering cost at that time.
This idea is formalized in Bhattacharjee and Moshkovitz (2021), which introduces a lower bound
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parameter, OC(X,,), that gives a lower bound on the number of centers any no-substitution algo-
rithm must select to achieve loss O(L;(X,,)). Although selecting OC(X,,) centers is acceptable
(and unavoidable) in the no-substitution setting, this is far from desirable in the online setting as
OC(X,,) can be potentially as large as 2(n). To address these issues, we propose a new algorithm.

6.1. Our Algorithm

Algorithm 1: The main algorithm, Online_Cluster(X, k, 9).

1 Sy« {x1,..., 2} Initial set of centers
2 R, F+0

3T k+1,i+2

4 (Zy,wy) < online_k_centers_update(Xy)

sfort=k+1,k+2,... do

6 (Zy,wy) < online_k_centers_update(xy) Scale approximation
7 time(z) =t for z € Z,
8 if w; > 16w7i_1\/Zthen Scale change detected
9 T, — 1t
10 St Si—1 \ {z € Si—1 : time(z) < 7,1} Remove old centers from S
11 Sy« SiUZ;, | Replace with k-centers
12 R; + %, F+0
13 14—1+4+1
14 else
15 ‘ St < Stfl, Ry + Ry 1
. . . d(x,5:)% log* 2t .
16 With probability min {1, ?‘5}, Sy = Sy U{z} Center selection
17 F+«F + ]-:rt is selected
18 | if F > 25klog” % then
19 Ry <+ 2R;, F+ 0
20 end

Online_Cluster, with probability 1 — &, achieves online loss >_;*, d(x, S;—1)? bounded by a
combination of A(X,,) and L (X,,) for all times n > 2. The pseudocode for the algorithm appears
in Algorithm 1. On a high level, the algorithm adds centers to S probabilistically and removes older
centers when it detects that the scale of the data changes. Specifically, this process involves three
ideas: scale approximation, center deletion, and center selection. We now outline these ideas.

Scale Approximation: Online_Cluster approximates the scale of the data, or how spread out the
data is, by running a k-centers algorithm in the background at all times. Recall that for a data
sequence X and a set of centers .S, the k-center cost of S is max,ex d(z,.S). The algorithm of
Charikar et al. (1997) is an online k-center algorithm that at any time n outputs a set of k centers
Zn = {2k 22, ..., 2k} with k-centers loss at most 8 times the optimal loss. Furthermore, this
algorithm enjoys space and time complexity O(k). While it may seem odd to use a streaming k-
centers algorithm as opposed to k-means, we use k-centers because unconditional approximation

10
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algorithms exist. We will let w,, denote loss outputted by Charikar et al. (1997)’s algorithm when
applied to x1, ..., xp.

Scale approximation using k-centers is useful for two reasons. First, it enables us to approximate
the k-means cluster cost L (X,,) at time n up to a factor of O(n). In particular, the k-centers clus-
tering outputted by Charikar et al. (1997)’s algorithm can be simply applied as a k-means clustering,
with the k-means loss being bounded by noting that each point incurs loss at most w?2. Formally,
we have the following (proved in Appendix B):

2

ne

Proposition 8 For all data sequences X and all n, % < Li(Xyn) < nw

We will see in the later that despite w2 being a loose approximation for £ (X,,) (with a gap of
up to O(n)), it can nevertheless be used to set the center selection rate and prevent too many centers
from being selected. Additionally, scale approximation enables the algorithm to remove selected
centers from smaller scales, which brings us to our next key idea.

Removing centers: As we observed earlier, removing centers is essential to avoid the lower
bounds that the no-substitution setting faces. To this end, Online_Cluster uses scale increases to
decide when to remove centers it has previously selected. The key insight is that when the scale,
tracked by w,,, drastically increases, we have that all previous points can be clustered in “relatively
small” clusters. Because of this, clustering the previous points using their k-centers approxima-
tion provides a sufficient summary. Although the k-centers clustering can incur k-means loss up to
nw,—1, the nature of the scale increase implies that even this total cost is still small compared to
the k-means cost at time n. We will refer to times during which these large scale increases occur as
scale changes, and denote them as 71, 7o, . . . . They have the following formal definition.

Definition 9 (scale changes) Let ) = k+ 1, and let 7; = min{t : t > 7,_1,w; > 16\/1?wn.71}. If
no such T; exists, then we set 7, = 0o and terminate the sequence. Each T; is referred to as a scale
change.

When a scale change 7; is detected, the algorithm is able to replace all selected centers z that
were streamed as inputs before 7;_; with the set of £ centers from that time, denoted by Z;, ;. To
this end, we implicitly assume that the algorithm timestamps each point it selects as a center; this
costs a trivial amount of additional time and memory. After removing the desired centers, the only
points that will remain in memory are those centers taken after time 7;,_1 and Z;, . This prevents
the number of selected centers from accumulating over increasing scales.

Center Selection: The algorithm selects centers using existing ideas from the streaming setting
with one important change. Our method resembles that of Liberty et al. (2016) which is the follow-
ing: for each subsequent point, select it with probability O(W), where R; is a dynamically
adjusted parameter governing the rate of selections. Use a counter F' to keep track of the number
of centers selected since R; was previously changed. When F' > O(klogt), this indicates that
the value of R, is too small, and consequently double R; so as to discourage further center se-

%), we can prove the desired center complexity and

lection. When R; reaches a value of O(
approximation ratio bounds.
Unfortunately, the previous method is incapable of dealing with data that exhibits many scale

changes. Consider again the data sequence {1, a, a?,...}. In this sequence, naively applying the

11
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above center selection criteria would result in every point being selected. This is because each
point x; is far from all previous points, so necessarily d(x;, S;_1)?> > Ry is true, resulting in the
point being taken. Thus, algorithms using this method (e.g., (Liberty et al., 2016; Bhaskara and
Rwanpathirana, 2020)) have center complexities depending on the aspect ratio, the ratio between
the distances between the furthest two and closest two points in the input sequence. Although
subsequent work (Bhattacharjee and Moshkovitz, 2021) has managed to reduce the dependence on
the aspect ratio to a dependence on a tighter lower bound parameter, OC, it still remains the case
that data sequences with many scale changes are provably difficult in the no-substitution setting,
and are unable to be effectively clustered by a direct application of no-substitution clustering.

Our important change to overcome the above issue is to use wy to track the scale. Specifically,

2
during a scale change, we set 7y = %. By Proposition 8, this guarantees that the current value of

Ry is at most a factor of O(n) from the optimal value of % While O(n) seems like a relatively
poor approximation, only O(logn) doublings of R; are required to increase it to the optimal value,
and just poly log n centers are taken to do this.

Putting it all together: Combining our three main ideas, our algorithm consists of the following:
At the start, in lines 1- 4, initialize Sy, Ry, wg, 71 by selecting the first k& points and considering
the k + 1th point as the first scale change. Also, initialize the k-centers algorithm, which we assume
can be given a set of points with the method online_k_centers_update(x) and will return (Z, w):
the centers and the cost of the k-centers clustering it has computed on all points it has seen so far.

Each time a new point is encountered, update the scale approximation (line 6) and decide if the
new point produces a scale change (line 8). If a scale change is detected, then remove centers that
were streamed before the previous scale change and replace them with their corresponding k-centers
summary (lines 10,11). In the algorithm, we assume that every point streamed has a timestamp that
can be accessed with a function denoted as time. We emphasize that when we add Z, | to Sy, the
timestamps of the points in Z, | are from before 7;_1, and thus they will be removed when the next
scale change happens. Furthermore, during a scale change we reset the values of R; and I’ (line 12)
to keep these parameters updated for the new scale.

Finally, perform center selection using the parameters R;, I in lines 16-19.

While the algorithm appears to require us to remember the parameters Ry, Z;, wy, St for all ¢
and 7; for all ¢, we may implement it by simply remembering Ry, wy, S; at the most recent time, as
well as 7;_1,7;, and Z,_, where ¢ is the index of the most recent scale change. This allows us to
achieve the desired memory bounds.

7. Analysis of Algorithm 1

The performance of Algorithm 1 is given in Theorem 1, with its performance in the streaming and
no-substitution settings given in Corollaries 4 and 5. We defer a discussion of these alternate settings
to Appendix C, and focus on Theorem 1.

Observe that the approximation factor is bounded both in terms of L;(X,,), the optimal k-
centers loss and A(X,,), our lower bound parameter. The center and memory complexity are both
bounded by O(k poly(logn)), and consequently the time complexity of the algorithm is the same.
This makes our algorithm the first O(1)-approximation in this setting with efficient time and mem-
ory complexity. We devote the remainder of our paper to proving Theorem 1.

12



ONLINE CLUSTERING

Our proof is based on three key steps. First, we use a refinement of Theorem 3 to bound the
online loss >, d(z¢, S;—1)? with three terms: Lx(X},), the desired k-means loss, A(X,,), our
unavoidable lower bound term, and ) ;" | d(z4, S;)2, the no-substitution loss function. Because our
algorithm no longer adheres to the no-substitution rule, that centers are never removed, we need
to refine our analysis to handle cases in which centers disappear. It turns out that because we only
remove centers after the scale increases, the deletions only have a small effect. Formally, we have
the following proposition (proved in Section B.2).

Proposition 10 Suppose we run Online_Cluster(X, k,0). Then at all times n we have

D d(we, Sio1)? < 8A(X,) +8  d(ws, Sp)® + ALk(Xn).
t=2 t=1

Our second step is to bound the loss Y ;" ; d(z+, S;)? under the assumption that R; is sufficiently
small for all £. This assumption allows us to circumvent the complex way in which the value of R is
intertwined with whether or not selections have been made. As a result, we can cleanly divide our
analysis into handling the loss, d(z¢, S¢)? and handling R; separately. We do so with the following
proposition (proved in Appendix B.3).

Proposition 11 With probability at least 1 — g over the randomness of Online_Cluster, the follow-
ing holds simultaneously for all n > 1:

S (e, $)°1 (Rt < E’“f@) < 33L4(X.,).

t=1

Our third step, is to show that R; is bounded as indicated in the previous step. We have the
following proposition (proved in Appendix B.4).

Proposition 12 With probability at least 1 — % over the randomness of Online_Cluster, the fol-
lowing holds simultaneously for alln > k:

Armed with these three propositions, we have all the ingredients necessary to prove Theorem 1.
First, a straightforward combination of the three propositions gives us the desired approximation
factor of Theorem 1. Propositions 12 and 11 imply that Y7, d(x¢, S)? is highly likely to be at
most O(L (X)), and Proposition 10 implies that our online loss consequently satisfies the desired
bound.

For the center complexity, memory, and time complexity guarantees of Theorem 1, we directly
derive them from our bound on R, Proposition 12. The argument is simple: selecting too many
points (or equivalently, holding too many points in memory) necessarily increases the value of R,
which will eventually force the bound in 12 to be violated. Given that our total number of point
selections is small, it also follows that our memory and computation time must be small as well. We
now give our proof of Theorem 1.

Proof We will show that part 1 of Theorem 1 holds with probability at least 1 — %‘5, and parts 2
and 3 of Theorem 1 hold with probability at least 1 — g. Theorem 1 will then follow from a union
bound.

13
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Approximation Factor: By a union bound, with probability at least 1 — 32, the bounds in Propo-
sitions 12 and Proposition 11 both hold. It thus suffices to show that these Condltlons are sufficient
for bounding >} , d(z¢, S;—1)%. We have,

Z d T, Si_ 1 § 8A(Xn) +8 Z d($t, St)2 + 4£k(Xn)
t=2 t=1

Li(Xy)

= 8A(X,) +8) d(xy,S)°1 (Rt <

t=1
< 8A(Xn) + 264L5(X,0) + 4L1(X0)
= O(A(Xn) + ﬁk(Xn))a

) +ALK(X,)

where the first inequality holds by Proposition 10, the second by Proposition 12, and the third by
Proposition 11.

Center Complexity and Memory: For any time n, let U, be those points added to .S after time 7;
and up to time n, where 7; < n < 7,41. Namely, U,, = S, N {z~,,...,z,}. Because Algorithm 1
deletes no points from S between 7; and 7,41, we have S,, = (S, \ {z,}) U Uy. At the time of
the last scale change 7i, just before Line 16 is executed, observe that (Sr, \ {z,}) = Uiy—1 U
{zi(iﬂ), ce T( } Thus, Sy, = U(7,)-1 U U, U {zi(iﬂ), . 72]:(2;1)}'

Now, we will focus on bounding max,~ |Uy,|. Suppose there were a time n > k such that
|Un| > 375k:10g6(27"). Let 7; satisfy 7, < n < 7;4;. By the definition of scale changes and by
w. Therefore, R,, which is set to be %

during the last scale change of Algorithm 1, satisfies R, > g'fffj;”,g .

Let f be the number of times that R is doubled from times 7; to n—because no scale changes
occur in this time interval, we have that R,, = R,,2/. Every point in U,, comes from points chosen
between times 7; and n, and R is doubled at least every 25k log® ( ) points that are chosen. Thus,

f=> mﬂUi’})'(%) > 15log(27”). However, this implies that R,, = RTi21510g(2") > %% >

Lk(

using Proposition 8, we know 256nw% > wTQL >

Xn) . By Proposition 12, this event occurs with probability at most g. Thus, the probability that
there exists n such that |Uy,| > 375k log® 2 is at at most § 9.

(klog® (%)) for all n w1th probablhty at least 1 — ¢, and this implies |.S,,| <
O(klogfi(%)) with the same probability. The memory of Algorithm 1 involves storing S, and
just O(k) additional points for the k centers and O(k) additional natural numbers bounded by n.
Thus, the memory requirement is dominated by |.S,,| = O(k log6(%)). Finally, it is clear from our
algorithm that time time complexity is directly proportional to our memory, which completes the
proof.
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Appendix A. Proof of Theorem 2

For convenience, we begin by restating Theorem 2.

Theorem 2 [Lower Bound] Let X be any data sequence that contains infinitely many distinct
points. Let A be an online clustering algorithm such that its output satisfies |Sy,| < by, for all n and
for all input sequences, where {by,} is a sequence of positive integers. Then there exists a sequence
X = 31, 29,... such that the following conditions hold.

1. X is drawn from the closure of X, (i.e. X and its limit points). Thus all points in X are
arbitrarily close to points in X.
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2. Foralln > 2, the expected loss over A satisfies Ea [ 0, d(Zs, Se—1)*] > Q(A(X,)).

Here, we have a slight generalization of the statement in the introduction, as we now only
assume that |S,,| < b, for some arbitrary sequence of integers by, ba,.... To obtain the earlier
result, we simply substitute b,, = n.

Proof idea of Theorem 2 We first summarize the main ideas of the proof of Theorem 2.

The key idea is to first consider the case in which the input sequence X satisfies some additional
structure that allows us to cleanly construct sub-sequences, X, with the desired property. We call
such inputs nice sequences.

Definition 13 A sequence X is nice if it consists of distinct points such that for all 1 < i < j,
d(zi, xj) > %d(:ci,xl) and d(x;, z;) > %d(xj,xl).

Nice sequences have the property that all of their points are relatively well “spread out” in
comparison to their distance to the first point. Thus, in order for an algorithm to achieve a better
loss than A(X),), the loss incurred by an algorithm that makes no guesses about future points, it
must have guessed the value of x,,. This is the main idea behind how we construct X from a nice
sequence: the adversary randomly chooses its next points from a large set (larger than b,,) of points
which means that on average, any algorithm is going to fail at guessing. We give a full proof of this
case in Lemma 14 in Appendix A.

Next, to prove the general version of Theorem 2, it suffices to reduce a general sequence X to
a nice sequence. In particular, we must show that any sequence X has a nice subsequence (with
possible rearrangements to the order of the subsequence). To do this, we appeal to the fact that X
is a subset of R? by using casework on whether X is bounded, and thus contained in a compact set,
or unbounded. Both cases follow from a similar type of argument, the only difference is that for
bounded sequences, our nice sub-sequence X converges while in the unbounded case it diverges.

We now prove a specific version of Theorem 2 for nice sequences (Definition 13).

Lemma 14 (Theorem 2 for nice sequences) Letr X be a nice sequence, and let A be an online
clustering algorithm such that its output satisfies |Sy| < by, for all n and for all input sequences,
where {b,} is a sequence of positive integers. There exists a sequence X such that

1. All elements of X are taken from X.

2. Foralln > 2, the expected loss over A satisfies E 5 [ZZ:Q d(Zs, 55_1)2] > A%’J.

Proof We generate X recursively with ;1 = x;. Suppose we have generated =1, Zo, ..., T,; We
will explain how Z,, 41 is obtained.

Letr; = % for i > 2. For i # j, since X is nice,
d(x; 2+d(x,; 2
d(w;, ;) > (2o, 21)/ JQF (), 21)/
_ d(a:i,xl) + d(iL‘j,l‘l)
4 4
=7+ Tj,
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which implies B(z;, r;) and B(z;, ;) are disjoint where B(x, ) denotes the closed ball of radius
centered at x. This implies that for any set .S, of size < by, there are at most b,, indices ¢ for which
|Sn, N B(xi,r;)| > 1. Thus, for a fixed choice of S,, and a randomly chosen 2 < ¢ < 3b, + 1,
with probability at least %, d(x;, Sp) > ri. Applying this over all S,, generated by A (after seeing
Z1,...,Zy) and switching orders, we have

2
f;r IZr[d(ﬂs“Sn) > 1] 1?41“ f;r[d(ml,Sn) > 7] > 3

Thus, there exists ¢ for which Pr4[d(z;, S,) > r;] > 2. It follows by Markov’s inequality that

2 1 d(x1,2;)?
We now set Z,4+1 = x;, which concludes the definition of X. Since T € X , the above equation

implies that

d(jly i‘n+1)2 > d(fin+1a Xn)2
24 - 24
Summing this and applying linearity of expectation, we have that

= ~ = d 57575(5—1 2
E4 [Z d(zs, 55—1)2] > Z (24)
s=2 s=2
A(Xn)
24

Ea [d(‘%n—&-la Sn)2] >

>

We now prove Theorem 2.
Proof (Theorem 2)

We claim there exists a nice sequence of points Z C X. By Lemma 14, this suffices. To show
this, we have two cases.

Case 1: X isbounded: Since X contains infinitely many distinct points, there is an infinitely-long
subsequence that has all distinct points. Taking this subsequence if necessary, we assume without
loss of generality that all points in X are distinct. Since X is a sequence in a bounded region in R?,
it follows that X is contained within a compact subset of R?. Thus, by the definition of sequential
compactness, X must contain a subsequence that converges. Let y1,yo2,... denote this sequence
and let y denote its limit.

In the case that y = y; for some ¢, simply delete this entry. So we may now assume that

Y, Y1, - - . are distinct points such that lim; ,~ y; = y. We now construct Z recursively. Let z; = y
and zZ9 = Y1.
Suppose we have constructed 21, .. ., z, thus far. Since y; converges to z; = ¥y, we can simply

pick a point y; such that d(z1,y;) < %d(zl, zn ). We let 2,41 equal such a point, and this concludes
the construction.

To verify the condition holds, let ¢ # j > 1 and without loss of generality suppose ¢ > j. This
already implies d(zj,21) > d(z;,z1), and all that remains is to show that d(z;,z;) > 3d(zj, 21).
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This follows from the triangle inequality:

1
d(Zi,Zj) > d(Zj,Zl) — d(zi,zl) > d(Zj,Zl) — gd(Zj,Zl)

d('zjv Zl)
—

Case 2: X is unbounded: Let z; = x7 and 2z = x5 with 9 # x1. We then construct Z
recursively.

Suppose we have constructed 21, . . ., 2, thus far. Then select z,; to be any point in X such
that 2d(z1, z,) < d(z1, 2n+1)- This completes the construction.

To verify the condition holds, let 7 £ j > 1 and without loss of generality suppose ¢ > j. This
implies d(z;, 21) > d(z;, 1), and all that remains is to show that d(z;, z;) > 3d(z;, z1). Using the
triangle inequality in the same way as in the bounded case, we can establish this. This completes
the proof for both the bounded and unbounded cases. |

Appendix B. Proof of Theorem 1

We begin by proving Proposition 8, which will be frequently used to relate scale changes to the
k-means clustering loss.

B.1. Proof of Proposition 8

Proof The subroutine online_k_centers maintains a k-centers clustering with cost w,, (at time n)
that is an 8-approximation to the optimal k-centers cost.

By directly using the given k-centers clustering with cost w;, as a k-means clustering, we get
an upper bound of nw?. Because the lower bound of the k-centers cost is %3, there must exist two
points in any set of & clusters that are clustered together with distance at least “*. By the triangle
inequality, under any cluster center these two points will incur cost at least 2(%)2 = %, which
finishes the proof. |

B.2. Proof of Proposition 10: Bounding the loss with A

The proof follows an almost identical argument to the proof of Theorem 3 given in Section 5.1.
The only difference is that the set S; of centers maintained by Online_Cluster changes over time as
Online_Cluster is not a no-substitution clustering algorithm. However, Online_Cluster only deletes
points at scale changes, and these are easy events to reason about.

In Theorem 3, we used the fact that for a no-substitution algorithm, d(z, Sy) < d(x¢, St) for
any ¢ < t because Sy can only get bigger. Analyzing the behavior of Online_Cluster at scale
changes, we can prove a similar result.

Lemma 15 Let | > 1, and let times t,t' that satisfy 1 < t < t' < 7139. Then d(xt,Sy) <
d(zy, St) + wr 1(t < 141).
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Proof Suppose ¢t > 7;11. Then since ¢’ < 79, the latest scale change on or before ¢’ occurs at time
7;+1 during which all points on or before 7; are deleted. It follows that S; C Sy since no points are
deleted between times ¢ and ¢’ inclusive. This implies the inequality.

Otherwise, if t < 7741, let x € S; be the nearest neighbor of z; in S;. If x arrived after 7,
then z € Sy. Thus d(z, Sy) < d(xy, St), and we are done. Otherwise, there is a point z such that
d(z,z) < wy, is in Sy: it is one of the k-center points added in Line 11 at time 7;. We can use the
triangle inequality to conclude the result. |

Now, similar to Theorem 3, it follows that

d(xe, Sp—1) < d(xy, CCu(t)) + d(l‘u(t),xp(t)) + d(xp(t), Si—1)
< d(wh, Ty(r) + ATy, Tpy) + ATy, Speey) + w2 L(p(t) < 7141)),

where the first step is the double application of the triangle inequality and the second follows from
applying Lemma 15. By squaring the above and applying Cauchy Schwartz, we have

d(xy, Si-1)? < Ad(y, Tyr))” + 4d(@y(ey Tp)) + 4d(Tp0), Spry)? + 4wl L(p(t) < 741).

Note the similarity between this inequality and the one used in the proof of Theorem 3: the only
difference is the additional 4w? 1(p(t) < 741) term. We form an upper bound on the loss as
follows:

n

Z d(xt, St71)2 <4 Z d(IEt, xu(t))Z +4 Z d(xu(t)’ xp(t))2 +4 Z d(xp(t) S,
t=2 t=2 t=2

t=2

=4A(X,) <4A(Xp) <8 d(we,S)?

+43 W 1(p(t) < 7is)

S8Tz+1w%

Here, the first equality holds by definition; the second inequality holds because Y ;"5 d(y (1), Ty (1) )2
>ty d(wt, Ty (p))? since p(t) maps a child of u(t) to its previous child (and to w(t) if there is no
previous child); the third inequality holds from 2-injectivity of p(t); and the fourth inequality holds
because p(t) is 2-injective and maps an index to an index strictly less, and thus at most 27,1 values
of t may satisfy p(t) < 7y41.

2
wT . .
Finally, by Definition 9, Tl+1w < 215461 , and by Proposition 8, —¢t < % Substituting,

we obtain

> d(wr, Sp1)? < 8A(Xn) + 8 d(wy, Si)? + ALK(X).
t=2

t=1

B.3. Proof of Proposition 11: Bounding Zf 1 d(xe, Sp)?

Proposition 11 With probability at least 1 — § over the randomness of Online_Cluster, the follow-
ing holds simultaneously for all n > 1:

n

3 d(wi, 5)%1 (R < B (,CXt)) < 33L4(X).

t=1
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Our main idea will be to fix n (we will later use a union bound to obtain simultaneity over all
n), and bound the desired sum over subsets of X,, that are between scale changes. This allows us
to circumvent issues posed by deleting points. Then, we will sum our bounds over all intervals of
scale changes and conclude by appealing to the exponentially growing nature of data over successive
scale changes.

We begin with a general lemma that assists in bounding our loss for an arbitrary set of times that
occur between of pair of scale changes. Think of X as a fixed, possibly infinite, sequence. Since the
online k-center subroutine is deterministic, the scale-change times 7; are also predetermined. The
only randomness arises from line 16 of the algorithm where we probabilistically add a point to S.

Lemma 16 Let T C {1,...,n} be set of times such that T C [r;,Ti11) for some i. Let minT
denote the smallest time in T'. Let X () denote {zy :t € T}. Thenforany T > 0and 5 > 0, with

- log? 2min T
probability at least 1 — exp <—Bogp5)r

Zd ﬂ:t,St (R <T) < B+ maxE(X(T) xy).
teT

Proof Let A(T,T,3) denote the event that we don’t want; i.e. that Y, ., d(z¢, S¢)?1(R; < T) >
B + maxser L(X (1), 1)

Let {E;};2, denote the sequence of Boolean variables indicating whether z; was selected
as a center on line 16. Writing s = min7, we will show the slightly stronger statement that
Pr[A(T,T, B)|E1, ..., Es—1] < exp(—’moi4 %) for any choice of F1,..., Fs_1. The result will
then follow by conditional probability.

We use induction on |7’| to show the result holds. For 7" = {}, the claim trivially holds. For the
inductive step, take 77 = T'\ {s}; we will suppose that the claim holds for 7" and for any choice of

8,1, and Ey,..., Ey, where s’ = minT’. By marginalizing over the times s + 1 through s’, our
I 4 275
inductive hypothesis implies that Pr[A(T", 1", 5')|E1, ..., Es] < exp(—ﬂ T
Given E1, ..., Fs_1, we have

210g4 2s 210g4 2s
Pr[ES = OIEI) cee Es—l] <max<0,|1— T < exp T , 3)

where v = d(xs, S%), and S% = S, \ {zs} (5% is the value of S before line 16 when deciding to take
Ts).
We will now bound Pr[A(T,T, 8)|E1,. .., Es—1] as follows:

PI’[A(T,F,ﬂ)‘El,...,ES,ﬂ §Pr[Es:0|E1, ES 1] PI‘[A( )’El,...,Esfl,ESZO]
+Pr[E3:1|E1,... E,_ 1]PI‘[A( )‘El,...,Esfl,Eszl].

We analyze the two parts separately, beginning with the easier one.

Case 1: E; = 1. The key observation in this case is that because 7" C [7;, 7;+1), no deletions
occur after x4 is selected. Therefore, x5 € S; for all t € T with t > s. Furthermore, z, itself incurs
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0 loss as x5 € Ss. This implies that

det,st (R; <T) <Zd$t,$s)2

teT teT
= L(X(7), 5)
< .
< B+ max L{Xr), 2

Thus, Pr[A(T, T, B)|Ey, ..., Es_1, By = 1] = 0.

Case 2: £, = 0. In this case, we have two subcases, first, when ’yQ > (3 and second when 72 < 5.
First, suppose 72 > B. If Ry > T, then Pr[A(T,T,B)|E1,...,Es1,Es = 0] = 0 as
A(T,T, ) cannot occur. Otherwise, if Ry < I', then using (3), we have

PT[ES == O|E1, ey Esfl] PI”[A(T, F, ,8)|E1, N Esfl, ES == 0]

,Blog4 25)

gPr[E8:0|E13"'7E871] geXp( T

Second, suppose 72 < 3. Recall T" = T\ {s}. Observe that

det,St Rt<F)<d$5, +Zd:ct,St Rt<F)
teT teT’

<2+ d(w, S)*L(Ry <T).

teT”
Since 7" C T, it follows that L(X 1y, 2) > L(X(7v), x¢) which implies that max;er L(X 1y, 2¢) >

maxze7 L(X (T x¢). Combining these observations, we have

> d(w, $)’L(R <T) > B+ max L(X(r), 71)

teT
= 7+ ,;yvd(ajt’st)2ﬂ(Rt s 1) 2 B+ max LX), ),

so when 72 < 3, A(T, T, 8) implies A(T",T’, 3 — ~?). Thus

PI‘[ES = O‘El, ce ,Es_l] PI’[A(T,F,ﬁ)’El, ey Es—hEs = 0]
< Pr[Es =0|Ey,...,Es 1| Pr[A(T",T, 8 — v*)|Ey, ..., Es_1, Es = 0]

_ 7 log! 2 (B—7%)log" &
S exXp T eXp | — T
ﬁ 10g4 2s
< .
< exp < —T

where we have used equation (3) and the inductive hypothesis for the second inequality. Thus,

1425
regardless of whether or not v2 < /3, the bound of exp (_ B IOgF 5 ) holds, and we have

1 4 2s
Pr[A(T7F7/B)’E17' . '7E5—1] S exp ( ﬁiﬁ) )
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as desired. ]

Our next step is to apply Lemma 16 to get a bound on the loss function over well behaved time
intervals. Our key construction for doing this is the notion of a cluster ring, which was introduced
in Braverman et al. (2011).

Definition 17 Let C be a set of points. Let j denote the mean of C, and v = (C|’) be the average
cost of clustering each point. Then the jth cluster ring of C, denoted C;, is defined as

e Co={rcC:d(z,u?<y}

o Cj={ze€C: 2y <d(z,p)? <2} forj > 1

The intuition behind cluster rings is that any point in Cj serves as a reasonable cluster center.
Thus, cluster rings are particularly amenable to Lemma 16: when X 7 is a cluster ring, the term
maxyer L(X (1, ;) can be controlled. We apply this in our next step where we consider time
intervals 7" that are both bounded between scale changes and change by at most a factor of two.

Lemma 18 Let a, m be times satisfying 7; < a < m < Tit+1 for some i, and m < 2a. Let Xgm
denote {x,, . ..z} Then with probability at least 1 — 2 over the randomness of Online_Cluster,

Zd(fUt,St)Q]l <Rt < ﬁk(Xt)) < 8£k(Xa:m) +4L}2(7n)
P k log” a

Proof Let C',C?,..., C* denote the optimal k-means clustering of Xg.,,,, and let ¢',c?...cF

denote their respective centers. Using Definition 17, let Ci denote the jth cluster ring of C*. Let

T =% (Xm) and 8 = 3F . Then by applying Lemma 16 to all non-empty Cl and applying a
4 Qu

1 2a
union bound, we have that with probability at least 1 — >, ;1> €xp ( B o% )
W J1=

id(wt,st) (R <£ ) ) d(@, S)’1(R < T)

t=a Ji|CiH>1 21eCi
1,5:|C}[= ﬂﬂt;F @)
< Z —5— + max .C(C’ c).

- log” a ceCl
Lilcyl>1 08

Note that we can safely replace the indicator variables bounding R; with a uniform 1(R; < T)
since L (X¢) is monotonically non-decreasing.

It consequently suffices to show that 3, -1 ci>q €xp ( ol ng s < ﬁ,
W J1=

the desired bound. To do so, we will leverage a few simple properties of cluster rings.

and that (4) implies
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First, observe that there are at most m non-empty cluster rings as there are at most m points in
Xa:m. 1t follows by substituting this along with 5 = loga and m < 2a that

4 2a 4 2a

i,5:|CE>1
3T log* 22
< mexp 7#
I'log’a

< mexp (—SIOg %)
)
~ 4m?’
Thus, (4) holds with the desired probability of at least 1 — ﬁ. Next, for any Ci we upper bound
max, . ci ﬁ(Cji», c). Let ¢! denote the optimal cluster center (mean) of C* and y; = ﬁl(Cgl) Then by
J
Definition 17, we have

maxL( = max Z d(c,c)

7 7
cEC’ ceC] ’eCl

< max Z 2d(c, ¢')? + 2d(c, ¢)?
CGC’

cec 5)

< 4|CH(27 ;) < 8ICH|(27 )

<8 Z d(c',c)? = SE(C;,ci).

CGC;:

Additionally, there are at most m — a + 1 < a points in X4.,,,, which means there are at most
a points in C* for any 4. It follows that there are at most |log a| + 1 non-empty cluster rings, C’;

as 2!°8%+; is too large to be the cost incurred by any point in C*. Applying this along with (5), we
have that

3r
Z — +max£(C’ ¢) < k(|loga]
= log’a ceCl
i,4:/C5 =21 1= 1|C’l\>1
ALk (X
< # + 8Lk (Xaim)-
log” a

We are now ready to prove Proposition 11. The main idea is to apply the previous lemma to
a series of intervals [a : m| which effectively partition the entire input sequence. While a natural
starting point is to simply use the scale changes, 71, T2, . . . (thus considering intervals [7; : 7,41 —1]),
this faces a problem; 7;41 can be potentially much larger than 7;, and the loss term from Lemma 18
would have a dependence on 7; (as we are implicitly setting a = 7;). To deal with this, we need to
further subdivide the intervals [7;, 7;+1) using a sequence of times

T =Ti1 < Tig2 <+ < Tig+1 = Tit1, (6)
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that are chosen so that 7; ;11 < 27; ;. In the context of Lemma 18, this means that a ~ m up to a
constant factor.

Proof (Proposition 11). Let X = {x1,...} be an input sequence, and let 71, 72, ... be the scale
changes in X (Definition 9). As per the discussion above, we begin by defining 7; ; as follows.

Let Tils Ti,2y - -« 5 Tiys; be defined as Til = Ti and Tij+1 = min(2n7j,n+1) with Tisi+1 =
T;+1 by convention. Note that we define 7; = oo if 7;_; is the last scale change in X, and we
correspondingly have that s;_; = oo.

For any m > k + 1, define o(m) as the largest 7; ; with m > 7; ;. For all m, it follows that
o(m) < m < 20(m) (as otherwise maximality of o(m) would be contradicted) and that no scale
changes occur in [0(m) + 1, m]. Finally, we let E,,, denote the event that

Lr(Xm)

L ( Xy ))
E d(z¢,S)%1 (R, < < 8Lk(Xy (mym) + A )
(2, ¢ ( k E(Xomym) + log? o(1m)

t=o(m)
By Lemma 18, E,, holds with probability at least 1 — ﬁ which implies (through a union bound)
that (,,,>41 Em holds with probability at least 1 — 5. Thus, it suffices to show that (.41 Em
implies that S d(x, Sy)?1 (Rt < %) < 33L4(X,) holds for all 7.
To this end, suppose ﬂmz kt1 Fm holds. Fix any n > k+1 (the case n < k is trivial as we pick
the first k points by default). Let o(n) = 7. For brevity, we also write d(z, S;)?1 (Rt < %)
as «y. It follows that

n T1—1 n
Zat = Z Ot + Zat
t=1 t=1 t=m;
k T—1 n
= Zd(wt,St)2 + Zozt—i-Zat
t=1 t=71 t=T;
-1 s; Tij+1—1 r—1Tij+1—1 N
55 3 SIRES 3l SRS pptt
1=1 j=1 t=74; jltle t=7y
-1 s; Tij+1—1 Tij+1—1 n
55 S SRS S SRR S
i=1 j=1t=0(r; j41-1) Jj=lt=0(r j41-1) t=o(n)

with the last step following from o(7; j41 — 1) = 7 ;. We can now bound the inner summands
by noting that each of them corresponds to an event E,,. In particular, by applying E,, for m =
Tij+1—1for1 <i<l—1land1<j<s; wehave

— : Tij+1—1 — i
-1 s; J+1 -1 s Ek; (XTi,j+171)

Z Z Z ap < Z Z 8Ly, <X0(n,j+1—1)¢7z‘,j+1—1) +4

i=1 j=1t=0(r; j41—1) i=1 j=1

log? o(7ij+1 — 1)

-1 s;

< 8L+ 3 30 )

Pt log JTMH—l)

-1 S;

1
<BLK(Xr1) + DALk (X)) Yy
J

)
i1 —1 IOg TZ'J‘
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with the manipulations coming from combining the k-means losses for different intervals of X (i.e.
Li(AU B) > L;(A) + Li(B)) and by observing that £ (X}) is monotonic in ¢.

To further bound this quantity, we simply note that 7; ; = 27; ;1 for all but the last term, which
implies that > % =1 log% is at most % (by crudely bounding the maximal infinite series #).

Substituting this gives

-1 s Tij+1—1

ZZ Z ap < 8Ly (X +7Z£k _

i=1 j=lt=0(ri;41-1)
However, the latter sum can be further bounded by observing that by applying Proposition 8 and
Definition 9, we have

2 2567;_1w?2
w. i—1
Lo(X.)> T~ Tzl _or 2
W) 2 o5 > T ing T

Thus, by summing a geometric sequence, we have

> 2Lk (X5, ,)-

-1 s; 7—7-',J'+1_1

DY < 8Le(Xp1) + 14Lk(X) (8)

i=1 j=1t=0(r; j+1-1)

By applying essentially the same argument to the other two sums in Equation 7, we have

Tl J+1 1
Z Z o < 8£k(X~rl:(n’rfl)) + 7Ly, (X’rl,,«)
j=1lt= C7'(7_l A1 1) (9)
Z oy < 8£k T T:n) + 4£k:(Xn)
t=co(n)

Finally, summing Equations 8 and 9 and combining with Equation 7 gives that
n
L (X
> d(x, Si)*1 (Rt < ’“(kt)> < 8Li(Xp) 4+ 14Lk(X7) + TLK(X7,,) + 4Lk(Xn)
t=1

< 33Lk(Xn),
completing the proof. |

B.4. Proof of Proposition 12

Proposition 12 Running Online_Cluster(X, k, ) satisfies Pr|R,, < %for alln > k] >

)
1_m.

The proof boils down to showing that once R,, becomes large, Online_Cluster is unlikely to
select many centers after the last scale change. This claim will be useful later because we will see
that selecting lots of centers is the main factor increasing the value of R,,. Intuitively, this claim
is true because points are selected with probability inversely proportional to R,,; however, proving
the claim is complicated by the fact that point selections are not independent. Thus, we make use
of martingale concentration results to prove the formal lemma below, though the intuition is still
straightforward.
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Lemma 19 Let n be a positive integer such that n > k. Suppose we run Online_Cluster(X, k, ),
and we are given that there is a time q < n where the following hold

1. No scale changes occur in the interval [q, n]
2. &) < Ry forall t € [g,n).

Let count(q, n) be the number of centers selected during the interval [q,n]. Forany 0 < 6 <1,
we have that Pr[count(q,n) > 25k log® 2] < d

165n2 "
Proof
Let C1,C?,...,C* denote the optimal k-clustering of X,,, and let ¢',c?...c* denote their
respective centers. Let v; = |(CZ‘) be the average cost of cluster C*. For j > 0, let C” be the jth

C < m,
at most k(logn + 2) of the sets C’; are non-empty. For ease of notation, for z € X, let C(x) denote
Cj, where C} is the unique ring with z € Cf.

For ¢ <t < n, let E} be the random variable defined by

cluster ring of C* as in Definition 17. Recall that C]’» is empty for all j > log |C?.

)

B {1 xy is selected, |C'(zy) N S| > 1
t ey

0 otherwise

where we take the value of S; right before Line 16 of the algorithm is executed.

In other words, if point z; is taken, then E; = 1, except if x4 is the first to be selected in
C(zy). For each ring C’; there can be at most one such point. Since the number of rings is at most
k(logn +2), it follows that count(q, n) < k(logn +2) +>_i_ E;. We will complete the proof by
showing that Pr[} ;. E; > 24k log® 2] < ﬁ.

We do this by computing an absolute bound on Pr[E; = 1] for all ¢ < ¢ < n and then by using
a martingale concentration result—even though the F; are not independent, the absolute bound still
allows us to prove tight concentration.

Fix z; € C’; If 2 is the first point in C%, then Pr[E; = 1] = 0. Otherwise, suppose there
is a distinct x5 € C} that was selected before x;. Because no scale changes occur in the time
interval, 5 € S; and d(x, S;) < d(xy, ). By the triangle inequality, d(x¢, 75)? < 2d(x¢, c*)? +
2d(ct, x5)? < 27+2~;. This implies that

Ao S(og F)t 2 2yi(log )T _ 8k (2]%)(10g %”)47 a0)
Ry Ry Lrx(Xy)
with the last inequality holding since % < Ry.

We will apply a standard martingale generalization of Bernstein’s theorem (e.g. Habib et al.
(1998), Theorem 3.8), which states that if the random variables F; are zero-one valued, and the
maximum possible variance of 3" Fy is 0, then forall A > 0, Pr[}JiL By > A+ E[} 1L Ei]] <

A2/2

exp(+ Y /3) First, we have the following bound on the expectation:
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k logn+1

ZEt<ZZ 2 E

=1 j5=0 xtECJ

4 k logn+1
Z 2 G
logn+1
8k(log 22)* A
S D3R 3l SETER
k z€CH Jj=1 :):GC;

8k (log %")4
T Ly(Xn) 4

omn
= 24k(log 7)4.

||"Mw EMk

[£(C7) +2£(C")]
1

The main manipulations we make come from the fact that 2/~ 1; < d(z,¢')? < 27; for all j > 1,
S C’]’:, and from the definition of £(C?).

Next, since each F; is zero-one valued, the variance of any E} is at most sup Pr[E; = 1|Eg, ..., E;_1]
which can be upper bounded by (10). Thus, o < > sup Pr[E; = 1|Ey, ..., By—1] < 24k log(22)*
(using the same steps as the expectation bound). Applying the martingale form of Bernstein’s theo-
rem with A = 24k log(%)?(log 22 — 1), we have

Pr zn:E >t+E{Z" E} < exp V)2
= S AR VE
- —\2/2
ex
=P 8k log* 2—’L(log n 4 9)
24%k(log 2 — 1)?
<exp | — 2
16(log 5* + 2)
2
< exp (—910g n>
)
s\’ _ s
< | = <
~—\2n/) ~ 165n2
This completes the proof. n

To complete the proof of Proposition 12, we observe that if R,, becomes larger than %, it
could not have been set this high by Line 12 (as %é%k is controlled by Proposition 8). Thus, it must
be the case that R,, was doubled at time n, and that many points were selected since the last scale
change, since the counter F' resets in between scale changes. This gives the exact conditions for
Lemma 19, and we are able to bound the probability that R,, becomes large.

Proof (Proposition 12)
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Let A,, be the event that R,, > % and R; < % for all t < n—i.e. n is the minimal
time for which the property R,, > % holds. The events Ay, are pairwise disjoint, so we have

Pr[3n : R, > £:(Xn) ZPr

Observe that A,, holds only if R, increased via lines 12 or 19. In line 12, it could have been set to

128 1085 but this quantity is at most ( n) by Proposition 8.
Thus, A,, holds only if line 19 i 1s executed at time n, so Fj,_1 + 1 > 25k 10g5 20 Tet q(n) be
the largest time less than n for which ;) = 0. The above conditions imply that if A holds, then:

1. During the interval [¢(n), n], at least 25k log® 2(;1 centers are taken, because the counter in-
creases every time a center is taken. Denote this event by Al.

2. No scale changes occur in [¢(n), n], because scale changes reset the counter F' to 0, and thus
q(n) is at least the time of the last scale change. Denote this event by A2.

3. Forall ¢t € [g(n),n — 1], we have R; = % because no scale changes occur, and the only

time Line 19 can execute in this interval is at time n. This implies % < R; for all
t € [g(n),n — 1]. Denote this event by A3.

Conditioning on the value of ¢(n) above, we have for any n,

= Pr[An|q(n) = q] Pr[g(n) = q]
a=k

< max Pr[4,|¢(n) =¢q] (because Pr[g(n) =] sumto 1)

k<q<n
< krgqaé(nPr[A N AL N ASlg(n) = g
< krgfgnPr[Al la(n) = ¢, A%, A7)
However, the inner term Pr[AL |q(n) = ¢, A2, A2] is controlled by Lemma 19 to be at most 165%.
Thus, s 5 x2 5
ZPr nz_: 16572 = 165 6 = 100°
|

Appendix C. Analysis of Other Clustering Settings

Based on the significant influence of other clustering settings to our algorithm (especially the no-
substitution setting), it is natural to ask how well our algorithm performs in other settings. To this
end, we consider the streaming and no-substitution settings.
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Streaming: Observe that Online_Cluster enjoys a small streaming cost, as >, ; d(x¢, Sp)? <
S, d(w¢, St)?, and the latter cost is bounded by Propositions 11 and 12. Since the analysis for the
center complexity remains unchanged, we immediately have Corollary 4 (stated in the introduction).

Thus, Online_Cluster serves as a reasonable choice for online streaming — its only drawback is
that it outputs more centers (by a poly(logn) factor), and has a higher approximation factor than
other algorithms in this setting.

C.1. The No-Substitution Setting

Online_Cluster cannot be directly applied to the no-substitution setting because it violates the defin-
ing rule — it deletes centers. To remedy this, we simply amend Online_Cluster to proceed exactly
as it does without performing any of its deletions — that is, the only change necessary is to delete
lines 10 and 11 of Algorithm 1. The resulting algorithm adheres to the no-substitution paradigm,
since it only updates its centers at time ¢ by either adding or not adding x;. We refer to the resulting
algorithm as No_Sub_Cluster, which is presented in Algorithm 2

Algorithm 2: The main algorithm, No_Sub_Cluster(X, k, 9).

1 Sp «{z1,..., 21} Initial set of centers
2 R, F+0

3 k+1,i+ 2

4 (Zy,wy) < online_k_centers_update(Xy)
sfort=k+1,k+2,... do
6
7
8

(Zy,wy) < online_k_centers_update(xy) Scale approximation
if w; > 16w,, ,+/t then Scale change detected
T < 1
1,U2
9 Ry« &, F <0
10 1 1+1
11 else
12 St — Stfl, Rt — Rtfl
. e . d(zt,S¢)? log? % .

13 With probability min {1, ﬁ}, Sy = S U{z} Center selection

14 F+ F+ lzt is selected
15 | if F > 25klog” 2 then
16 Rt — 2Rt, F+0
17 end

Here, the set of centers S; is only ever changed in line 13, in which the point z; is potentially
added. The k-centers clustering step is now only used to estimate the scale, w;, which in turn helps
tune the parameter R;.

We now restate and prove Corollary 5.

Corollary 5 Let X be an arbitrary data sequence, k be a positive integer, and 0 satisfy 0 < 6 < 1.
Suppose we run No_Sub_Cluster(X,k,d). Let S; denote the centers outputted at time t and My
denote the total amount of memory used at the end of time t. Then with probability at least 1 — §
over the randomness of No_Sub_Cluster, for all integers n > 1, the following hold:

1. (Approximation Factor) Y o d(x¢, St)? = O (Lr(Xy)).
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2. (Center Complexity) |S,| = O(kOCyi1(Xy)log® %), where OCy41(Xy,) is the lower bound
parameter introduced in Bhattacharjee and Moshkovitz (2021).

3. (Memory and Time Complexity) Each step uses O(kdOCy, log® %) time and memory.

Proof Part 1. is a direct implication of the proof of Theorem 1. To adapt the proof to the no-
substitution setting, we can use exact analogs of Propositions 11 and 12 that hold for No_Sub_Cluster.
The fact that no deletions occur does not effect these propositions, and it is not difficult to see that
all of the lemmas employed in the proof carry over.

Part 3. is an implication of part 2. as the bulk of the memory is the center complexity (we only
require an additional O(k) points to be stored for the k centers clustering, and O(1) values to be
stored for Ry, F}, w;). We now turn towards proving part 2.

First, observe by the proof of Theorem 1 (specifically the discussion of center complexity and
memory) that with high probability, for all 2, only O (klog® %) are selected between scale changes
occurring before n. It follows that if ¢,, denotes the number of scale changes before n, then with
probability at least 1 — % over the randomness of No_Sub_Cluster, |S,,| = O (Bnk log® %) . It con-
sequently suffices to bound /,, in terms of OC(X,,). We now review the definition of OCj.

Definition 20 Bhattacharjee and Moshkovitz (2021) Let S = {x1, xa, ..., x,} be any set of points.
Then for any p > 0, OC,(S) is the length of the longest sequence of points, y1,Y2, . . ., Ym that are
elements of S such that each point has distance to the previous points that is more than double
the maximum diameter of a cluster when the previous points are optimally (with respect to their
diameters) partitioned into p — 1 clusters. More precisely, for all p < i < m,

‘ , : . j
d(yi, {y1,- -, yi—1}) > 2 orneein éljagxk diam(C7).

Bhattacharjee and Moshkovitz (2021) both gave upper and lower bounds on the center com-
plexities of no-substitution algorithms based upon this parameter. Our goal is to relate the number
of scale changes before time n, ¢, to this complexity measure, OC1(X,,). More precisely, it
suffices to show that there exists a constant C' such that,

by, < C-0Cky1(Xn), an

as substituting this into the bound above will prove part 2.

Our strategy for proving Equation 11 will be to use the scale changes in X,, to construct a
sequence of points of length 2(¢,,) that satisfies the conditions given in Definition 20. To this end,
let w} denote the optimal k-centers clustering loss at time ¢. Since Charikar et al. (1997) provides
an 8-approximation to the optimal k-center cost, it follows that wi < w; < Swj. As a result, it
follows that 1 < 4 < £, — 1 satisfy that

Wr,
wi o> % > 2y/Tipiwr, > 2V, . (12)

Next, for any time ¢t > 7, suppose t < 7; < 7;41. We claim that there exists ¢’ with t < ¢ < 749
such that
d(:l?t/, {:El, .. ,:ct}) > 4w;<.
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To show this, assume towards a contradiction that this isn’t the case. It follows by the triangle
,x¢} with a k-centers loss of w; can be used as a
with loss at most 5w;. However, this contradicts Equation 12, as

inequality that any k-clustering of X; = {z1,...
k-clustering of X, ,

Next, we leverage the construction of ¢’ to construct a sequence of times, t1, 12, ...
isfying that d(z¢,, {z¢,, ...

Tty Loy vy

’ xti—l)) > 4'[1)2;71

ONLINE CLUSTERING

* * *
w2 2y/Tipiwr, > dwy,

because 7,1 > 7 means 2,/7;11 > 5. Thus, we are guaranteed that ¢’ always exists.

most double the optimal k-centers cost, and this finishes the proof.

C.2. Comparison with Other No-Substitution Algorithms

Approx. Ratio | Center Complexity Aux. Memory | Loss Function
LSS16 O(logn) O(klognlog~y*) O(1) Sory d(me, Sp)?
BR20 0 O(klog nlog ") O(k) > (@, Su)?
BM21 O(k?) O(klogklogn - OCk(X)) | O(n) Sory d(xt, Sp)?
Our result | O(1) O(klog®n-0Cy 1(X)) | O(k) Sy d(x, Si)?

, Ty sat-
for all ¢ and ¢/ > Q(¢,,). It suffices to show that
xy, satisfies the criteria given in Definition 20 when p = k + 1. However, this is a
consequence of the fact that the minimum diameter from clustering a set of points into k parts is at

Table 1: Comparison of existing no-substitution algorithms with our algorithm. The memory col-
umn contains memory in addition to the selected centers. The factor, OC(X) is the lower bound
parameter introduced by Bhattacharjee and Moshkovitz (2021), and the term ~* is the aspect ratio,
the ratio between the distances between the furthest two points and the closest two points in the
stream. Bhattacharjee and Moshkovitz (2021) implies that OCg(X) = O(log~*), with v* being
potentially far larger.

We summarize existing clustering algorithms in Table 1, with LSS16, BR20, and BM21 denot-
ing Liberty et al. (2016), Bhaskara and Rwanpathirana (2020), and Bhattacharjee and Moshkovitz
(2021) respectively. For each algorithm, we list their approximation ratio, which is the factor by
which their loss differs from the optimal k-means cost in hindsight, their center complexity, which
is the expected number of centers chosen at time n, and their additional memory, which measures
the amount of auxiliary memory needed for their algorithm to be executed.

In addition, several algorithms in this setting relax the no-substitution cost from >, d(z4, S¢)?
to > i, d(x, S ). The latter expression is a smaller cost function which only measures the cost
at a given time n by using the resulting centers, .S,,, in hindsight. Because centers can never be
deleted, we have that > ; d(z¢, S¢)*> > Y., d(z4, S,)? implying that any upper bound on the
former bounds the latter. However, the reverse does not necessarily hold.

As it can be seen from Table 1, our algorithm matches the approximation ratio and the addi-
tional memory of the best known algorithms. Furthermore, it is the only one to do so for the more
complex cost function, Y ;' ; d(z, S;)2. With regards to center complexity, our algorithm outper-
forms Bhaskara and Rwanpathirana (2020) and Liberty et al. (2016) as it avoids a dependence on
the aspect ratio, v*, and instead uses the more refined term OCy_1 (X ) (Definition 20). As indicated
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by Bhattacharjee and Moshkovitz (2021), the term OCy_1(X) is potentially much smaller than the
aspect ratio, and at best the two are comparable by a constant factor.

The only algorithm with a better center complexity than ours is that of Bhattacharjee and
Moshkovitz (2021), which, in addition to having fewer log factors, also uses the true lower bound
parameter, OC (X, ), rather than OCy_1(X,,), which would technically correspond to using k + 1
centers. However, for many datasets, OCy1(X,,) is not much larger than OCy(X,,) owing to the
fact the (k — 1)-fold and k-fold diameters of complex datasets are typically not massively different.

On the other hand, our algorithm has significant improvements over that of Bhattacharjee and
Moshkovitz (2021) as it achieves a true O(1)-approximation (rather than O(k?)) and is far more
efficient in terms of the additional memory required. It also uses the more difficult cost function,
S 1 d(x4, Sp)?. In their algorithm, Bhattacharjee and Moshkovitz (2021) utilize a full offline k-
clustering of the entire dataset at every timestep, thus requiring all data to be memorized in auxiliary
memory.
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