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Abstract

! The paper has two major themes. The first part of the paper establishes certain general results
for infinite-dimensional optimization problems on Hilbert spaces. These results cover the classical
representer theorem and many of its variants as special cases and offer a wider scope of applications.
The second part of the paper then develops a systematic approach for learning the drift function of a
stochastic differential equation by integrating the results of the first part with Bayesian hierarchical
framework. Importantly, our Bayesian approach incorporates low-cost sparse learning through
proper use of shrinkage priors while allowing proper quantification of uncertainty through posterior
distributions. Several examples at the end illustrate the accuracy of our learning scheme.

Keywords: Reproducing kernel Hilbert spaces (RKHS), infinite-dimensional optimization, rep-
resenter theorem, nonparametric learning, stochastic differential equations, diffusion processes,
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1. Introduction

The temporal dynamics of a variety of systems arising from systems biology, environmental sci-
ence, engineering, physics, medicine can be captured by stochastic differential equations (SDEs)
driven by appropriate drift and noise functions (c.f (3.1)). SDEs are also central to modern finan-
cial mathematics where they are used to model short term interest rates, asset and options pricing,
their volatility. Understanding behaviors of these systems requires not just building mathematical
models but integrating it with the available data. For instance, advanced technologies like single-
cell imaging can attest to the stochasticity of cellular processes (Friedman et al. (2010); Coulon
et al. (2013)). While this molecular noise is a rich source of information about the process dynam-
ics, utilizing this source in a systematic manner requires building stochastic temporal models that
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are calibrated according to the available data. Building such data-driven models characterizing the
inner-workings of these systems is instrumental for advancement of quantitative biology and other
quantitative disciplines.

There is a substantial volume of research on both theoretical and computational aspects of para-
metric SDE models and its statistical inference, a very limited list of references for which is Elerian
et al. (2001); Roberts and Stramer (2001); Kutoyants (2004); Golightly and Wilkinson (2005); Bish-
wal (2008); Golightly and Wilkinson (2008); Archambeau and Opper (2011); Cseke et al. (2013);
Beskos et al. (2006); Fearnhead et al. (2008); Sutter et al. (2016); Whitaker et al. (2017). Bish-
wal (2002, 2018, 2022b) analyzed asymptotic properties of statistical estimators for SDEs driven by
fractional Brownian Motion and certain stochastic PDE models. Parameter estimation for stochastic
volatility models are studied in Bishwal (2022a) Specifically, for these models the driving functions
of the SDE are assumed to be known barring a finite-dimensional parameter ¢, which then needs
to be estimated from the available data. In reality, for a large class of physical systems functional
or parametric forms of the underlying SDEs are not precisely known. However, to get a workable
mathematical model a heavy set of assumptions is usually imposed on the system which in many
cases is not practical — the resulting model might be too simplistic and might only work in certain
ideal situations. For example, in biochemical systems, under a set of assumptions including spatial
homogeneity, the intensity function of each reaction driving the stochastic dynamics is assumed
to be of the form of a known polynomial function multiplied by the corresponding reaction rate
constant (unknown parameter). Model calibration then requires estimation of these reaction rates
from the given data (e.g. see Golightly and Wilkinson (2006); Boys et al. (2008); Golightly and
Wilkinson (2011); Koeppl et al. (2012)). However, most cellular reactions do not occur in spatially
homogeneous environments. Moreover there are often many unknown factors (e.g, undiscovered
reactions or species) affecting the reaction rates — assuming that they are constants despite these can
lead to simplistic models which might not be able to explain observed behavior of these systems
satisfactorily. This highlights the importance of developing truly data-driven models, where some
of the key driving functions (like b, o) for a complex dynamical system of the form (3.1) are learnt
entirely from the given data.

This, however, is an infinite-dimensional learning problem! Compared to the parametric case,
very little is available in the literature for these nonparametric stochastic models. Most of the re-
search in the area of machine learning and ‘traditional’ nonparametric statistics focus on regression
or classification analysis involving i.i.d data points, which are comparatively much easier to work
with. For stochastic dynamical systems that we are interested in, there exist some histogram based
approaches using bins of size e around each location  and computing appropriate local means in
those bins (Friedrich et al. (2011)). Further refinements include replacing the bins with means of k-
nearest neighbor (Hegger and Stock (2009)) and use of traditional Nadaraya-Watson type estimates
(Lamouroux and Lehnertz (2009)). These methods unfortunately only work for a limited number
of toy systems and require high number of data-points around each x. Some approaches involving
Gaussian Process have also been used (see Ruttor et al.; Yildiz et al. (2018)), but they often rely on
adhoc approximation including linearization which might not be desirable.

The present paper along with related future projects aims to develop a systematic Bayesian
framework for addressing these types of complex problems. The data for these problems can come
in a wide array of formats — ranging from a single path observed at high frequency to noisy par-
tial observations observed at sparse times. This article is the first in the series of ongoing and
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planned papers (Ganguly et al. (a,b)) that aims to develop learning schemes for these different
data settings. This article specifically focuses on learning of the drift function of SDEs in the
case of high frequency data by which we mean that it is of the form of a single discrete path
{X(t;) : © = 1,2...,m} where the gap t; — t;_1 between two successive observation times ¢;
and t;_1 is very small. Our first step toward estimating the driving functions of the SDE is to
consider the problem of minimization of the negative log-likelihood subject to a penalty function
over an appropriate function space. Reproducing kernel Hilbert spaces (RKHS) are most suitable
function spaces for these kinds of infinite-dimensional optimization problems because of the well-
known representer theorem which often converts a class of such problems into finite-dimensional
ones. However the limitation of the representer theorem is that it requires the loss functional, L(h),
to depend on the input function & only through its values, h(z;), at a finite number of data points
{x;} which makes it or its known variants inapplicable in many important cases.

This issue is addressed in the first part of the paper (Section 2), which studies infinite-dimensional
optimization problems in a broader framework and proves certain general results (see Theorem 6
and its corollaries), special cases of which give the representer theorem on RKHS. Results of Section
2 should be of independent interest and are expected to find wider applications. The full generality
of Theorem 6 is crucial in our upcoming papers involving more general stochastic models; in the
current paper, only a slightly generalized version of the representer theorem is needed and it gives a
representation of the minimizer of the penalized negative log-likelihood in an RKHS as a finite-sum
with respect to the basis-functions, (-, X (¢;)), where  is the associated kernel of the RKHS. We
next develop a Bayesian hierarchical framework for estimating the coefficients of this finite-sum
representation by putting appropriate prior distributions on them. The primary advantage of the
Bayesian approach over point-optimization methods (like gradient descent) is the proper quantifi-
cation of uncertainty through the posterior distributions of the estimators. Now the number of terms
in this finite-sum expansion increases proportionately with the number of data points. It is therefore
imperative that sparse learning is incorporated to reduce the complexity of the estimators. In our
Bayesian paradigm, this is induced through proper shrinkage priors, and in this paper we employ
a multivariate ¢-prior and an extension of Horseshoe like priors for this purpose. The interplay of
shrinkage priors and the SDE dynamics is interesting to note. Shrinkage priors are effective in case
of positive recurrence which forces the SDE to revisit the relevant parts of the state space numer-
ous times over a finite time horizon. This implies that not all of the basis functions (-, X (¢;)) are
needed in the finite-sum expansion of the estimator of the drift function; only a limited selection is
enough for accuracy, and proper shrinkage priors help to identify this selection. The use of shrink-
age priors in the context of SDEs is novel and to the best of our knowledge has not been studied
before.

The layout of the article is as follows. Section 2 studies optimization problem in the setting of a
general Hilbert space. Section 3 introduces the SDE model and formulates the Bayesian framework
with shrinkage priors for learning the drift function. The learning algorithms are also presented.
Numerical examples are discussed in Section 4. Finally, some concluding remarks can be found in
Section 5.

Notation: R™*™ denotes the space of m x n real matrices. vec,,x, : R"*"™ — R™" will denote
the vectorization function for m x n matrices. For a matrix A € R™*", A(i, %) and A(x,7)
respectively denote the i-th row and j-th column of A. For two Hilbert (or Banach) spaces 7 and
Ha, L(H1, H2) denotes the space of linear bounded operators from #H; to Ho. Hq P Ha will denote
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the external direct sum of #; and Ha. Ny(u, X) will refer to the d-dimensional Normal distribution
with mean p and covariance matrix 3, and for notational convenience Ny(-|u, X2) will denote the
corresponding density function. Similar convention will be followed for other named distributions:

* tq(v, p, V): d-dimensional t-distribution with degrees of freedom v, mean p and scale matrix
Vi ta(-|v, i, V'): corresponding density function (c.f (3.7)).

* G(a,b), ZG(a,b): Gamma and Inverse Gamma distributions with parameters a and b;
G(-|la,b), ZG(-|a,b): corresponding density functions.

* Wi(v,V), IWy(v,V): d-dimensional Wishart and Inverse-Wishart distributions with de-
grees of freedom v > d — 1 and scale matrix V;
Wa(-|v, V) and ZW(-|v, V'): the corresponding density functions.

* F(v1,va,c): F-distribution with degrees of freedom vy, 15 and scaling parameter c;
F(+|v1, va, ¢): the corresponding density function (c.f (3.8)).

2. Infinite-dimensional optimization

The main goal of the section is to characterize the solutions of a broad class of minimization prob-
lems which in particular will generalize the classical representer theorem in a significant way.

2.1 Classical representer theorem and its limitations

The representer theorem is a seminal result in learning theory which converts a class of infinite-
dimensional optimization problems on an RKHS to a tractable finite-dimensional one. It was first
derived in Kimeldorf and Wahba (1971) for quadratic loss and penalty functions in the setting of
Chebyshev splines and was later extended to more general RKHS framework in Wahba (1990).
Extensions to more general loss and penalty functions have been done in Cox and O’Sullivan (1990);
Scholkopf et al. (2001) (also see Scholkopf and Smola (2001)). We first recall its statement.

Let ‘H be a Hilbert space, U an aribitrary space, and x : U x U — R a symmetric kernel
satisfying (a) for each u € U, k(u,-) € H, and (b) forevery h € H and u € U, (h, k(u,)) = h(u).
Property (b) refers to the reproducing property of the kernel x, and such a kernel « is called a
reproducing kernel and the associated Hilbert space is called an RKHS, which is also unique for a
given reproducing kernel «.

What makes RKHS particularly useful in learning theory is the fact that one can construct an
RKHS H, starting from a positive definite kernel . This is possible due to Moore-Aronszajn
theorem which says that the space H,, = Span{x(-,u) : u € U} is the RKHS corresponding to the
kernel . Here the overbar denotes closure of a set, and the closure is taken with the norm, || - ||
defined by

!
|hlls = Z cicjk(ug, uj), h= ZH(-,Uj)Cj, c; € R.
7,7=1 7j=1
The following version of the representer theorem is adopted from Scholkopf et al. (2001).

Theorem 1 Let L : (U x R?)™ — [~o00, o0] be any function, and J : [0,00) — [0,00) strictly
increasing, and . : U x U — R a reproducing kernel. Let H, be the RKHS of functions h : U — R
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corresponding to k. Let (x1,y1), (x2,Y2), - ., (Tm, Ym) € U X R be fixed. Then any h* minimizing
the objective function

L(h) =L ((xbyla h(xl))a (:L.Qv Y2, h(£2))7 SERE) (xmay'm> h(xm))) + J(HhH)a h €ty
admits a representation of the form h*(u) = Y -, cik(xy, u) with ¢, € R.

The representer theorem is a potent tool in learning theory as it provides a computable expres-
sion of the minimizer of a class of loss functionals as a finite sum expansion with respect to the
concrete basis functions involving the underlying kernel. One of the post popular applications is es-
timation of the function h of a regression model, y = h(z) + <, from the data points {(x;, y;)}. But
as already noted in the Introduction one constraint in the representer theorem is the requirement that
the loss functional L depends on its argument function h only through h(x;), i = 1,2,...,m —its
values at the data points {z;} . This inhibits its direct applications to models where the dependence
on the loss functional on A is more intricate. We illustrate this with a couple of examples.

Example 1 (Linear functional regression) Consider the model
y = Lyh+e, (2.1

where for each x, £, is a linear functional acting on h, and ¢ captures the noise of the system. Thus
here the function A is observed (with errors) through a family of linear functionals. For example,
consider the regression model, Y = h(Z) + ¢, where Z is not directly observed. Instead for a third
random variable X, the conditional distribution of Z|X = z, y(+|z), is known (or at least can be
well approximated). Integrating the effect of Z, the conditional model of Y given X is of the form
(2.1), where for a given =, L,h = [ h(u) du|:):)

Given data points {(z;,y;) : i = 1, 2 ., m}, the natural approach to learn A is again through
the minimization problem of the form
min L (01,1, £eah), (22,85, Lash), oo o s L) + (R, 22)

It is clear that the classical representer theorem cannot be applied here directly as the loss function
does not depend on h through the values h(x;), but it does so through certain integrals of h.

Example 2 (Fredholm integral equation of first kind) Consider the Fredholm equation of the first
kind: g(z) = [ R s u)du, where & C RY. Here given (possibly noisy) values, y;, of ¢ at
finitely many pomts Zi, the goal is to learn the best possible function h. The data generating models
is thus of the form

vi= [ Rlaph()dy + 6, =12 ..m
£

where €; captures the noise in the observations. As before, learning of A requires one to consider
the minimization problem of the form

hrél;_[n L ((xlv yl;Rh(xl))a ($27y2, Rh(l.Q))v R (wma Ym, Rh(xm))) + J(HhH)v (23)

where, by a slight abuse of notation R also denotes the operator / integral transform corresponding
to the kernel R(-,-); that is, Rh(z) = [, R s h(u)du. Note again that the classical representer
theorem is not applicable as L depends on h not through its values h(z;) but through the above
integrals.
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2.2 A broad class of optimization problems in Hilbert space

Let F': H x [0,00) — R. We are interested in the minimization problem

min F (h, (Qh, h)'/?) | 2.4)
heH
where Q € L(H,H) is a self-adjoint, positive semidefinite (p.s.d.) continuous linear opera-
tor. Notice that this class of minimization problems is equal to the class of problems of the type
minpey F (h, |RR||), where R € L(H, ). It is useful to note here that by the Hellinger-Toeplitz
theorem (or simply by the closed graph theorem) if () : H — H is a self-adjoint linear operator
with Dom(Q) = H, then @ has to be continuous, that is, Q € L(H,H).

Recall that Q € L(H,H) is positive or positive semi-definite (p.s.d.) if (Qh,h) > 0 for any
h # 0, positive definite (p.d.) if the previous inequality is strict for all h ## 0, and uniformly positive
definite (uniformly p.d.) if there exists a A > 0 such that (Qh, h) > A||h||? for all h € H. If Hy is
a subset of #, then the restriction of Q to Hy, Q}HO, is p.s.d. (p.d.) if (Qh,h) = 0 (> 0) for any
0 # h € Hy, and uniformly p.d. if for some A > 0, (Qh, h) > A||h||? for all h € Hy. Lemma 1 in
the Appendix is useful in characterizing uniformly p.d. operators.

For Q € L(H,H), define

No ={h eH:{(Qh,h)=0}. (2.5)

Clearly, if Q is self-adjoint and p.s.d., N is a closed subspace of H, and a p.s.d. operator Q) is
p.d. if and only if Ny = {0}. Further note that if M is a subspace of H, then Q}M is p.d. if
Ng N M = {0}. When Q is p.s.d., h — (h, Qh)'/? defines a seminorm; it is a proper norm when
Q is p.d., in which case we write ||h[|g = (h, Qh)'/2. || - || is equivalent to the original || - || norm
if and only if @ is uniformly p.d.

By a solution to the problem (2.4) we will mean a (global) minimizer h* € H such that

F (h*, (Qh*,h*)1/2> — inf F (h, <Qh,h>1/2) ef pr,

In contrast, an element hg € H is a local minimizer of the problem (2.4) if there exists a r > 0,
such that F' (ho7 (Qhy, h0>1/2) = infrephg,r) F (h, (Qh, h>1/2) . Here B(hg, r) is the open ball in
‘H with center at hg and radius r.

Lower semicontinuity (I.s.c.) plays an important role in the solution of a minimization problem.
Since there are different notions of l.s.c. in a Hilbert space, we first recall their definitions.

Definition 2 (i) A function G : H — [—00, 00| is said to be strongly lower-semicontinuous
(l.s.c.) or Ls.c. in the norm topology if liminf, .o G(h,) = G(h), whenever h, — h (in
H-norm); or equivalently, the sublevel sets {h : G(h) < a} are closed in the norm topology
of H.

(ii) A function G : H — [—00, 00| is said to be weakly sequentially l.s.c. if liminf,_,~ G(h,) >
G(h), whenever h, = h, or equivalently, the sublevel sets {h : G(h) < a} are weakly
sequentially closed.

(iii) A function G : H — [—o0, 00| is said to be weakly Ls.c. if the sublevel sets {h : G(h) < a}
are closed in the weak topology on H.
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(iv) If Hy C H, the restriction of G to Hy, G ‘ Hey is weakly sequentially L.s.c. ifliminf,_,o, G(h,) >

G(h) whenever {h,h,,n > 1} C Hy and h,, = h in Hy in the sense for any g € H,
(hnyg) — (h, g). Strong Ls.c. ofG‘HO is defined similarly.

All notions of Ls.c. are equivalent when H is finite-dimensional, but that is obviously not the case
when 7 is infinite-dimensional. For infinite-dimensional Hilbert spaces, it should be noted that
the notion of weakly sequentially L.s.c. is not equivalent to that of weakly l.s.c. (since the weak
topology on 7 is not metrizable). In fact, we have the following hierarchy:

G is weakly l.s.c. = G is weakly sequentially 1.s.c. = G is strongly l.s.c.

This is immediate because a subset C' C H is weakly closed = C' is weakly sequentially closed
= (' is closed in the norm topology. Thus the assumption of strong l.s.c. on a function G is a
weaker assumption than that of weak l.s.c. of G. However, under the additional assumption of
quasiconvexity, all notions of 1.s.c. are equivalent (see Remark 4-(iii) below).

Definition 3 A function G : H — [—o0, 00| is quasiconvex if for any § € [0,1] and h,h' € H,
G(6h+ (1 —0)h') < max{G(h),G(h')}, (2.6)

or equivalently, the sublevel sets {h : G(h) < a} are convex. It will be called almost quasiconvex,
if (2.6) holds for 0 < 6 < 1 when G(h) # G(I').

G is strictly quasiconvex if the inequality in (2.6) is strict for 0 < 6 < 1 and h # h'. It will
be called almost strictly quasiconvex if (2.6) holds with strict inequality for G(h) # G(h') and
0<d<L

Note that for almost quasiconvex or almost strictly quasiconvex functions no stipulations are
made if G(h) = G(I).
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Remark 4

(i) The definition of strict quasiconvexity is not uniform in the literature. Slight variants of the
definition given above have been used in the literature. In particular, Greenberg and Pierskalla
(1971) used strict quasiconvexity for functions which we call here almost strictly quasiconvex.

(i1) A strictly quasiconvex function is of course quasiconvex, and an almost strictly quasiconvex
function is almost quasiconvex. But an almost strictly quasiconvex function need not be qua-
siconvex. The standard example given in Greenberg and Pierskalla (1971) is G : R — R
defined by G(x) = 14gy(x). It’s clear G is almost strictly quasiconvex, but the sublevel set
{z : G(z) < 0} = R — {0}, which is not convex; hence G is not quasi-convex.

(ii1) A convex function is of course both quasiconvex and almost strictly quasiconvex, and a strictly
convex function is strictly quasiconvex. The equivalence of strong and weak .s.c. of a function
G : H — [—0o0,00] under the assumption of quasiconvexity is simply a consequence of
Mazur’s lemma which, in particular, states that a convex subset C' C H is closed in the norm
topology iff it is closed in the weak topology.

Lemma$5 Let G : H — [—o0, 0] be weakly sequentially l.s.c., and lim supy,| . G(h) = 0.
Then there exists a global minimizer h* € H such that G(h*) = minpey G(h) = infrey G(h).

Theorem 6 Let H be a Hilbert space, and F' : H x [0, 00) — [—00, 00|. Consider the minimization
problem (2.4) where Q € L(H,H) is self-adjoint and p.s.d.. Let M be a closed subspace of
H, and the following conditions hold: (a) F(h,u) > F(Pmh,u), h € H,u € [0,00), where
Pr : H — M is the (orthogonal) projection operator onto the subspace M, (b) for each fixed
h € H, the mapping u € R — F'(h,u) is non-decreasing, and (c) QM C M.

(i) Then infrey F (h, (Qh,h)1/?) = infrep F (h, (Qh,h)Y?). If h* € H is a global mini-
mizer of F (h, (Qh, h>1/2), then so is Payh*; in other words existence of a minimizer also
guarantees existence of a minimizer lying in M. If in addition for each h € H, the mapping
u — F(h,u) is strictly increasing and N C M (or equivalently, Ng N M+ = {0}), then
any (global) minimizer h* of the minimization problem (when it exists) lies in M.

(ii) If for each fixed u € [0,00), the mapping h € H — F(h,u) is almost quasiconvex, and for
each h € H, the mapping u — F(h, ) is strictly increasing and Ng C M, then any local
minimizer h° of (2.4) (when it exists) lies in M.

(iii) If F is almost strictly quasiconvex (in particular, convex), then any local minimizer h° is also
a global minimizer. If F' is strictly quasiconvex, then the global minimizer of F', when it exists,
is unique.

Remark 7 If @) is self-adjoint and M is a closed subspace then QM C M (condition (c) in
Theorem 6) is equivalent to QM+ C M- which in turn is equivalent to commutativity of ) and
Prq. The first equivalence is easy to see. It is also immediate that if () and P commute, then
QM C M. To see the other direction of the second equivalence, we have for any h € H

QPmh+ QI — Ppm)h = Qh = PmQh + (I — Paq)Qh.
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Now QM C M and QM+ Cc M+ imply that QPah € M and Q(I — Pag)h € M=, and, of
course, by the definition of Py, PpyQh € M and (I — Pp)Qh € M™*. Since H = M & M+,
we must have Py Qh = QPah.

Lemma 5 and Theorem 6, whose proofs are given in the Appendix, together give conditions for
existence of the solution (minimizer) to the problem (2.4) and for the solution to lie in a designated
subspace M.

Connection to optimization problems in learning: In many applications, particularly those arising
in the context of learning problems, F' is of the form F'(h,u) = Fy(h) + J(u), where Fj can be
viewed as a loss functional and an associated penalty function on the size of & is defined through J.
A typical choice of .J and the operator @ are .J(u) = u?, Q = I, which defines the popular square-
norm penalty function, ||h||?. The following corollary is essentially a restatement of Theorem 6
in this case. Importantly, Theorem 6 or Corollary 8 below allows use of seminorms (h, Qh)'/2,
which are different from the original 7{-norm, inside the penalty function J. Since () does not
need to be uniformly p.d. or even p.d., they are not necessarily equivalent to the H-norm. The
desired subspace, M, in these problems is often finite-dimensional leading to a tractable finite-sum
expansion form of the minimizer.

Corollary 8 Suppose F' is of the form F(h,u) = Fy(h) + J(u), where J : [0,00) — [0,00)
is strictly increasing. Consider the minimization problem (2.4). Assume that the linear operator
Q : H — H of (2.4) is self-adjoint and p.s.d., No U QM C M, where M is a closed subspace of
H, and Fyo(h) = Fo(Pamh) for all h € H. Then the set of global minimizers,

My {h* €M F (I (Qh" h")!/2) = F* = inf F (h,(Qh, h>1/2)} cM. @7

Suppose in addition FO’M : M — His weakly Ls.c., J is Ls.c. and either (a) FO‘M is bounded
below, J is coercive (that is, limsup,,_, J(u) = 00), and Q‘ M is uniformly p.d. (in particular, Q)
is p.d. because of the eariler assumption Ng C M), or (b) lim supye py, ||| =00 Fy(h) = oo. Then
My # 0.

In many applications it is desirable to consider minimization problems where penalty is im-
posed on the size of only a part of the function h. Below we demonstrate that Corollary 8 covers
such cases. In machine-learning, such minimization problems arise when partial structure of the
unknown function h to be learned is known, and the so-called semiparametric representer theorem
(which is a special case of Corollary 8 or Corollary 9 below) is a useful result covering a subset of
such instances.

For two Hilbert spaces (1, (-,-)1) and (H2, (-, -)2), recall that the external direct sum 1 ®. Ho
is the space H1 x Hs equipped with the inner product

<(h1, hQ)?( /1, hl2)>e = <h17 h/1>1 + <h27h/2>2-

Corollary 9 Let (H1, (-, )1) and (Hz, (-, -)2) be two Hilbert spaces and H = H1 . Ha. Suppose
F is of the form F(h,u) = Fy(h) + J(u), where J : [0,00) — [0,00) is strictly increasing.
Consider the minimization problem

i Fo(h)+ J (h hy, hy)'/? 2.8
h:(fgl}g)EH b(h) + (1’<Q1 1) ) @9
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where Q1 € L(H1,Hs) is self-adjoint and p.s.d.. Let My be a closed subspace of H1, and assume
thafNQ1 U@ My C My, Fo(h) = F()(hl, hg) > FO(PMlhl, hg)f()r all h = (hl, hg) € H. Then
the set of global minimizers, My C M1 &, Ha

Suppose in addition Fy : M@ Ho — H is weakly sequentially L.s.c., limsup Fy(h)

l| ]| =00
heM1BH2

‘M1@¢H2
oo, and J is l.s.c. Then My # ().

Proof Define M = My @ Ha, Q : H — H by Qh = Q(h1,h2) = (Q1h1,0) and notice that
Ng = Ng, ® Hz. The assertion now follows from Corollary 8. |

Remark 10 If M is a finite-dimensional subspace of H, which, as mentioned, is an important case
in practice, and F'(h,u) = Fy(h) + J(u), then strong Ls.c. of FO’M’ which is easier to check, is
equivalent to weak l.s.c. (and hence weak sequential 1.s.c.) of Fy } - No additional assumption of
quasiconvexity of FO‘ v 18 needed. Furthermore, in this case Q‘ v 18 p.d. iff it is uniformly p.d.
Thus the conditions of Corollary 8 are easier to check.

Revisiting the representer theorem

We now show that the representer theorem along with most of its extensions is a special case of
Theorem 6. Importantly, we present the generalized semiparametric version of it for vector-valued
functions and also include conditions for existence of the minimizer. Representer theorem for
vector-valued functions is comparatively less studied, but some notable versions have been proved
in Micchelli and Pontil (2005) (also see Alvarez et al. (2012) for a review of results on learning
vector-valued functions). We chose the range of the functions to be finite-dimensional vector space
only for ease of presentation, but the same proof (with the appropriate changes) holds if the range
of the functions is infinite-dimensional.

The definition of RKHS of vector-valued functions is very similar to that of the scalar-valued
functions with the primary difference being that the associated kernel & is now matrix-valued.

Definition 11 Let U be an arbitrary space. A symmetric function k : U x U — R™*"™ is a repro-
ducing kernel if for any u,v' € U, k(u, ') is a n x n p.s.d. matrix.

The RKHS associated with a reproducing kernel K is a Hilbert space H,, of functions h : U —
R™, such that for every fixed u € U and a (column) vector ¢ € R", (i) the mapping u' — k(u', u)c
is an element of H, and (ii) (h, k(-,u)c) = h(u)Tc

Property (ii) is the reproducing property of the kernel « in the vector framework. Like the scalar
case, given a reproducing matrix-valued kernel k, an extension of Moore-Aronszajn theorem gives
the the associated RKHS, H,, = Span{x(-,u) : u € U}, where the closure is taken with respect to
the norm, || - ||, now appropriately modified as

!

n

1P|l = Z ¢ K(us,uj)cj, h= ZFL ,uj)cg, ¢ € R™.
3,J=1 Jj=1

Corollary 12 (Semiparametric Representer Theorem) Let L : R™" — [—o00, 00| be any func-
tion, and J : [0,00) — [0, 00) nondecreasing, and k : U x U — R"™™ a reproducing kernel. Let

10
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H,. be the RKHS of functions h : U — R"™ corresponding to a symmetric positive definite kernel k.
Let 1,22, ... Ty € U be fixed. Let G = span{g1,92,.-.,0r}, where g1,82, ..., g, are linearly
independent functions mapping U — R™. Consider the objective function

L(h(zx1) + g(z1), h(x2) + g(x2), ... ”zm) + glm)) + T([2]), h=(h,g) € Hx @ G
Then the following hold.

(a) If a minimizer to the above objective function exists, then there also exists a minimizer h* of the
form

R () = (Z k(g u)ch, Z gi(u)af> (2.9)

k=1
for some constants ¢; € R"™ and o, € R. If J is also strictly increasing then any minimizer
(when it exists) is of the form (2.9).

(b) If L and J are l.s.c. and L is coercive (that is, imsup| |, L(2) = 00), then there exists a
minimizer h* of the form (2.9).

Notice that a Hilbertian structure can be put on G with the inner product
d f T T T
! € / / /
(9.9¢ = Z oy, g = Zaigi7 9 = Zaigia
i,j=1 i=1 i=1

Define the finite-dimensional subspace

m
M = {Zm(ﬂvi,)ci:ciER”,izl,Q,...,m},

i=1

and observe that by the reproducing property for any h € H,, and v € R"™,
h(z)Tv = (h, k(zi, - )v) = (Pagh, &(zi, )0) + (I — Pu)h, k(5 - )v) = ((PMh)(xi))Tv.

The second term after the second equality is 0 because k(z;,-)v € M and (I — Pr)h € M .
Since the above equality is true for any v € R", it follows that h(z;) = Pah(z;). Consequently,

d .
Fo(h,g) & L(h(z1) + glar), hiws) + g(22), ..., h(@m) + g(@m)) = Fo(Path, g). Moreover, it
is easy to see that for each z;, limsup  h(x;) = oo and limsup g(x;) = oo, which, because

Al —00, he M llgllg—o0

of the hypothesis on L, in turn implies that limsup Fy(h, g) = oo. It follows that Corollary 12
[l (h,g) || =00
(h7g)EMEBsg

is a restatement of Corollary 9 in this particular case.

Remark 13

(i) It is obvious that Corollary 12 covers minimization the objective function of the form

L (21,91, (h + 9)(21)), (2, 2, (h + g)(22)), - -5 (T Ym, (B + g)(2m))) + J([|A]])

where the points (z;,y;) € RExRY i =1,2,...,m are fixed. Indeed, in this case one simply
defines the function L : R” — R in Corollary 12 as

L(u17u27 ety U/Tn/) - L (($17y17u1)7 (-%'27112; UQ), LR ] (x'm; y'm/;u’m,)) .

11
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(ii) Absence of the semiparametric part as encoded by the space G leads to the usual representer
theorem. By Corollary 8 in this case, coercivity of .J (lim supjj, o /(u) = 00) with lower
boundedness of L instead of coercivity of L also guarantees the existence of a minimizer
in part (b). Also as evident from Theorem 6, seminorms of the form (-, Q->1/ 2, which are
different from the RKHS norm, can be used inside J.

(iii) Although informally, one can say that the minimizer in (2.9) is of the form h* (u) = Y_1* | k(zy, u)cj+
>oi_q gi(u)af, strictly speaking, such a representation is not correct, and mathematically it
should be represented as a pair as in (2.9). This is because H,, N G might not be {0}, in which
case the mapping (h,g) € Hx © G — h + g € Hy + G is not injective. In other words,
the function f = h + g might have different representations in A + G, and consequently the
mapping h 4+ g — L(h(x1) + g(x1), h(z2) + g(x2), ..., M(@m) + g(xm)) + J(||R]]) is not a
well-defined function!

A common choice of matrix-valued reproducing kernel is the class of separable kernels of the
form (k(u,u’));j = k(u,u)p(i, j), where k and p are scalar kernels on R x R% and {1, 2, ..., d} x
{1,2,...,d}, respectively. This is of course same as the class of kernels having the representation
k(u,u') = k(u,u)B with B being an n x n p.s.d. matrix. Note for most learning problems one
can assume without loss of generality that B = I,,, as B can be “absorbed” in the coefficients c;
of the finite expansion of the form (2.9) by redefining ¢; as Bc;. More general class of matrix-
kernels consists of k of the form k(u,u’) = Zle k. (u,u)B,. For a given set of data-points
{z1,29,..., 2y}, the associated nm X nm-dimensional Gram matrix /C, which is important for
determination of the coefficients of the finite expansion, is given by K = Zle K, ® B,. Here
ICr = ((kr(i,2)))msm is the usual Gram matrix corresponding to the scalar kernel k..

We now show how Corollary 8 (or more generally Theorem 6) can be employed to obtain a com-
putable representation of the solution to the minimization problems mentioned in Examples 1 and
Examples 2 — two scenarios where the usual representer theorem cannot be used.

Revisiting Example 1 - Linear functional regression

To obtain a solution to the problem (2.2) define the finite-dimensional vector space

M =span{fi: fi(u) = Lyk(u, ), i =1,2,...,m}.

Here, however, we first need to check that M is indeed a subspace of H, (as it is not obvious).
Nevertheless, it is easy as we first note that by the Riesz representation theorem there is g; € Hy,
such that £, h = (h, g;) for any h € H,,. Consequently,

fZ(u) = EIi""(“? ) = <K’(u7 ‘),9@') = gi(u),

where the last equality is because of the reproducing property. That is f; = g; € Hx; hence
M C H, and g; € M. As before writing h € H,, as h = Pyh + (I — Pag)h, we see that

The last equality is because (I — Pp()h € M=, and we showed that g; € M. Consequently,

Fo(h) Y L (21,91, Larh), (€2, 92, Lagh), - - s (s Ys Lo b)) = Fy 0 Prg(h), and hence by

12
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Corollary 8 (also see Remark 10) a minimizer h* € M in other words A* is of the form
m
R (u) = Z Lo Kk(u, ).
i=1

Revisiting Example 2 - Fredholm integral equation of first kind

The following result characterizes the solution to the problem (2.3) in Example 2.

Corollary 14 Consider the framework of Example 2. Let £ C R® be compact, andlet R : £ x € —
R be continuous. Let H,, be the RKHS corresponding to a reproducing kernel k. Assume that
K : & x &€ — Ris continuous. Let L : R™ — [—o0, 00| be any function, and J : [0,00) — [0, 00)
nondecreasing. For fixed x1, %3, ..., T, € RY consider the objective function

de
L(Rh(x1), Rh(x2), .., Rh(zm)) + J(Ih]) = F(h, ), h € Hie
Then the following hold.

(a) If a minimizer to the above objective function exists, then there also exists a minimizer h* of the
form

h*(u) = Z Rk(u,-)(x;)e; = Z Ci / K(u, 2)R(z;, 2)dz (2.10)
i=1 =1 V¢

for some constants c; € R. If J is also strictly increasing then any minimizer (when it exists) is

of the form (2.9).

(b) Suppose L and J are Ls.c. and either (a) L is coercive or (b) J is coercive and L bounded
below (for example, non-negative). Then there exists a minimizer h* of the form (2.10).

Proof It’s easy to see that the continuity of the mapping x : £ x £€ — R gives continuity of
the mapping z € € — K(z,:) € Hpg. Since £ is assumed to be compact, the latter mapping
is Bochner measurable, and thus so is the mapping z € & — k(z,-)R(z;,2) € Hg for each
i=1,2,...,m . Moreover, the mapping z € £ — ||k(z,)R(x;, 2)|| = k(z, 2)|R(zi, 2)| € Ris
obviously integrable (as it is continuous, and £ is compact); hence the mapping z — k(z, -)R(x;, z)
is Bochner integrable (e.g. see Yosida (1995)). Thus the functions f; defined by the following
Bochner integral:
def

fi = /n(',z)R(xi,z)dz

&
are elements of /.. Since the evaluation functionals are continuous on an RKHS, obviously,
filu) = [¢ K(u, 2)R(x, z)dz = Rk(u,-)(x;), where the integral in the middle is a regular Rie-

mann integral.
Now define the finite dimensional subspace M C H, by

M =span{f;:i=1,2,...,m}.

13
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Writing i € H,, as h = Path + (I — Pag)h, we see that
Rh(z;) = (RPmh)(zi) + (R(I — Pm)h) (i) = (RPmh)(x;) + LR(%‘:Z)(I —Pm)h(z) dz
= (RPmh)(zi) + / R(xi, 2)((I — Pm)h, k(z,-)) dz
&

= (RPmh)(z;) + <(I — PM)h,/ER(xi,z)m(z, -)dz> = (RPmh)(zi) + (I — Pam)h, fi)
= (RPmh)(z:),

where the fourth equality is by the property of Bochner integrals (and the fact that the mapping g —

((I=Pam)h, g) is a continuous linear functional). Consequently, Fj(h) = L(Rh(z1), Rh(x3), ..., Rh(zpn,))
= Fp o Pp(h), and hence the conclusion of Corollary 14 is just a restatement of Corollary 8.
|

Relaxations of some of the assumptions including compactness of £ in Corollary 14 are easily
possible.

3. Framework of stochastic differential equations

We consider the d-dimensional SDE of the form
t t
X(t) =xo +/ b(X (s))ds +/ o(X(s))dW(s), o€ R (3.1)
0 0

where b : R? — R? and o : R? — R%*? and W is a d-dimensional Brownian motion. We assume
that the functions b and o are such that the above SDE admits a unique strong solution. This, for
example, holds when b and o are locally Lipschitz and oo is non singular. The functional forms of
b and ¢ are unknown, and our objective is to learn the SDE, that is, the associated driving functions
from high-frequency data X, ., = (X(t1), X (t2),..., X(tm)), where A =t; —t;_1 < 1.

Our approach to this problem is to first consider an optimization problem in an appropriate
RKHS. Assume that for each ¢ > 0, the distribution of X (¢) given X (0) = x¢ admits a density
p¢(-|xg) with respect to the Lebesgue measure on R, This, for example, exists when for each z,
ool (x) is positive definite (see Rogers and Williams (2000)). The function p;(z|z¢) satisfies the
Kolmogorov forward PDE (Fokker-Plank equation) 0yp:(z|xo) = (L£)*pe(x|x0), po(:|xo) = 0z, in
weak sense. Here (£)* is the adjoint of the generator £ defined by

d
L) = Y b@)f @) + 5 Y (00" )s(@)sf(e), € CHRLR).
=1

1<, j<d

By time-homogeneity, the transition density of X (¢ + s) given X (¢) = x is of course given by
ps(+|z). Therefore the likelihood of the data as a function of b and the inverse covariance matrix
A = (o0T)~1, which is the joint density of X, ,,, is given by

L(b, A| Xy,.,,) HpA t)| X (tii1)), to=0, X(0) = xo. (3.2)

14



INFINITE-DIMENSIONAL OPTIMIZATION AND BAYESIAN LEARNING OF SDES

The natural loss function here is the negative log likelihood, — In L, and the functions b and A =
(c0™)~! are learned through minimizing it over an RKHS, subject to a penalty term. Now the
transition densities ps(+|-) are usually not available in closed form, and in practice, we often work
with a discretized version of the SDE (3.1). In this paper we will consider the Euler-Maruyama
approximation of (3.1) given by

X(ti) = X(tic1) + (X (tic1)A + o(X(tiz1)) (W (t;) — W(ti—1)), A=t;—ti1 <1 (3.3)

which has a weak-error of order 1, same as the Milstein-scheme (Graham and Talay (2013)). The
advantage of Euler-Maruyama (EM) approximation, is that the transition density of the discretized
chain (3.3), which can be thought of as an approximation to that of the original process X, is simply
given by

PEY (@) = Na(a'|z + b(@) A, oo™ () A).

Consequently, the likelihood function L in (3.2) will be approximated by L%, the likelihood func-
tion of the EM chain (3.3), which is defined in a way similar to (3.2) with the approximate transition
densities pRM (X (¢;)| X (t;—1)) replacing the exact pa (X (¢;)| X (t;—1)). Discretized chains corre-
sponding to Milstein-scheme or higher-order approximations like Runge-Kutta type schemes do not
have such simple closed forms of transition densities and are comparatively difficult to work with
for development of learning algorithms.

Since our objective is to learn vector-valued functions, the corresponding minimization problem
needs to be cast in RKHS corresponding to matrix-valued kernels (see Definition 11). Let kg :
R x R — R4 and gy : RY x R — RE* pe reproducing kernels with associated RKHS
Ho and Hi. Let H = Ho Be H1, and J : [0,00) — [0, 00] a strictly increasing function. Then
Corollary 12 gives the following result.

Theorem 15 Consider the following minimization problem

S, o LEM(b, A|X (t1), X (t2), ..., X (tm)) + I (|| (b, vecaxa(A))]])-

where A = (00T)~1. Then there exists a solution to the above minimization problem and every
minimizer (b*, A*) is of the form

m m

b() = 3 koL X (68, vecaxa( () = Y ki X(t)al B €RY af € R
i=1 i=1
(3.4)

Here vecyxq(M) is vectorization of a d x d matrix M. The next part of the paper focuses on
estimating the weight coefficients in the summations in (3.4).

Computational aspects

The computational part of the paper focuses only on the nonparametric learning of the drift coeffi-
cient b from high-frequency data. More specifically, we consider Itd diffusion with unknown drift
function b but whose diffusion coefficient has the parametric form o(z) = og(z)s, with a known
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function oo : R¢ — R%*? and an unknown d x d parameter matrix <. The transition density of the
discretized chain (3.3) in this case is given by

PR (@' |2) = Na(@'|z + b(2) A, 00 (2)56T o5 () A), (3.5)

The assumption of parametric form of the diffusion coefficient was necessary to develop Gibbs al-
gorithms for learning b which is the focus of this part of the paper. Gibbs algorithm are easy to
implement and often the preferred choice in high-dimension compared to a traditional random-walk
Metropolis Hastings which requires a suitable proposal distribution. The case where both b and o
are unknown functions will involve significantly different techniques and in particular will require
different MCMC algorithms and will be pursued in a future work. We however do note that the
framework in this paper covers the important class of SDEs with constant diffusion coefficients.

Estimating the minimizer: Now there are two approaches to estimate the minimizer b*, or equiv-
alently, 8* = (57, 55,...,5;,). The first obvious way is to solve the optimization problem either
by an optimization algorithm (e.g. stochastic gradient descent) or in closed form when it is possible
(e.g. in the case, the penalty function J(u) = ||u||?). This gives a point-estimate of 3*, a main
drawback of which, as already pointed out by Tipping (2001) in the regression case, is the absence
of a reliable measure of uncertainty. Any ad-hoc post processing of the estimate to get some quan-
tification of the uncertainty is artificial due to lack of probabilistic framework and often leads to
unreliable results.

A natural remedy to the above problem is a Bayesian approach, which is the focus of this paper.
This entails assigning a prior distribution pp,io(-) on the weight vector 3 = (51, 82, ..., Bm), and
estimating the posterior distribution, ppost (3| X, 4, ). Justifying the finite expansion,

b(-) = Zfio('aX(ti))ﬁi (3.6)

as an “ideal form” of the drift function b by Theorem 15, the posterior distribution, ppost (3| Xt 4., )
efficiently captures the uncertainty in our estimator in the m-dimensional parameter space. A com-
mon way to quantify and visualize uncertainty is to compute and plot (1 — «)%-Bayesain credible
bands around b using the posterior distribution, ppost (3| X, :¢,, ). Since the closed form expressions
of the posterior distributions are almost never available, empirical methods need to be used for such
calculations.

The connection between the optimization problem and the Bayesian approach, as has been de-
scribed numerous times in the literature in other contexts (e.g. see MacKay (1992)), is the ob-
servation that the negative of the cost function in Theorem 15 (seen as a function of 3) is the
log posterior-density of B under the prior pyrior(B) x exp{—J(8)}, where by a slight abuse of
notation, we denote J(B) = J(BLICoB) = J(||b]|?) with b(-) = Y7, ko(+, X (¢;))B;. Here,
IKCo = ((ko(X(t:), X(t;)))) is the Gram matrix associated with the kernel . Thus 8%, the solu-
tion of the penalized optimization problem, is interpreted as a-posterior mode (MAP) of the posterior
distribution of 3. Importantly, this observation shows that Bayesian approach allows one to use a
much larger class of priors on 3 than the class of penalty functions to achieve desired objectives
like sparsity; in particular, one can now use priors which do not have closed form expressions.
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3.1 Sparsity and Shrinkage priors

Since for the SDE model, the RKHS framework requires that the number of terms in the finite ex-
pansion of b equals the number of data-points, m, getting a sparse estimate of {3, : i = 1,2,...,m}
is necessary. This would not only lead to reduction in complexity but will protect us from an over-
parametrized model. But it is important to understand why a sparse solution is expected in this
case. Note that shrinkage priors in the context of SDEs hold an appeal that is interestingly different
from that in usual regression setups. Here our “predictors” come in the form of correlated data. An
efficient algorithm should not ideally place non-zero weights on all data-points that are very close
to each other. Data points clustered together in a small region of the data space, will not provide
information individually over and above what could be provided by few representative points of the
cluster. Such clusters can be typically formed by slow movement of SDE resulting in two succes-
sive data-points, X (¢;) and X (t;41), differing only by a little margin. It could also be formed by
multiple visits of the SDE trajectory to the same regions of the data space due to positive recurrence
or ergodicity of the system. In other words, the presence of both ko(-, X (¢;)) and ko(-, X (t;) is
unnecessary in the finite-expansion of b when X (¢;) and X (¢;) are nearly identical, and only a sub-
set of {Ko(-, X (¢;))} is relevant for learning b. In fact, this shows why we expect the methodology
of the paper to work for SDEs which are positive recurrent (ergodic). It guarantees that we have
enough data points to learn about the relevant weights [5;, which might not be true for other types of
SDEs.

In the optimization framework, sparsity can be induced by different cost functions J in the
minimization problem

mﬁin [—In LPM(b, A|X (t1), X (t2), ..., X (tm)) + J(B)]

with b(-) = Y7 ko(+, X (;))B;. While {? cost function often does not result in noticeable spar-
sity, other choices of .J, for example, the lasso penalty of Tibshirani (1996) results in certain j3;’s
becoming zero. Within the Bayesian framework, popular choices of shrinkage prior pyrior(3) lie
in the normal scale-mixture family which in particular include t-prior (Tipping (2001)), double-
exponential (Park and Casella (2008)) and Horseshoe priors (Carvalho et al. (2009, 2010)). A sur-
vey of some of the popular shrinkage priors used for penalized regression problems can be found in
van Erp et al. (2019) (also see the references therein). The MAP estimate corresponding to double-
exponential prior of course is the same as the lasso estimate, but the posterior mode often lacks
nice theoretical properties and is also unsuitable from Bayesian perspective. In fact, a Bayesian
approach which touts model averaging does not expect model-averaged weights to be exactly zero!
It is more reasonable to consider a weaker-form of sparsity which aims to decrease ||3|| for some
suitable norm — resulting in shrinkage rather than selection of the weights.

In the Bayesian framework, an established method inducing shrinkage is by choosing appropri-
ate heavy-tailed distributions with sharp peak at 0 as shrinkage priors. While the sharp peak results
in shrinkage of most of the coefficients, the heaviness of the tail allows truly relevant weights to
shift away from 0. The use of shrinkage priors is a first, to our knowledge, in the context of SDE
models.

In this paper we use two types of priors on {3; } to induce sparsity - t-distributions and the Horse-
shoe distribution. Since the weights ; are vector valued, it should be noted that multidimensional
versions of the above prior distributions need to be used. While multidimensional t-distribution is
standard in the literature, such is not the case for Horseshoe. We describe a natural and easy-to-
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implement adaptation of the classical Horseshoe to d-dimension later in the section.

t-prior: To induce sparsity we assume multivariate t4(-|v, 0, U) prior with v degrees of freedom on
each ;. Recall that the multivariate t,4(+|v, u, U) density function is given by

_ I'((v+d)/2)
['(v/2)det(U)Y/2(vr)

1 _
talalv. 1, V) 7 |1+ - U )] T eere

Now t4(-|v, u, U) can be written as a normal scale mixture with covariance matrix mixed with
inverse Wishart distribution; more specifically,

td(:pz/,,u,U):/ Nl ) IWa(Aly + d — 1,U) dA.
Rdxd

This facilitates Gibbs sampling of the posterior by the standard technique of augmentation of the
parameter space. To complete the Bayesian framework, we also need to assume prior on the starting
data point X (t1). We assume X (t1)|zo, {B:},sst ~ Ng(-|zo + b(w0)A, o0(z)s(00(x)s)T A) with
hyperparameter xy. Notice that this prior is consistent with the dynamics of X (c.f (3.3) and (3.5))
and can be interpreted as follows: designating ¢t — A as the starting time, ¢ = 0, we assume that
X (0) = zo, where we choose z to be close to the first observation X (¢1). Ideally, we should assign
a proper prior to X (0), for example, a uniform prior on a small ball around X (¢; ), but simply fixing
X (0) = x¢ near the data-point X (1) (or equivalently, assigning Dirac d,,, prior to X (0)) does not
affect the performance of the algorithms. Our Bayesian hierarchical framework is described below.

Bayesian hierarchical framework I: t-prior

« X(t — A) = X(0) ~ 8y

o { Xt = (X(t1), X(t2),. .. ,X(tm)))‘,@, S, xo} governed by the transition proba-
bilities (3.5), which is the result of Euler-Maruyama approximation, (3.3).

. . . iid
* Mean-zero Gaussian prior on the parameter 3: fori = 1,2,3,...,m, 3; ~ Ng(0, Ay),
where each 7; is a d x d positive definite matrix.

* Inverse Wishart prior on the hyperparameter A;: A; ~ ZWy(v +d — 1,U) for i =
1,2,...,m.

* Inverse Wishart prior on the parameter ¢l ¢¢T ~ IWq4(n, V).

The A; controls the strength of the coefficients 3; and therefore the relevance of the data-point
X (t;). For one-dimensional SDEs, this is of course equivalent to putting an inverse-gamma prior
on the variance of the zero-mean normal distributions of ;.

For multidimensional SDEs, an alternate simpler t-like prior can also be assigned to (3; by setting
A; = M\2I; with 1-dimensional inverse gamma prior on the scalar A\?. The main advantage of the
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simpler prior is that it requires much less number of hyperparameters than the multi-dimensional
tq-prior resulting in potential savings in computational complexity.

With the above priors, the conditional distribution of each of the parameters given the rest have
closed forms and can be deduced from Lemma 2. This results in the following Gibb’s algorithm for
(approximately) generating 3, {A;} and ¢¢*' from the posterior distribution ppost (3, {A; }, 557 X4, 4, )-

Algorithm 1: Gibb’s algorithm for high frequency data.
Input: The data X, .+, = (X (¢1), X (t2),..., X (tm)), xo discretization step A, number
of iterations L.
Output: 3,ss”, {A;} from the posterior density.
1 while [ < L do
2 Generate 3| X¢,.1,,,ss7, {A;} ~ Ny(-|p, C) where p1 and C are defined by (A.3).
Calculate the drift function b by (3.6).
3 Generate 57 | Xy, 4,., 3, {Ai} ~ IWqy(n +m, Vpost ), Where Vo5 is defined by (A.4).
4 Generate A;| X, 4, 3,567 ~IWy(v +d, U+ 3:88), i=1,2,....m
independently.
5 =141
6 end

Horseshoe type prior: We next employ a global-local class of priors from the normal scale-mixture
family which has potentially better shrinkage characteristics than the t-prior (Polson and Scott
(2011)). In our context of d-dimensional (3}, this is described by

BilAj, 2~ N(0,AZ),  Aj ~ pprior(Aj),  E ~ DPprior(2).

=, which denotes the global variance component, is akin to the regularization parameter in the
penalized optimization problem and its purpose is to attempt to shrink all the weights {3;}. This
requires = to be small in some appropriate sense. The local variance component {A;} should be
such that it can relax the shrinkage effect for those coefficients whose magnitude is large. Now it is
easy to see from Lemma 2 that

E[B|X 14,0, {A 1. 2] = (I - S)Bure,

where the shrinkage factor, S = (I + ¢ 2nkKEKo)~! with = diag(A1, Ag, ..., Ay) ® Z, and
Brrre = AKEKo) 1Kot is the standard MLE estimate of 3 based on the likelihood, LM (b| X, ;. ).
Here we assumed for simplicity that the diffusion coefficient, o(xz) = ¢I, ¢ € R. This points to the
necessary characteristics of the prior distributions of the hyperparameters, = and A;: (a) pprior (Z)
should have a sharp peak at 0, and (b) pprior (A;) should have heavy tails.

Instead of choosing d x d- dimensional probability distributions as priors for A; and = we set
A = A?Idxd and = = 72,4 with one-dimensional priors on )\? and 72 satisfying the above
criteria. These choices of priors require a much smaller number of hyperparameters, leading to
potentially significant savings in computational complexity while allowing an easier-to-implement
extension of 1-D global-local priors for multidimensional parameters.

If 72 = 1, then an inverse gamma-prior on )\? leads to (a multidimensional version of) t-prior on
the 3;. Although the inverse-gamma is popular as a choice of mixing distribution for the variance
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components (like )\]2- and 72) of normal-scale mixture family of priors, it can be informative in cer-

tain cases leading to non-robust estimation of the 3;. Moreover, for an inverse-gamma distribution,

. 20
pprwr(TQ) — 0as 72 — 0. Since p(72| X4,.,,) p(th:tm|7'2)pprwr(72), (72| X4,4,,) =0

forcing the posterior distribution of 7 to biased away from 0. In other words, with an inverse-gamma
prior on 72, the posterior probability of 72 to be near 0 is likely to be small. Thus low probability
is assigned to that part of the parameter space where benefits of shrinkage is desired! This has
already been pointed out for regression problems by Gelman (2006) (also see Polson and Scott
(2012)) and is also true for data from dynamical systems that are of interest in this paper. These
issues with the inverse-gamma prior can be mitigated by averaging its scale parameter with another
appropriate distribution, e.g. a gamma distribution (see Pérez et al. (2017)). This leads to a scaled
F-distribution. The density F(-|v1,v2, ¢) of F-distribution (or Beta-prime (2v1, 2v) distribution
with scaling parameter c) with degrees of freedom v, v5 and scaling parameter c is given by

r(24)
55 e

__t/?zg<zh@/2,e>g(elq/2,c—1>d9-

v1+vg

27 14 2/0)"

}-(Z\Vl,lfz,c) =
(3.8)

Elementary formal calculations show that

v1/2—-1 B0 _py/2—1
, ~

z—0
F(z|vi,v0,¢) = z F(z|v1,va,c¢) z ,

which in turn show that the first degree of freedom, v, controls the behavior of F-distribution
around zero, while the behavior in tails is controlled by the second degree of freedom, v5. Choosing
a smaller value of 11 < 2 will result in a pole at 0, and smaller values of v, will lead to heavier tails.
Formal calculations also indicate that

Povion (B} = O]A2) = / N(B; = 0272 1) F (72, v, ¢)dr

x /(7_2)(1/1—d)/2—1(1 +T2/C)—(V1+V2)/2d7_2 - 00

if 11 < d, as the last integral then is proportional to integral of an improper F-density. F (v =
vy = 1,¢ = 1)-prior on A3 and 72 (or equivalently, Half-Cauchy(0,1)-prior on ); and 7) leads to the
Horseshoe prior (or more precisely, a multidimensional version of it) on 3;. However, in the case of
correlated temporal data from dynamical systems, these default choices of 1, = 15 =1, ¢ =1, can
result in 72 to be near-zero value shrinking all the weights B; substantially. It might be necessary
to adjust the degrees of freedom parameters to counter such strong shrinking force - for example,
by using a F-prior on A? having heavier tails (that is, lower value of second degree of freedom, 1)
than F(v1 = vo = 1,¢ = 1) to recover the relevant weights.

The Bayesian hierarchical framework with the above choices is summarized below.
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Bayesian hierarchical framework II: Horseshoe-type priors

« X(t — A) = X(0) ~ 8y

o { X4t ‘ 3, a} governed by the transition probabilities (3.5), which is the result of
Euler-Maruyama approximation, (3.3).

* Independent mean-zero Gaussian priors on the parameters 3;: 5; ~ Ny(+|0, )\ZZTQI d)s
where A2, 72 € [0, 00).

» Inverse Gamma priors on the hyperparameters A\? and 72: \? ~ ZG(:|a;,6;) for i =
1,2,...,mand 72 ~ ZG(-|a®, 0°).

» Gamma priors on the hyperparameters 0°, 0;: 0; ~ G(-|a,b), fori =1,2,...,m, and
8° ~ G(a®, b9).

» Inverse Wishart prior on the hyperparameters s*: ¢¢7' ~ ZW,(-|n, V).

Equation 3.8 leads to easy sampling of the parameters from the posterior distribution via Gibbs
sampling. This is summarized in the algorithm below, and the computational details are given in
Lemma 2 in the Appendix. The following notations are convenient for descriptions of Algorithm 2
and Lemma 2.

Notation: Let F denote the o-field generated by X, .+, = (X (¢1), X (t2),..., X (tm))), and the pa-
rameters 3, s¢”, Ni=1,2...,m},7%{0; :i=1,2,...,m},0° (viewed as random variables
on the same probability space.). Let F_g be the o-field generated by the above random elements ex-
cept B, F_¢ A2} the o-field generated by the above random elements except {\? : i = 1,2,...,m}.
The o-fields F_.r, F_19,1,F _go 9,1, etc are defined similarly.

Algorithm 2: Gibb’s algorithm for high frequency data with Horseshoe prior.

Input: The data X;, .+, , zo, discretization step A, number of iterations L.
Output: 3, )\?, 72,¢¢T from the posterior density.
1 while [ < L do
2 Generate B3|F_g ~ Ny(-|p, C) where ;1 and C are defined by (A.3). Calculate the drift
function b by (3.6).

3 Generate §§T’§_§<T ~ IWq(n + m, Vpost), Where Vpoq is defined by (A.4).

4 Generate N|F 2y ~ IG (-‘(d+ 204)/2. LT B /72 + ek) C k=1.2....m
independently.

5 Generate 72|F_.2 ~ IG (‘(md +2a%)/2, 0+ 150, ﬁkTﬁk/)\i).

6 Generate {6} and 6° as 0x|F_go 9,3 ~ G (| +a,b+1/A}), and
0°1F _go 10,3 ~ G (-la” +a°, 0" +1/7%).

7 l=1+1

8 end
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An alternate option would have been to impose independent one-dimensional Horseshoe prior
on each component 8,1 = 1,2,...,d; j = 1,2,...,m. A version of this prior has previously
been used by one of the authors for a multi-outcome regression model in Kundu et al. (2021).
There the local shrinkage effects, while varying among individual predictor values, were shared
across multiple dimensions of the same predictor, and the global component varied across different
dimensions. While these types of priors may be more natural for the multi-outcome regression
models of Kundu et al. (2021) to allow more intra-dimensional variability, their use in the context
of multidimensional dynamical systems lacks strong justification. Rather the significantly higher
number of additional hyperparameters that these priors require will lead to substantial increase in
the complexity and run-time of the resulting Gibb’s algorithm.

4. Simulation Results

We next demonstrate the effectiveness of our algorithm for four SDE models. The SDEs considered
are ergodic with a unique stationary distribution. As mentioned earlier, this is exactly the class of
models where we expect our algorithms to work best. Ergodicity will ensure that the SDE will visit
the relevant states multiple times. This will lead to a sufficient number of data points corresponding
to each such states over a finite-time interval which in turn will result in more accurate learning of
the drift function b.

From a discrete path from each of the SDE models, we use our algorithms to generate samples
of 3 from the posterior distribution. The (posterior) mean of these 3-samples gives the estimated
function b via equation (3.6), which is plotted against the true b. We next used multiple samples
from the posterior distribution to calculate empirical 95% Bayesian credible bands around b. The
plots of these credible bands are given in the pictures below. The corresponding mean square error
(MSE) is also reported.

While closeness between b and the true b demonstrates the effectiveness of our learning algo-
rithms, a further validation of the algorithm comes from matching the equilibrium (or the stationary)
distribution of the estimated SDE with that of the true one. This shows that the behavior of the es-
timated SDE matches with that of the true SDE at future times — further beyond the time-range
of the observed data. This is important as it demonstrates the predictive power of the learned SDE
model and shows that the closeness between the true and the estimated drift functions, b and 13, 18 in-
deed due to the accuracy of the algorithms and not due to overfitting. The latter despite giving good
fit within the time-range of the data would often result in markedly different behaviors of the paths
of the corresponding SDEs at unobserved future times. The closeness between the two stationary
distributions is assessed through the Kolmogorov metric, sup,, | Fg(x) — Fst(x) |, where Fy; and Fy
respectively denote the cumulative distribution functions (CDFs) of the stationary distributions of
the true and the estimated SDEs. Specifically, the former refers to the SDE driven by the true drift
function b and the diffusion parameter ¢ while the latter corresponds to the SDE driven by their
estimated versions b and é2,

We used Gaussian kernels for our simulation studies. Specifically, for the 1-D models, we used
the kernel ro(z,y) = exp(—(x — y)?/2) and for the multidimensional Michaelis-Menten kinetics
in Model 3, we used kg = kgls.

For comparison purposes, we also calculated and plotted the estimator given by histogram, k-
nearest neighbors and kernel-based methods. Their expressions are given in the Appendix. The
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pictures below clearly demonstrate the accuracy of our algorithms over these existing methods.

Model 1: Double-well potential SDE

Our first model is an overdamped Langevin SDE representing the motion of a particle in a double-
well potential given by u(x) = 2* — 222. The trajectory of the particle depends on two factors: a
(deterministic) driving force b(z) = —u'(x) = 4(x — 2%), and random perturbations modeled by an
additive Brownian noise. The potential has two wells (minimum energy states) located at +1, and
the driving random noise occasionally makes the particle transition from one minima to the other.
The dynamics of the particle is thus highly non-linear and the corresponding SDE given by

dX(t) = 4X (t)(1 — X2(t))dt + cdW (t).

Such SDEs are also important in mathematical finance. The two wells lead to a bimodal stationary
distribution whose density is given by

<2x2 — :c4>
mst(x) xexp [ ——— ) .

2¢2

Our data points come from the above SDE with ¢ = 1, and we use Algorithm 1 and Algorithm
2 to estimate the entire drift function b, and the diffusion parameter ¢. For this we use a scaled
t(:|v = 2,¢ = 1,u = 0)-prior on the weights By (that is, 8, ~ N(-[0,A2), A\ ~ ZG(1,2))
in Algorithm 1 (with inverse-gamma replacing inverse-Wishart), and we use the parameters a;; =
a® =a=a’ =1/2,b = b® = 1 (that is, classical HS prior) for Algorithm 2. For both the
algorithms we use ZG(1, 2)-prior on the diffusion-parameter ¢2.

Figure 1 gives a visual representation of the performances of the algorithms: (a) plots the real
drift function b and the estimated b in three cases - with no-shrinkage, shrinkage with t and HS
priors on the weights; (b) and (¢) plot 95% credible intervals corresponding to t and HS priors, (d)
plots a histogram of the weights 5, which shows the effect of shrinkage priors; (e) compares the
stationary distributions of the SDE with estimated drift function b in three cases (no-shrinkage, t
and HS shrinkage priors) with the true stationary distribution of the double-well potential SDE; (f)
shows the corresponding P-P plots.

Figure 1-(d) is noteworthy as it shows that both t and HS priors were successful in giving
sparse solutions for the weights, (;, with HS prior producing significantly higher degree of sparsity
compared to t-prior as evidenced from much sharper peak of the histogram near 0. At the same time
other figures show that both the shrinkage priors lead to almost identical b matching the accuracy of
the estimate without shrinkage. The MSE and the Kolmogorov metric values in all the cases are in
the range 0.27-0.29 and 0.7 - 0.8, respectively.

Better accuracy is expected with more data, which can be either because of higher frequency of
observations (that is, lower value of A) or more observations over longer time range [0, 7'].

T 40 40 40 80 60 20

A 0.025 0.05 0.1 0.05 0.05 0.05
t-prior 0.3035 | 0.3966 | 0.7234 | 0.2818 | 0.2971 | 0.5128
HS-prior 0.3258 | 0.4193 | 0.9442 | 0.2890 | 0.3362 | 0.7106

Table 1: MSE of b for t and HS priors.
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Figure 1: Double-well potential SDE. a: comparison of estimated function b with true b. b, c:
estimated function b with the shaded areas showing the 95% confidence regions using t and HS
priors. d: histogram of (;’s. e: comparison of the stationary distributions of the SDE driven by
estimated b and true b. f: PP-plots of the stationary distributions of the estimated SDE against that
of the original SDE.

T 40 40 40 80 60 20

A 0.025 0.05 0.1 0.05 0.05 0.05
t-prior 0.1494 | 0.2102 | 0.2047 | 0.0707 | 0.0627 | 0.2702
HS-prior 0.1325 | 0.2047 | 0.2486 | 0.0817 | 0.0913 | 0.2869

Table 2: Kolmogorov metric between the CDFs of the stationary distributions of the estimated and
true SDEs.

This is corroborated by Table 1 and Table 2, which list the values of MSE and the Kolmogorov
metric in two cases - (i) fixed observation-time range [0, 7], but increasing A, and (ii) fixed obser-
vation frequency A but increasing time range [0, 7).

We finally plot the estimators based on existing methods. The smoothing effect of kernel is
visible in the traditional kernel-based estimator. It is clear that these methods cannot match the
accuracy of the estimators given by Algorithms 1 and 2.
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Figure 2: Comparison with other methods a: comparison of the estimated function b using kernel-
based method with true b. b: comparison of the estimated function using histogram-based and
k-nearest-neighbor (kNN)-based (with £ = 50) methods.

Model 2: Variant of Double-well potential SDE
Our second model is a variant of the above double-well potential SDE with a multiplicative
noise structure. The specific equation is given by

dX(t) = X(t)(1 — X2(t))dt + ¢ /1 + X (t)2dW (¢).

The multiplicative noise adds to the complexity of the already complex nonlinear dynamics of the
original double-well process. The stationary density of the SDE is given by

m(x) o< ¢ 2(1 + x2)2<_2*1 exp (—z%/s?). 4.1)

The stationary distribution is bimodal if ¢ < 1, but it becomes unimodal if ¢ > 1 with sharper peak
with increasing ¢. We consider two cases, ¢ = 1 and ¢ = 0.5.

Case: ¢ = 1: We first consider (discrete) observations from (4.1) with true ¢ = 1, and use Algorithm
1 and Algorithm 2 to estimate the drift function b and the diffusion parameter ¢. For Algorithm 1, we
use the same t-distribution as the last example. For Algorithm 2, classical HS prior was shrinking
all the weights §; to near 0, and it was necessary to use heavier-tailed distribution on the local
variance component )\% (than F(v; = 1,9 = 1,¢ = 1)-distribution) to counter the strong global
shrinkage effect of 72. We use F(r; = 1,15 = 0.3,¢ = 1)-distribution on A7 and the usual
F(v1 = 1,15 = 1,¢ = 1)-distribution on 72, that is, the following values of hyperparameters:
a; = 0.5,0° = a=a’ = 1/2,b = b° = 1. As before, we use ZG(1, 2)-prior on the diffusion-
parameter ¢2 in both the algorithms. The efficacy of the algorithms is demonstrated in Figure
3. The MSE and the Kolmogorov metric values for cases corresponding to no-shrinkage, t-prior
and the above HS-type prior are comparable and are again in the range 0.24-0.27 and about 0.07,
respectively. The values of the estimate, ¢2, given by Algorithm 1 and Algorithm 2 are 0.998 and
0.974, respectively. Again, the global-local setup of a HS-type prior (Algorithm 2) was able to
produce significantly higher shrinkage while achieving comparable level of accuracy.

As before, we list in Table 3 and Table 4 the values of MSE and the Kolmogorov metric in two
cases - (i) fixed observation-time range [0, 7], but increasing A, and (ii) fixed observation frequency
A but increasing time range [0, T']. As expected, better accuracy is obtained with more observations,
with increasing time range [0, T'] of observations being more important than a fixed one with higher
frequency of observations (that is smaller A). This is natural as data over longer time range reveals
more about the behavior of the underlying SDE.
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Figure 3: Variant of double-well model (¢ = 1). Descriptions of a, b, ¢, d, e, f are similar to that in
Figure 1.

T 40 40 40 80 60 20

A 0.025 0.05 0.1 0.05 0.05 0.05
t-prior 0.3609 | 0.4512 | 0.5632 | 0.2702 | 0.3443 | 0.8265
HS-type-prior 0.3838 | 0.3972 | 0.7868 | 0.2404 | 0.3319 | 0.8858

Table 3: MSE with different priors.

T 40 40 40 80 60 20

A 0.025 0.05 0.1 0.05 0.05 0.05
t-prior 0.107 0.1091 | 0.1291 | 0.071 0.1225 | 0.1826
HS-prior 0.1187 | 0.107 0.1259 | 0.077 0.1268 | 0.1708

Table 4: Kolmogorov metric between the CDFs with different prior.

Case: ¢ = 0.5: We also consider data points from (4.1) with ¢ = 0.5 over the interval [0, 40] (with
A = 0.05). As mentioned, the true stationary distribution in this case is distinctly bimodal. Bi-
modality and multiplicative noise make estimation of the drift function b particularly a challenging
task. Figure 4 compares the estimated and the true b, and the corresponding stationary distributions.
The hyperparameter values used in Algorithm 1 and Algorithm 2 are the same as in the previous
case.

The estimated l:) for both the priors match closely with true b (on a large part of the z-axis),
and the estimator ¢2 = 0.247 and 0.258, which is almost same as the true ¢2 = 0.25. But here
Algorithm 1 with t-prior on the weights gives a much more accurate result than Algorithm 2 with
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Figure 4: Variant of double-well model (¢ = 0.5). a: comparison of estimated function b with true
b. b: comparison of the stationary distributions of the SDE driven by estimated b and true b. ¢, d:
estimated function b with the shaded areas showing the 95% confidence regions.

the HS-type prior. This is clear from the plots of the different stationary distributions, where HS
prior respectively underestimates and overestimates the modes at —1 and 1. The MSE values for
estimated b corresponding to t and HS priors are respectively 0.051 and 0.04, which are comparable.
But the Kolmogorov metric between the CDFs of the true stationary distribution (c.f (4.1)) and the
stationary distribution with b as the drift in the case of t and HS priors is respectively 0.05 and 0.17
showing the edge that the Algorithm 1 had in this case.

Finally, Figure 5 below shows the estimated b given by the existing methods.
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Figure 5: Comparison with other methods a: comparison of estimated function b using kernel-based
method with true b. b: comparison of estimated function using histogram-based and k-nearest-
neighbor (kNN)-based (with £ = 50) methods.

Model 3: Michaelis-Menten Kinetics
The Michaelis-Menten is a well-known model in enzymatic kinetics describing the enzymatic sub-
strate conversion process (Michaelis and Menten (2013); Srinivasan (2021)). The reaction system
is given by

E+S2ups ESsLpyp

ko kmo

The full state of the system at time ¢ is given by X (t) = (Xg(t), Xs(t), Xps(t), Xp). The system
satisfies the conservation law: Xp(t) + Xgs(t) = Xg(0) + Xgg(0). This gives a reduced 3-
dimensional state which will still be denoted by X (t) = (Xg(t), Xs(t), Xp). The differential
equation describing the dynamics is governed by the drift function

b(z) = (—kizprs — kmarprp + (kmi + k2)xps, —k1zprs + kmizps, kaxps — kmazpzp).

Given a set of discrete observations from a stochastic version of this differential equation driven
by additive Brownian noise ¢3x3B, with ¢ = 0.1/ over time-range [0,40] generated by taking
A = 0.04 and the conservation constant, Xz (0) + X gg(0) = 2, we use Algorithm 1 and Algorithm
2 to estimate the entire drift function b and the (constant) diffusion matrix ¢. For Algorithm 1, we
use the hyperparameter values, v = 5, U = 81, and ZW3(1 + dim,V = 2I343)-prior (where,
dimension, dim= 3) on ¢¢T'. For Algorithm 1 we use the (multidimensional version of) classical
HS prior, and the same inverse-wishart prior on ¢¢”'. The MSE values in both cases came out to be
about 0.004 (specifically, 0.00414 for HS and 0.00431 for t). Figure 6 - a, b and ¢, respectively,
plots the first, second and third component of both the estimator b and the true b when HS-prior is
used with z-coordinate fixed at 1.073.

The estimated diffusion matrix (via Algorithm 2) is given by

0.01210109  0.0001914 —0.00020334
¢T'=| 0.0001914 0.01170018 0.00014556
—0.00020334 0.00014556 0.01122171

which is very close to the true ¢¢7 = 0.011. The corresponding numbers for Algorithm 1 are very
similar.
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Figure 6: Michaelis-Menten Kinetics model with HS-prior. a, b, ¢ show the plots of first, second
and third component of the functions b and b with z fixed at 1.073. d shows a two-dimensional slice
of aat y = 1.060.

5. Discussion

The paper presents a novel theoretical and computational paradigm for stochastic dynamic models
which, on account of its generalizability, can potentially find its way to several interesting appli-
cations. We study two areas — (a) a class of infinite-dimensional optimization problems, which
is broader than what the classical Representer Theorem covers, (b) Bayesian approach to nonpara-
metric inference of stochastic dynamical systems. To our knowledge, this is the first instance of
the merging of Bayesian methods, RKHS theory and stochastic differential equations into a single
unified platform. The use of the resulting algorithms on data from well-known SDEs amply demon-
strates their ability to learn the true drift functions to a high degree of accuracy. Specifically, their
reliable prediction of long term dynamics beyond the range of data points is a strong testament to
this fact. The accuracy measures obtained under the M-M kinetics model lend strong credence to
the relevance of this approach for multivariate settings.

The hierarchical structure of the Bayesian framework makes the resulting inference scheme
computationally scalable while opening the door to several model extensions. For instance, a semi-
parametric model variant could be easily implemented in instances where the stochastic dynamics
is known only partially. It is also of interest to study the effectiveness of other types of shrink-
age priors in this context. These extensions would also broadly benefit from the convenience of
Gibbs sampling schemes similar to the ones showcased in this article. The ‘divide and conquer’
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approach intrinsically encoded in such schemes would typically allow for multiple computational
conveniences, like parallel computation as and when required.

Several ongoing works are focusing on more general models including sparse and noisy datasets,
dynamical systems with jumps and multiscale stochastic systems, each of which has its own unique
challenges. For example, for SDE models with noisy data the expansion in Theorem 15 does not
directly hold as the actual trajectory of the underlying SDE is never observed. The generality of the
optimization results in the first part of the paper will play a key role in these cases.
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Appendix A. Proofs and auxiliary results

The lemma below characterizes uniformly p.d. operators. A proof is given for completeness.
Lemma 1 Ler Q € L(H,H) be a self-adjoint, p.d. operator. Then the following are equivalent:
(i) Q is uniformly p.d.  (ii) Range(Q) is closed.  (iii) Q is surjective.

Proof (i) = (ii): Suppose that {Qh,} C Range(Q) such that Qh,, — g as n — oco. We need
to show that g = Qh for some h € H. Notice that in particular {Qh,, } is Cauchy. Since @ is
uniformly p.d., there exists A > 0 such that (Qh, h) > A||h||%. This implies {h,,} is also a Cauchy
sequence, and hence by completeness of H there exists h such that h,, — h. By continuity of @,
we then have Qh,, — Qh, and therefore, Qh = g.

(i) = (iii): Suppose Range(Q)*+ # {0}. Let 0 # y € Range(Q)". Now Qy € Range(Q);
hence (Qy, y) = 0. But since Q is p.d. this means that y = 0; in other words, Range(Q)*+ = {0}.
Since Range(Q) is closed by the hypothesis, we get from H = Range(Q) © Range(Q)' that
Range(Q) = H.

(ili) = (i): Observe that since @ is self-adjoint and p.d., (', h)¢ def (QMh', h) defines a valid in-
ner product. Furthermore, since @ is surjective, Q! is a bounded linear operator, that is, Q! €
L(H,H). Now by Cauchy-Schwartz inequality, [(1/, h)g| < ||I'[|g||k|lq- Taking b’ = Q~1h, we

get ||h]| < |Q7|"/?||h||q which establishes (i). u
Proof [Lemma 5] Define G* “ inf ner G(h) and observe that if G = oo, the assertion is trivially
true as then G* = oo, and any h € H solves the minimization problem. So we assume that

G(h) < oo for some h € H. Then G* < oo (G* still could be —o0), and there exists a sequence
{hn} such that G(h,) — G*, as n — co. Notice that this implies the sequence {||h,] } is bounded.
Indeed, if this is not true then limsup,,_, ||hn|| = co. But the hypothesis on G then implies
that G* = limsup,, ,., G(hy,) = oo, which contradicts the fact that G* < oco. Consequently, by
Banach-Alaoglu (and Eberlein-Smulian theorem) there exists an A* € ‘H and a subsequence {ny, }
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such that A, 2 h*. By the weak sequential L.s.c. of G we conclude

* — : > * > : — *.

This proves that the infimum of G is attained at h*. |

Proof [Theorem 6] (i) Fix h € H. Write h = Payh + (I — Paq)h. Next notice that since @ is
self-adjoint,

(Qh,h) = (QPmh + QI — Pr)h, Prbh + (I — Pa)h)
= (QPrh, Path) +2(Q(I — Pa)h, Prah) +(QUI — Pm)h, (I — Pra)h)
= (QPmh, Ppmh) +(QU — Ppm)h, (I — Pm)h)

because (Q(I — Ppg)h, Paph) = (I — Pag)h, QPrsh) = 0,as (I — Pry)h € M+ and QPph €
M (because of the assumption (¢), QM C M). Since @ is p.s.d., it follows that (Qh,h) >
(QPrth, Path) with equality only when (I — Pag)h € No.

Since F'(h,-) = F(Pamh,-) and F(h,-) is non-decreasing by assumptions (a) and (b), we have

F (h, (Qh, h>1/2> >F (PMh, (Qh, h>1/2) >F (PMm <Q7>Mh,PMh>1/2) . AD

This proves both the first and the second assertions of (i). If F'(h, -) is strictly increasing, then the
second inequality in (A.1) is strict when (I — Ppq)h ¢ Ng. Now (I — Paq)h € M. Therefore, if
Ng C M, or equivalently, NoN ML = {0}, then the second inequality in (A.1) is strict if and only
if h # Pah. Consequently, if h* € H, is a global minimizer of (2.4), we must have h* = Py h*,
or equivalently, h* € M. This proves the last part of (i).

(ii) We prove the statement by contradiction. Let hg be a local minimizer. Then there exists a r > 0
such that I (ho, (Qho, ho)'/?) < F (h, (Qh,h)'/?) for all h € B(hg,r). Suppose that hg ¢ M.
Then hg # Paiho. Consequently, by the previous proof (Qho, ho) > (QPatho, Paho). For
0 < < 1, define hs = 6P rqho+(1—8)ho. Note that by convexity of the mapping h — (Qh, h)1/2,
forany 0 < 0 < 1,

(Qhs, hs)? < 5(QPAho, Patho)? + (1 = 8)(Qho, ho)'/? < (Qho, ho) /.
Thus for any 0 < ¢ < 1 by almost quasiconvexity of F'(-, u) (c.f. Definition 3),
F (h(;, (Qhs, h5>1/2) <F (h(g, (Qho, h0>1/2> <F (ho, (Qho, h0>1/2) VF (Pth, (Qho, h0>1/2>
—F (ho, (Qho,h0>1/2) . (A2)

The last equality is because F’ (ho, (Qho, h0>1/2) > F (PMho7 (Qho, h0>1/2) due to the assump-
tion on F'. Now notice that ||hs — ho|| = d|[(I — Pa)hol|| < r for sufficiently small ¢, and hence
F (ho, (Qhy, h0>1/2) <F (ha, (Qhs, h5>1/2) for sufficiently small §. But that is a contradiction to
(A.2).

(iii) is essentially a standard result in convex optimization. |
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Proof [Corollary 8] (2.7) follows from Theorem 6-(i). The fact that M is nonempty (existence of
minimizer) is a direct consequence of Lemma 5 applied in the setting of Hilbert subspace M (recall
that M is closed). To see this we start by noting that the mapping h € M — (Qh, h)'/? is weakly
Ls.c. This is because the sublevel sets {h € M : (Qh,h)/2 <a} = {h € M : (Qh,h) < a?}
are weakly closed since they are strongly closed (as the mapping h € M — (Qh, h) is strongly
continuous) and convex (due to convexity of h € M — (Qh,h)). Since J : [0,00) — [0,00) is
Ls.c. and increasing, the (composition) mapping i € M — J ((Qh, h)'/?) is also weakly Ls.c.
Hence, because of the hypothesis that F is weakly sequentially Ls.c., the mapping h € M —
F (h, (Qh, h)'/?) is weakly sequentially Ls.c.

Now clearly (b) implies that lim supp,e a1, 14|00 £ (h, (Qh, h)!/?) = co. If (a) holds instead
of (b), then we just need to observe that lim supyc pq, (1400 4 ((QM, h)/%) = oco. This follows
as for some constant A > 0, (Qh,h) > M||h||? for all b € M (as Q}M is uniformly p.d.) and
limsup,,_,,, J(u) = oo. Since Fy is bounded below, lim supy,c v, 14|00 £ (7, (Qh, R)/2) = .
In either case, the assertion follows from Lemma 5. |

Recall the notations described before Algorithm 2.

Lemma 2 Suppose that the joint distribution of X+, = (X (t1), X (t2),..., X (tm))) given the
parameters (3 and <" is described by the transition probabilities (3.5). Assume that

o BilA2, 72 ~ Ny(-10,\2721),
. )\?\Qi ~ZG(-|a, 0;) fori=1,2,...,m, 72\90 ~ Ig(-\aO,QO);

e 0°.0;,i = 1,2,,...,m are independent, and for each i = 1,2,...,m, 0; ~ G(-|a,b) and
90 ~ g(“GO’bO)’.

o T 6T~ IWy(|n, V).
Then
(i) BIF_p ~ N(|p,C) where
C'=AKIDKy+n7!, p=CKIDY
Dymxam = diag (0o (X (1)), (00T (X (t2))) 7, ... (00T (X () )

(A3)
Ndmxdm = diag (A%Tz, )\572, cen )\E,LTQ) ® I
ﬂdmxl = VeCdxm (X(tl) — X0, X(tQ) - X(tl)v s 7X(tm) - X(tmfl)) )
and ICo = ((ko(X (t;), X (t;)))) is the Gram matrix associated with K.
(ii) <sT|F_ccr ~ IWa(n+m, Vyost), where
m—1 L
Vsost = A1 Y (00(X (8))) ™ (k1 — DX (1) A) (g1 — b(X (80)A)T (07 (X (t))  + V-
k=0
(A4)
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(iii) Conditioned on ?_{/\12}, )\,%, k=1,2,...,m are independent, and
1
NlF_phy ~ IG <.’(d+ 20)/2, 55,{@/# + 9k> :

(iv) 72F_» ~ IG <~‘(md +2a0)/2, 09+ 1S ﬁ,{/ﬂk/Az).
(v) Conditioned on F_go 9.y, 09 0,, k=1,2,...,m are independent
OulF g0 (01 ~ G (low+a,b+1/23), 6lG_go 0 ~ G (o +a%b” +1/77).

Proof By a slight abuse of notation, we use f as a generic symbol for various conditional densities
below. Notice that

f (BIT-p) o exp {—% (50 +> 60 m/@%ﬂ)) } ,
k=1

where

3
L

& =AM Wi — ANX (BT (00T (X (1)) Fhsr — AB(X(1)))]
0

3

L
e
I

1

ATy (00T (X (1)) ™ D + ABT(X (1) (007 (X (t4)))
=0
1

=205 (00T (X (1)) b(X (th))-

Here Uy41 = X (tgt1) — X (t), and recall that b(x) = > )" ko(x, X (tx)) k. Now

b(X (k)

o

DX (te) = Y ko(X(tr), X (£))8; = Ko(X (t), %),

j=1
and hence
m—1
3" 0L, (00" (X (1)) b(X (1)) = 97 DICoB
k=0
m—1
BT (X (t) (00 (X (1)) b(X (t)) =BT KL DIKoB.

Since Y7, BL B/ (A272) = BTn~11, it follows that

f(BIF-p) = N(Blp, C),

where

C'=AK{DKo+n7!, u=CKoDY
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with D as in (A.3). Next note that

F(s6M 1T _ger) o det (<§§T))_m/2 exp {_%80} det ((QT))W exp {_%tr (V(CCT)I)}
—(n+m+d+1 m—1
—det (1) F e {- ‘“K Z % ) (1 — AB(X (1))

X (Dpe1 — A(X(B))T (o7 (X (1)) " + v) (s )*l] }

which proves the assertion. Next note that

Cmd)2 TT /12— 1 _
PR BT ox (7 TTOR) 2exp {508 i) |
k=1

) (Y

H (2027 oxp {— (%5]{51:/72 + 9k> /)\%} ,

k=1

which proves the assertion. Similarly,
m 1 B e 90
FIT-) = 0 TTOR e { -5 08 8L ) x () Dexp { -5}
k=1

1 m
ox () (202 e {— (90 tyl ﬁgﬂk/xi> / } ,
k=1

and (iv) follows. Finally notice that

I 0 O I (a 00
F(0.00,02, ... 0m|T g 0) < ] 05 (AD)~(*D) exp{—)\—%} x 0 (72)~(@%+1) exp{—ﬁ}

k=1

x [T 05" exp {—b6;} x (6°) " exp {69}

k=1
x HQG’“LG 1eXp{ (b + 1/)\2 Hk} 90 a’+a’—1 exp{—(bo—i— 1/72)0}

k=1

which proves (v).
]

Appendix B. Some existing estimators

Histogram and nearest-neighbor-based estimators: First, the range [min (X, ., ), max(X¢, ¢, )]
into n bins { B; = [min(Xy,.,,) + (¢ — 1), min(Xy,.,,) +4l) : ¢ = 1,2,...,n} with equal length
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I = (max(Xy,+,,) — min(Xy,.1, ))/n. The histogram-based regression estimator b (z:) is then
defined as

1 i: . (1:)22751 L, (X (1)) (X (tj41) — X(¢)))
B; - .
Y s (X ()
In other words the weight that is assigned to each x lying in the bin B; is the average of all
(X (tj41) — X(t;)) such that X(¢;)) falls into B; (Tuckey (1961); Lamouroux and Lehnertz

(2009)). More sophisticated approaches rely on replacing the mean of the bins with the mean of the
k-nearest neighbors (Hegger and Stock (2009)).

Traditional kernel-based estimator: This method uses traditional Nadaraya-Watson type esti-
mates to circumvent assigning a simple average to each value of x (Lamouroux and Lehnertz
(2009)). Specifically, the kernel-based regression estimator b*" is given by

m—1

(@) = Sy 2 @) (Xlt50) = X (1),
=1

J
where wy, j(x) is the Nadaraya—Watson-estimator,
_ Ky (z — X(2))
Wh,j <$) - —1yvm—1 ’
(m = 1)71 2250 Kz — X (1))
and h is the bandwidth of the kernel. (Lamouroux and Lehnertz (2009)) suggested the Epanechnikov

kernel, K (z) = max(0 h=t(1 — (@)), which is what we used in Figures 2 and 5.

_3
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