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Leveraging a human-in-the-loop, chain-of-thought prompting approach to

generate feedback on middle school short-answer responses in science
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This research explores a novel human-in-the-loop approach that goes beyond traditional prompt engineering approaches to harness
Large Language Models (LLMs) with chain-of-thought prompting for grading middle school students’ short answer formative
assessments in science and generating useful feedback. While recent efforts have successfully applied LLMs and generative Al to
automatically grade assignments in secondary classrooms, the focus has primarily been on providing scores for mathematical and
programming problems with little work targeting the generation of actionable insight from the student responses. This paper addresses
these limitations by exploring a human-in-the-loop approach to make the process more intuitive and more effective. By incorporating
the expertise of educators, this approach seeks to bridge the gap between automated assessment and meaningful educational support
in the context of science education for middle school students. We have conducted a preliminary user study, which suggests that (1)
co-created models improve the performance of formative feedback generation, and (2) educator insight can be integrated at multiple
steps in the process to inform what goes into the model and what comes out. Our findings suggest that in-context learning and
human-in-the-loop approaches may provide a scalable approach to automated grading, where the performance of the automated
LLM-based grader continually improves over time, while also providing actionable feedback that can support students’ open-ended

science learning.
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1 INTRODUCTION

Recent advances in Large Language Models (LLMs) raise a plethora of new research inquiries that are centered around
the intricate relationship between stakeholders and these Al models [17, 28, 44]. From a design perspective, this includes
the optimization of user interactions and intelligent systems that provide more accurate results, are ethical and equitable,
and leverage the human-AI partnership. From an application perspective, this involves meeting instructors’ specific
needs and reducing their effort in their day-to-day grading of assignments, but at the same time producing results
that are interpretable and useful to students. In line with this research landscape, our paper embarks on a journey to
create an ‘educator-in-the-loop’ tool that empowers educators by providing them with mechanisms to use LLMs for
automatically grading and delivering feedback on short answer responses for middle school students in science.
Recently, there has been a push to shift science learning from rote, fact-based instruction towards one that promotes a
deeper understanding of concepts and processes, and links the science to real-world, problem-based approaches. There-

fore, instructors have to be more involved in facilitating and orchestrating students’ science knowledge construction and
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problem-solving skill development [38]. Educators must monitor, evaluate, and respond to copious amounts of differing
student data (e.g., classroom discourse, written responses, problem solutions, etc) in ways that give students’ agency
in their learning — all while aligning and adhering to school, state, and national standards and learning objectives
for each target concept [16]. While these problem-based learning approaches have supported students’ integrated
learning of Science, Technology, Engineering, and Mathematics (STEM) domains, particularly through the leveraging
of technology-enhanced learning environments [31, 38], they also warrant innovative ways to evaluate and provide
timely feedback to support all students as they construct new knowledge, ideas, and problem-solving skills [41].

Formative assessments emerge as a pivotal tool in this endeavor, aiding students in cultivating self-evaluation skills
and providing timely feedback and guidance when they encounter challenges [4]. However, the labor-intensive nature
of grading and generating personalized feedback for formative assessments, especially when conducted at frequent
intervals, presents a significant burden for educators and is susceptible to errors [14, 30].

This is where Large Language Models (LLMs) can come into play, offering the potential for automating the scoring of
short answer responses [12, 45], providing students with feedback to identify their successes and overcome challenges
[20], and assisting educators in identifying opportunities for engaging in and supporting student learning, monitoring
student difficulties, and enacting enhanced learning experiences [46]. However, there exists limited prior research that
(1) specifically addresses the automation of formative assessment grading and feedback provision in science domains,
(2) identifies pathways for actionable insights that can be leveraged by educators, and (3) incorporates educator insight
into the technical level implementation of these technologies through human-in-the-loop approaches.

In this paper, we present a user study on an educator-researcher partnership for developing a methodology to
support formative assessment short answer scoring with explanations for the assigned scores. In particular, we focus
on human-in-the-loop learning combined with in-context learning and chain-of-thought reasoning with the goal of
developing a methodology that can be customized for individual educator needs. We demonstrate the effectiveness of
our approach using a dataset of formative question answers collected in a middle school classroom for a water runoff
science curricular unit. In the discussion section, we consider issues in interface design to support educator usability
and the use of our approach as an ‘educator-in-the-loop’ feedback generation tool to support student learning. We also

discuss the limitations of our work and future directions that may help us address these limitations.

2 BACKGROUND

Advances in Natural Language Processing (NLP) have ignited interest in enhancing and automating assessment scoring
[46]. These approaches have produced methodologies such as next sentence prediction strategies [45], prototypical
neural networks [47], cross-prompt fine-tuning [12], and reinforcement learning from human feedback (RLHF) [26]
methods. These methods have highlighted the potential of leveraging LLMs for automated scoring but fall short of
providing actionable feedback separate from a performance score. In addition, they focus mainly on structured tasks in
disciplines such as mathematics. The complexities of analyzing open-ended responses in science may limit or convolute
the application of such approaches for scoring and generating feedback in this domain.

A key limiting factor of automated evaluation and feedback in such contexts is data impoverishment. These educational
datasets tend to be characterized by limited data volumes, imbalanced response representations, and non-standardized
syntax and semantics [7]. For example, LLM fine-tuning methods require (1) a substantial amount of annotated data and
accompanying computational resources to accomplish short-answer scoring tasks and (2) ungeneralizable approaches
that utilize a unique model for each computational task [12]. More application research is needed to understand how to

best leverage LLM advances to support this important educational need.
2
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In science, teachers need to actively evaluate students’ developing ideas and reasoning skills as they construct
knowledge of the key science concepts and practices [16]. Evidence-based approaches have been used to develop
formative assessments that align with science standards and learning science theory [41, 42]. But, given the need to
assess students’ critical thinking skills, the assessments are often structured to allow students to provide open-ended
responses [13]. At the same time, it is important for the teachers to assess students’ evolving knowledge and provide
timely feedback that helps them achieve their learning objectives [41]. Continual grading of short answer formative
assessments can unduly burden teachers who also have to focus on problem-based instruction of difficult science
material. Therefore, automating formative assessment grading with teacher input can provide large benefits to teachers
and support student learning. However, more work is needed to automate the evaluation and feedback generation
process in ways that maintain alignment with educational goals and consider the educational needs of all students.

Recent approaches to grading and feedback generation have leveraged human-the-loop methodologies to address data
impoverishment and rubric-alignment concerns with success (e.g., 19). Active learning [29, 35] is a human-in-the-loop
approach that improves model training by consulting an "oracle" (in this case, the human) to label additional training
instances. In our case, active learning allows the educator to examine the model’s incorrectly scored instances to identify
LLM errors that caused the model to incorrectly score multiple instances. Incorrectly predicted instances containing
these patterns can then be reinserted into the prompt as few-shot exemplars, where chain-of-thought reasoning is used
to address the model’s reasoning errors that caused the scoring misalignment with the human.

In the past, automated assessment evaluations have been developed for well-structured tasks (e.g., in introductory
computer science courses) with human-in-the-loop training conducted by researchers familiar with the intricacies of
LLMs. In educational technology design, efforts to integrate educator insight in the design of learning technologies
have highlighted the need to ensure proper training (particularly in Al literacy) and AI explainability to encourage
educator insight and direct contribution to the application development process. This allows for better accommodation
of the needs, concerns, and preferences of educators in developing automated assessment schemes for their classrooms
[16, 21]. In this work, our goals are to extend these approaches to develop an "educator-in-the-loop" interface that
allows educators to partner with LLM models to enrich the grading schemes while also generating meaningful feedback
that provides them with actionable information and their students with explanations that help them overcome their
difficulties and misconceptions. To do so, we take a first step in our educator-in-the-loop approach by developing a
methodology where researchers, familiar with both LLMs and educators’ needs, develop a methodology for classroom

teachers to fine-tune their LLM assessment models for support their own instruction and student feedback.

3 FRAMING OUR EDUCATOR-IN-THE-LOOP LLM APPROACH

Fig. 1 illustrates our framework that combines human-in-the-loop learning with learning sciences theory to design
tools for grading and feedback for formative assessments. From a technical perspective, the previous section highlights
the need to better understand how LLM advances can support open-ended, short-answer assessment evaluations, given
the limitations of educational datasets, and the need for interfaces and a methodology to support human-in-the-loop
tuning and customization. The Literature Review box emphasizes that the design and development processes need
to use the technology appropriately to identify methods that ensure alignment with learning objectives and analyze
student responses in ways that are equitable for all learners.

From the Human-In-The-Loop Input perspective, the design and development processes need to consider how to

solicit and incorporate educator perspectives, which allows them to tailor the grading scheme and feedback to their

3



157

158

160
161
162
163

164

166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208

1UI °24, March 18-21, 2024, Greenville, SC, USA Anon.

prior and current classroom experiences. It is also important that the educator be supported in developing some level of

Al literacy.
HUMAN-IN-THE-LOOP INPUT
How can we solicit and incorporate educator perspectives in
AI/ML pipeline interface design?
‘What preferences, concerns, ideas are priority for educators in
the design of AI/ML technologies and user interactions?
‘What ethical concerns exist that impact the implementation of
the AI/ML for the classroom?
~ g
¢ ™
LITERATURE REVIEW TECHNICAL FUNCTIONALITY
What is the current state of the technological approach and its How does the tool work?
application in educational contexts? How can stakeholder feedback be incorporated into the
‘What relevant learning theory and/or standards should be “ technical-level implementation of the tool and interface?
considered for feedback generation tools and how? How do stakeholders successfully/unsuccessfully interact with
How are prior ethical considerations being applied to this the tool?
technological development? How can ethical considerations be applied and monitored?

Fig. 1. Human-in-the-loop and learning theory considerations for Al/ML technology development

From the Technical Functionality perspective, our method extends previous work [1]. The key idea for initiating
LLM prompt engineering is the use of an educator-designed rubric to initially inform the LLM-based grading scheme.
The rubric design incorporates educator insight into the scoring processes, thereby creating a partnership between the
LLM and the educator. To further extend the human-in-the-loop approach, we leverage an emergent behavior in LLMs
known as in-context learning (ICL) [5], where the LLM uses a few labeled instances in the prompt (few-shot) to inform
its grading and explanation generation without traditional training (i.e., training or tuning to make a lot of parameter
updates). This allows educators to use the same foundation model across different formative assessments and domains
simply by changing the prompt to match their desires for a particular assessment. We utilize inter-rater reliability
(IRR) as a method to not only achieve consensus among human scorers but also to identify "sticking points" where the
differences between human scorers may similarly make it difficult for the LLM to score in a consistent manner.

We include a subset of these sticking point instances in the initial prompt and augment each of the few-shot instances
in the prompt with a form of ICL called chain-of-thought (CoT) reasoning [39] to align the model with the human
scoring consensus achieved during IRR. While traditional ICL instances are comprised of question-and-answer pairs,
CoT answers are accompanied by reasoning chains that explain the rationale behind the correct answers. CoT reasoning
has been shown to improve model performance over traditional ICL [39], and these reasoning chains are of further
benefit to educators who can use the model’s scoring explanations to provide feedback to students, for example, why
an assessment point was or was not awarded. Furthermore, the model’s reasoning chains can be used to highlight
specific causes of scoring misalignment between the LLM and the educator, which can then be further addressed via
CoT reasoning in the prompt to help correct the LLM’s misalignment and improve its scoring and reasoning capabilities.

This process can also inform rubric refinement, as it alerts the educator to ambiguities in the rubric and formative
assessment questions that are confusing for the LLM and possibly the students. Further, combining CoT and active
learning can help the educator identify human errors made when generating the initial scoring procedure. In such

cases, the educator (human scorer) may side with the LLM over his or her initial score.
4
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4 METHOD

Our human-in-the-loop approach to fostering a partnership between an educator and LLM to score and explain students’
short answer formative assessment responses in the Earth Science domain is summarized in Figure 2. It summarizes a
researcher interface for open-ended, short-answer formative feedback generation. In the application of this approach, a
computer science researcher and learning scientist with teaching experience collaborated in using GPT-4 with few-shot,
in-context learning with chain-of-thought reasoning, and active learning to design and develop a scoring and feedback
mechanism for middle school formative assessments that covered applications of conservation of matter principles in
Earth Science. The overall curriculum integrates earth sciences, computing, and engineering to teach students about
water runoff by developing conceptual models; then construction, debugging, and testing of computational models; and
finally, the use of those models to design a schoolyard that minimizes water runoff while meeting cost and accessibility
constraints.

We describe each step of this formative feedback generation application in this section. Specific details for applying
our method (the blue diamonds inside the green box in Figure 2) to each formative assessment question can be found in

the Supplemental Materials.

Chain-of-Thought Prompting + Active Learning

Formative . ; Model
Rubric Response Active
Assessment — Design Scoring Learning > Deploymgnt &
Design Evaluation
Assessment Student
Scores Feedback

Fig. 2. Chain-of-Thought Prompting + Active Learning. The blue diamonds in the green box are specific steps in the method, while
the yellow boxes correspond to the process’s classroom applications and areas of interest to the educator.

4.1 Formative Assessment and Rubric Design

We leverage an evidence-centered design (ECD; [22]) approach for assessment development. This process supports
developing assessments that focus on science knowledge concepts and practices as well as problem-solving skill
development. ECD ensures that systematic links are established between components of the curriculum and assessments
that provide evidence of students’ proficiency with the target knowledge and skills [2]. including engaging in argument
from evidence, and developing and using models [24].

In-time analysis of these assessments provides us with opportunities to provide evidence-based, formative feedback
to better support students’ learning by construction, debugging, and evaluation of their developing conceptual models.
In this paper, we analyze three formative questions that focus on students’ conceptual knowledge development. The
three questions and the rubrics for grading each question are provided in Fig. 3. The design of the rubrics supported the
Prompt Development phase, discussed in more detail below.

5
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bbreviati Libby’s Model
SCI: Application of Science Domain Knowledge
MOD: Application of Scientific Modeling Knowledge — —— ——
SEP: Science and Engineening Practice (from NGSS) —r L L
DCI: Disciplinary Core Idea {/
CCC: Crosscutting Concept (from NGSS) :
FA1-Q}1: What do you think the different sized ﬂ y —
arrows in Libby’s model could mean? —— )
Point  |(Description Domain - L
1 Evidence of: different sized arrows  |SCI, ~
illustrate amount of water (SEP) MOD
] Other: Implies importance of action, |SCI,
describes wherehow water goes MOD

FA1-Q)2. What are two things that Libby’s model does a good job of explaining? Explain your answer.
Item |Point Description Domain

A 1 Demonstrating how elements in the model represent the target science SCI
concepts (student can descnbe any and/or all): rainfall, absorbed and/or
runoff (DCI)

| Demonstrates scientific reasoning in their explanation; e.g., the student  |SCI
discusses how the model uses the arrow from the cloud to demonstrate thai
it is raining

B 1 Using arrow size to indicate water amounts; the student can describe the (MOD
rainfall or runoff arrows or a general description of the symbol usage
(SEP)

1 Demonstrates scientific reasoming in their explanation; e.g., the student  (MOD
discusses how to use symbol size to indicate different amounts of warter
- student does not get a point if they state that the absorption size is
correct because it is depicted as larger than the rainfall

0 Showing direction of runoff* SCI

0 Illustrating the amount of absorption based on rainfall** SCI

* demonstrates conceptual knowledge error w/runoft (DCI)
**demonstrates misunderstanding/misapplication of conservation of matter prineiple (CCC)

FA1-Q3. What are two things that yvou would change about Libby's model to explain where the
witer goes? Explain vour answer.

Item |[Point |Description Domain
A 1 Identified that the direction of the runoff arrow 1s incorrect (SEP) SCI
1 Demonstrates scientific reasoning in their explanation SCI

e.g., the student describes that the runoff arrow should be facing the
other direction as the school is on a hill and water that is not
absorbed/on surface would move downhiil.

B 1 The size of the arrows must change to correctly adhere to conservation  [SCI
of matter (SEP, CCC)
1 Demonstrates scientific reasoning in their explanation SCI

e.g., the student describes that the absorption arrow size cannot be
larger than the rainfall since total rainfall should be equal to the
amount of absorption and the amount of runoff’

Model representation: more arrows, more words® MOD
Science representation: adding an arrow to stream, flooding** sCI

* demonstrates difficulties with model representation scheme/semantics (SEF)

**demonstrates misunderstanding/misapplication of conservation of matter prineiple (DCI, CCC)

Fig. 3. The formative assessment questions and their accompanying ECD-based rubrics that we analyze in this paper.
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4.2 Response Scoring

Two of this paper’s authors (education researcher + computer science researcher, henceforth referred to as the "raters")
independently scored a random subset (20%) of the student responses for each of the three questions using the rubric
developed by the education researcher in consultation with classroom teachers who are intimately familiar with the
curriculum. While conducting IRR, the raters noted instances where they agreed and disagreed on the scores they
assigned to students’ answers.

The raters set themselves the following goals: (1) reach an agreement on rubric definitions that would be used to
describe the grading and explanation generation schemes to the LLM; and (2) support human-scoring of all assessment
items to compare performance. This task aligns with general educator goals of succinct rubric generation so that learners
can leverage rubrics as a resource for completing tasks. Particular attention was paid to disagreements that caused
multiple instances to be scored differently. Instances that were agreed upon by both before the consensus-generation
activity served as "ground truth" exemplars, providing the LLM with an initial alignment to the human scorers. "Sticking
point" instances (i.e., disagreements that caused multiple instances to be scored differently by the raters) were included in
the prompt to highlight specific reasons for misalignment between humans that the model was likely to have problems
with for similar reasons.

We repeated this process for each (of the three) formative assessment questions until an inter-rater Cohen’s k > 0.7
was achieved across all subscores. After this, the educator scored the full set of student responses. We split the dataset
into training and testing sets (80% and 20%, respectively) prior to developing the initial prompt. The training set instances

that were not used as few-shot examples in the prompt were used as a validation set for the active learning process.

4.3 Prompt Development

The first component of the prompt introduced the LLM to its task via the persona pattern [40]. We informed the LLM
that its job was to play the role of a middle school teacher to align the model goals with the pedagogical objectives of
the educator when evaluating students’ formative assessment responses. In the following portion of the prompt, we
introduced the rubric, which served three purposes: (1) to provide the framework that the model should use for its
scoring decisions, (2) to provide the format for improving the readability of the model’s generated responses, and (3) to
enable programmatic response parsing.

The next part of the prompt included ground truth and sticking point instances to further refine the LLM scoring
and explanations. Ground truth examples included CoT reasoning to explain why the student should or should not
receive a point for each allocated subscore according to the rubric (i.e., as further support for "ground truth" instance
scoring). Sticking point instances contained similar CoT reasoning chains but were directed at aligning the model with
the IRR consensus. These were the instances where the human scorers struggled with reaching an agreement during
IRR. As discussed, we believed that these responses would also prove difficult for the model to score. Each few-shot
instance in the prompt adhered to the following CoT template: evidence in the student response + reference to the rubric +

score (as shown below).
The student says X. The rubric states Y. Based on the rubric, the student earned a score of Z.

This process involved citing quotations from the student’s response as evidence, tying that evidence to the rubric, and
returning a score and explanation to the model to guide its reasoning during inference. Our approach mirrors the
original CoT publication [39], which prompted the LLM to break down algebraic word problems step-by-step to guide
the model toward generating correct solutions to the problem.

7
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Additional few-shot examples were added to the prompt to balance the individual subscores to be as equally
distributed as possible. While we did not use data augmentation in this work, prior work demonstrated augmenting
underrepresented classes to balance the dataset can improve model performance considerably [7-9]. In our case, we
simply selected additional instances from the training set and added them to the list of labeled instances in the prompt.

However, the small and imbalanced nature of the dataset was a constraint. Because we were balancing across four
subscores per student, i.e., assigning multiple labels for responses to Q2 and Q3, it was not always possible to achieve
an exact balance. This is because adding one additional instance to the prompt to augment a single subscore naturally
affects the balance across all other subscores. In some cases, it was simply not possible to achieve a perfect balance
given the training set data, but we included at least one positive and one negative instance across all subscores in each
of the three formative assessment question prompts. The initial prompts for each of the three questions are included in

the Supplemental Materials.

4.4 Active Learning

During active learning, the validation set instances (i.e., those instances in the training set not used as few-shot examples
in the initial prompt) were fed through the LLM. As a next step, the raters conducted error analysis to identify patterns
where the LLM still generated incorrect responses (scores and/or explanations). We paid particular attention to the
reasoning provided by the system to each of its incorrect scoring predictions and took note of any reasoning errors
that caused the model to mislabel multiple instances (similar to "sticking points" during Response Scoring). The raters
determined that these responses would be the candidates for generating new few-shot instances to be inserted into the
prompt. The prompt would use CoT reasoning to address the LLM errors and better align the model with the human
scorers. This enabled us to potentially correct several mis-scored instances. For the educator, this was analogous to
identifying misunderstandings and providing new learning opportunities to overcome student difficulties.

The number of student responses that were mis-scored was used to prioritize candidate selection to maximize the
impact of CoT prompting. For Q1, there were only a handful of incorrectly predicted scores in the validation set, so we
added them all back into the prompt during active learning. For Q2 and Q3, the researcher identified the n most useful
instances to add back into the prompt, where n was chosen based on the number of model reasoning errors, context
length, and API call and token limits.

For all questions, CoT reasoning was provided to the LLM with each additional labeled instance to correct the
model’s faulty reasoning found during active learning. We again rebalanced the few-shot instances in the prompt across

subscores as needed. In general, active learning can be performed until one of several stopping conditions is met:

e The model no longer produces any incorrect validation generation scores (i.e., it achieves convergence);

o The model predicts more validation scores incorrectly than in previous iterations (i.e., it overfits);

o There are not enough instances remaining in the validation set to achieve an acceptable data balance in the
prompt; and

o Other real-world constraints, such as API call limits, API token limits, context-length limits, cost limits, and so

on prevent additional analyses.

While testing our method, we performed one active learning iteration for each of the three formative assessment
questions. For each subscore, we first identified trends in the model’s scoring errors by answering the following question:
are model scoring errors primarily false negatives (underscoring) or false positives (overscoring)? This informed us of the
"direction" we needed to guide the model to accurately present the human scorers’ consensus. Once we identified the

8
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model’s scoring error trend, we examined those instances to ascertain the common causes for the model’s incorrectly
predicted scores in the validation set. We identified the most prevalent model reasoning error (i.e., the error resulting in
the greatest number of mis-scored validation set instances) and reinserted one of these instances back into the prompt
with CoT reasoning to correct the error. As an example, we found the ratio of false positives to false negatives was 5:2
for the Q3 Runoff Direction subscore. We also discovered that more than half of these false positives were the result of
the model awarding points to students who mentioned the arrows in the diagram needed to change direction. This was
actually incorrect, as only the runoff arrow needed to change direction (the other arrows were already pointing in the
correct direction). To address this problem, we chose one of these incorrectly predicted validation instances, inserted it

into the prompt, and used CoT reasoning to help correct the model’s misconception going forward.

4.5 Model Evaluation

To evaluate our approach, we chose GPT-4! [25] as our LLM given its wide recognition as the current state-of-the-art in
language models [25, 36, 48]. We evaluated our short answer assessment approach by comparing its performance on the
test set to three incremental baselines: (1) Zero-Shot, (2) Few-Shot, and (3) Few-Shot CoT. The Zero-Shot baseline included
the rubric in the prompt but no labeled examples. The Few-Shot baseline added labeled instances to the prompt, but
those instances did not include CoT reasoning in the answers (i.e., only numerical scores were provided as labels). The
Few-Shot CoT baseline added CoT reasoning to the labeled instances from the Few-Shot baseline. Active learning was
incorporated as a last step, and all three baselines were then compared to our full Chain-of-Thought Prompting + Active
Learning method. By evaluating our method across incremental baselines, we examined the effects of adding specific
components of the method and ascertained the degree to which each component affected the model’s performance in
terms of both scoring and providing informative explanations to the educator.

Going by prevalence in the literature, we chose Macro-F1 and Cohen’s Quadratic Weighted Kappa (QWK) [11] as our
performance metrics for evaluating the overall model performance [32, 34]. Macro-F1 as opposed to Micro-F1 was more
useful because of our dataset’s imbalance across subscores. In particular, the scientific reasoning subscores are heavily
weighted in favor of the negative class, as students often do not demonstrate scientific reasoning in their formative
assessment responses. Cohen’s QWK was chosen over the traditional Cohen’s k [10] because it accounts for the degree
of disagreement between reviewers, making it a very useful metric for our ordinal data. The mathematical notation for
both metrics is discussed below. In addition, we computed the accuracy of the results for the different methods, but this
metric is not used in the performance comparisons. Model performance comparisons for each of the three formative
assessment questions are presented in Sections 5.1, 5.2, and 5.3. We provide code for both the LLM response generation
and our analysis in the Supplemental Materials.

Equation 1 shows the computation of the F1-score from a confusion matrix consisting of true and false positives (TP
and FP) and true and false negatives (TN and FN):

TP
Fl= — M
TP+ 1(FP+FN)
Macro-F1 is simply the arithmetic mean of the Fl-scores across all n classes. This is shown in Equation 2.
n 1
Macro-F1 = ———— (2)
n

!hitps://openai.com/research/gpt-4
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Equation 3 shows the Cohen’s QWK calculation. wij, fo,;, fe;; denote the quadratic weights, observed frequencies,
and expected frequencies, respectively. fo, ; is the matrix of observed ratings by the reviewers. f,; (expected frequencies)
are calculated by first multiplying the row- and column-wise sums of f,,; divided by the number of total ratings to
get the expected probabilities. The expected probabilities are then multiplied by the total number of ratings to get the

expected frequencies matrix, fe,;.

X wij.ﬁ)ij
Z wjjﬁl‘j

The quadratic weights are represented by the two-dimensional matrix w, where each dimension of the matrix (i and j)

OWK=1- 3)

corresponds to a different rater and wij is a specific weight in the matrix (see Equation 4). N is the number of available
(ordinal) categories available to raters.
. a2
wij = 7& _"1) )2 @
QWK scores typically range from [0,1]. Scores less than 0 indicate "less than chance” agreement between raters. 0
indicates chance agreement, and 1 indicates perfect agreement [33].
Finally, to inform our evaluation of the model output, we first took memos [15] on the differences in model output
and human scores that inform prompt engineering needs as well as curriculum and rubric refinements. Utilizing these
memos, the raters provide key themes identified from our analytical approach and provide vignettes to demonstrate

theme examples.

5 RESULTS

We analyze the performance of our methodology for the three questions that we presented in Figure 3. For each question,
we (1) evaluate the performance of the co-created model and (2) provide vignettes of the educator-in-the-loop process

that our educator+researcher team applied to improve the model.

5.1 Evaluating Performance for FA1-Q1

FA1-Q1 asked students to state what the different-sized arrows in the model meant. The question was scored for one
point (science concepts), and students received this point if they correctly identified that the size of the arrows in the

diagram corresponded to the quantity of water flow. Table 1 presents our method’s performance for the three baselines.

Q1 Arrow Size | n | Acc | F1 QWK
Zero-Shot 0 | 087 | 0.84 | 0.68
Few-Shot 4 1.00 | 1.00 | 1.00
Few-Shot, CoT |4 | 0.96 | 0.95 | 0.89

CoT + AL 12 | 0.98 | 0.97 | 0.95

Table 1. Chain-of-Thought Prompting + Active Learning performance results for the Q1: Arrow Size subscore in comparison to the
three incremental baselines. n is the number of few-shot instances included in the prompt. For all questions, each subscore and metric
is in bold for the best-performing implementation.

Even in a zero-shot setting, GPT-4 aligned with the human scorer to a moderate degree, i.e., QWK > 0.6. Adding the
few-shot instances enabled the model to achieve perfect alignment with the human on the test set. When CoT was

subsequently used, performance dropped slightly for both Macro-F1 and QWK. Presumably, the model was already
10
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perfectly aligned with the human after the few-shot instances were added to the prompt, and the CoT reasoning chains
caused the model to overfit because it created misalignments between the human scorer and the LLM. However, the
goal of our approach was not just accurate scoring but proper explanations for the assigned scores. We discuss this
issue in greater detail below.

When active learning was implemented, with the addition of other few-shot instances that used CoT reasoning to
correct the model’s reasoning errors from the validation set, the model realigned itself with the human scorer to a large
degree. In this case, the model predicted only a handful of instances incorrectly in the validation set, and we reinserted
all of them back into the prompt with corrective CoT reasoning chains within the constraints of the GPT 4 API calls
and token limitations.

For Q1, the educator and researcher achieved consensus after two rounds of IRR. Q1 initially appeared to be the most
straightforward of the three questions. The score was based on one science concept (Arrow Size) and no scores were
allocated for scientific reasoning. The IRR process highlighted a major sticking point, where the researchers disagreed
in their scoring of multiple instances. In several student answers, there were only general statements about the meaning
of size (e.g., more of something or less of something) without specific mention of arrow size or amount of water. In these
instances, one reviewer initially scored these answers as correct, while the other researcher scored them as incorrect.
After discussion, the educator-researcher team agreed that the primary purpose of this question was to recognize that
arrow size indicates the amount. Therefore, the more of something responses also deserved the point. To help align the
LLM with this consensus, one of these more of something instances was selected as a few-shot instance in the initial
prompt, and our rationale for awarding the point was explained via CoT reasoning.

Typically, when training neural networks, an early stopping criterion is often employed to halt the training process
once the model converges (i.e., validation loss stops decreasing) [27] precisely to avoid overfitting the data. In our case,
this would mean stopping after the Few-Shot implementation, and using this model for subsequent grading as it was the
best-performing. However, this is not as useful to educators and their students, as numerical scores alone do not provide
explanations for the model’s scoring decisions or drive rubric and formative assessment question refinement during
training. For Q1, eliciting CoT reasoning from the model came at the cost of scoring, but active learning helped bridge
this performance gap. This is an important finding, as it demonstrates our method’s ability to both provide the educator
with useful insight into the model’s scoring and minimize the performance cost of eliciting scoring explanations from
the LLM.

5.2 Evaluating Performance for FA2-Q2

Q2 asked students to select two things that the diagram did a good job of explaining. The scoring rubric assigned four
possible points: two for answering science concepts correctly, and two for providing the correct scientific reasoning.
Science concept subscores include: (1) Arrow Direction. Students were awarded a point if they identified that the diagram
correctly demonstrated that the water originated from the sky in the form of rain, that the water was absorbed into the
ground, or that the water became runoff; and (2) Arrow Size. Students were awarded a point if they identified that the
diagram used the arrow size correctly to represent the amount of water. Associated with each science concept was an
additional point for correct scientific reasoning by the student. Model performance comparisons for Q2 are presented in
Table 2.

Scoring of Q2 science concepts subscores (Arrow Direction and Arrow Size) achieved their best performance (or tied
for it) only when the full Chain-of-Thought + Active Learning method was used. The scientific reasoning subscores,

however, saw performance decrease as additional components of the method were added. While the total score achieved
11
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Q2 Arrow Direction n | Acc | F1 QWK
Zero-Shot 0 | 091]0.89 | 0.78
Few-Shot 5 0.87 | 0.79 | 0.60
Few-Shot, CoT 5 0.98 | 0.98 | 0.95
CoT + AL 10 | 0.98 | 0.98 | 0.95
Q2 Arr. Dir,, Reasoning | n | Acc | F1 QWK
Zero-Shot 0 0.92 | 0.73 | 0.47
Few-Shot 5 0.89 | 0.67 | 0.36
Few-Shot, CoT 5 0.91 | 0.70 | 0.41
CoT + AL 10 | 0.92 | 0.65 | 0.3
Q2 Arrow Size n | Acc | F1 QWK
Zero-Shot 0 |0.77 | 0.69 | 0.39
Few-Shot 5 0.77 | 0.69 | 0.39
Few-Shot, CoT 5 0910388 |0.77
CoT + AL 10 | 0.94 | 0.92 | 0.83
Q2 Arr. Sz., Reasoning | n | Acc | F1 QWK
Zero-Shot 0 |096 | 0.82 | 0.65
Few-Shot 5 0.98 | 0.90 | 0.79
Few-Shot, CoT 5 0.94 | 0.77 | 0.55
CoT + AL 10 | 0.96 | 0.82 | 0.65
Q2 Total Score n | Acc | F1 QWK
Zero-Shot 0 |0.60 | 0.59 | 0.65
Few-Shot 5 0.53 | 0.52 | 0.55
Few-Shot, CoT 5 0.75 | 0.80 | 0.80
CoT + AL 10 | 0.85 | 0.79 | 0.87

Table 2. Performance comparisons for Question 2.

its highest QWK with the complete method, this assessment question highlighted a considerable misalignment between
the LLM and human scorer for scientific reasoning subscores and provided an opportunity for the educator to refine
both the rubric and the formative assessment question to help students provide better answers for scientific reasoning.

Q2 required three rounds of IRR and was the most difficult for the human scorers to achieve consensus. This was
because many student answers were vague or ambiguous. Several students listed both correct and incorrect attributes
of the model in their responses, which was a major sticking point during IRR. Much of the difficulty in human scoring
could be attributed to the open-ended nature of the question. The question asked students to list two things the model
did a good job of demonstrating. However, there are several things the model does well. Many of these the researchers
did not realize until they saw the student responses on paper.

Consider the following student response: "A good job Taylor explained was which cloud rained the most, they made the
cloud dark." While the student received a point (for Arrow Direction) because he or she mentioned rainfall, the student
did not receive the additional point for reasoning. The mention that the diagram does a good job of showing that the
cloud with more rain appears darker may demonstrate correct scientific understanding and that the model may illustrate
this scientific concept. However, there was no specific subscore in the rubric to capture this point, and the student
was credited with only one of the four possible points despite having correctly identified an additional attribute of the
model that was scientifically correct (more dark clouds means more rain). In total, six different students mentioned the

darker rain cloud as a good example of what the diagram did a good job of showing; however, none of them received a
12
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point for doing so because it was not linked to a relevant subscore in the rubric. This example highlights how both the
IRR and active learning (i.e., human-in-the-loop) processes can help educators improve rubrics and formulate formative
assessment questions that are more precise or to expand the scope of the rubric to accommodate answers that are
scientifically relevant given the wording of the question.

For this question, students were simply instructed to explain your answer. One student remarked, I think that the big
arrow that is pointing at the ground is the water that is being absorb (sic) into the grass because it shows that the water is
going down to the grass. While the student received a point for Arrow Direction and provided an explanation, he or she
did not demonstrate scientific reasoning with respect to the scientific process itself and, therefore, did not earn a point
for Arrow Direction Reasoning. However, the LLM disagreed and awarded the scientific reasoning point to the student

with the following justification:

...the student says "because it shows that the water is going down to the grass". This demonstrates that
the student used [scientific] reasoning to justify his or her response with regard to [Arrow Direction].

Based on the rubric, the student earned a score of 1.2

It was common for the LLM to relate words like because with scientific reasoning (when this was often not the case).
In the future, the educator should revise the rubric and reword the formative assessment question to better define what
constitutes scientific reasoning for both the student and the LLM, and continue to add labeled instances in the prompt
with CoT reasoning to address additional model misconceptions.

The model often had difficulty scoring student responses for many of the same reasons the educator and researcher
found it difficult to achieve consensus during IRR — even in cases where CoT reasoning was used in the prompt to
address these same issues. One student’s response was, "The amount of absorption and runoff." One could argue that
the student understands arrow size represents water amount; however, the absorption arrow in the model is actually
incorrect, as it is bigger than the rainfall arrow, so it violates the law of conservation of matter. Because Q2 asks for
"good" (i.e., correct) examples in the diagram, and the absorption arrow is incorrect, both reviewers agreed that this and
similar responses should not receive a point for Arrow Size even though the student may have understood that the
arrow size represented water amount.

In addition, the student mentioned the amount of runoff, which is actually correct (i.e., the runoff arrow is smaller than
the rainfall arrow, so it does not violate the law of conservation of matter). In this case, the student listed one correct
example and one incorrect example, and the student also demonstrated an understanding that arrow size corresponds
to water amount. All of this was linked to the same subscore, Arrow Size. Issues like these illustrate why it is difficult
for an LLM to correctly predict and explain scores for formative assessment questions, rubrics, and student responses
that are not sufficiently precise or otherwise ambiguous. During active learning, the model erroneously awarded points
to several of these types of responses. We tried using CoT reasoning to address these issues, but the model began to
mislabel other instances it had previously scored correctly because of overfitting. The question of achieving accuracy in
scoring with proper explanation versus overfitting is probably best resolved by making the wording of the question
precise, as we discuss below.

Q2 is a good example of how this educator-researcher partnership and the LLM inform the educator to revise the
wording of the question and the rubric for formative assessment questions to provide clearer guidance to students. For

Q2, this is exactly what we decided to do going forward, and future work with Q2 will involve rewording the question

2Items in brackets refer to terms that differed slightly in the actual prompt and were later renamed for readability in the manuscript. The original, raw
prompts can be found in the Supplemental Materials in the Initial Prompts section.
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to better explain to students the nature of the scientific reasoning they are being asked to provide. In addition, the

educator can also reformulate the rubric to better describe the expected scientific reasoning answers for the question.

5.3 Evaluating Performance for FA2-Q3

Q3 asked students to identify two things they would change to correct the diagram. Similar to Q2, Q3 was assigned a total
of 4 possible points: 2 for science concepts and 2 for science reasoning. For science concepts, students were awarded a
point for Runoff Direction if they mentioned the runoff arrow in the diagram was pointing in the wrong direction and
needed to be changed (i.e., the runoff arrow had to be changed from pointing uphill to pointing downhill). Students
were awarded a point for Arrow Size if they indicated that the arrow sizes in the diagram needed to be changed (i.e.,
the absorption arrow was larger than the rainfall arrow, and this violated the law of conservation of matter). Each
science concept subscore also had an additional point if students provided a correct scientific reason for their response.

Performance comparisons for Q3 are presented in Table 3.

Q3 Runoff Direction n | Acc | F1 QWK
Zero-Shot 0 ]0.89|0.88 | 0.77
Few-Shot 51091 (090 | 0.80
Few-Shot, CoT 51092092 | 084
CoT + AL 9 1089|088 | 0.75
Q3 Run. Dir., Reasoning | n | Acc | F1 QWK
Zero-Shot 010940389 | 0.79
Few-Shot 51094 (091 | 0.82
Few-Shot, CoT 51094 | 092 | 0.83
CoT + AL 9 1098|097 | 0.94
Q3 Arrow Size n | Acc | F1 QWK
Zero-Shot 0 |0.87 | 0.83 | 0.67
Few-Shot 51089 |0.87 | 0.73
Few-Shot, CoT 51085 0.83 | 0.65
CoT + AL 91092092 0.83
Q3 Arr. Sz., Reasoning n | Acc | F1 QWK
Zero-Shot 0| 098|090 | 0.79
Few-Shot 51 1.00 | 1.00 | 1.00
Few-Shot, CoT 51094 | 082 | 0.64
CoT + AL 9 | 1.00 | 1.00 | 1.00
Q3 Total Score n | Acc | F1 QWK
Zero-Shot 0| 0.74 | 0.80 | 0.85
Few-Shot 51075 0.73 | 0.87
Few-Shot, CoT 51075 | 0.71 | 0.79
CoT + AL 9 10.81|0.80 | 0.90

Table 3. Performance comparisons for Question 3.

With the exception of the Macro-F1 for total score, all Q3 subscores (science concepts and scientific reasoning)
improved for Macro-F1 and QWK metrics once the few-shot examples were added to the prompt. When CoT reasoning
was added to those instances, performance increased for both Runoff Direction subscores but decreased considerably for
both Arrow Size subscores. Arrow Size Reasoning, in particular, saw a sizeable drop in performance. This was similar

to what happened in Q1 with the Arrow Size subscore, where the addition of the CoT reasoning chains caused the
14
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model to overfit and become misaligned with the human scorer. Once active learning was introduced, however, all Q3
subscores (and total score) except Runoff Direction achieved their best performance (or tied for it) for both Macro-F1 and
QWEK. Runoff Direction performed best after the CoT reasoning chains were added but overfit when active learning was
introduced. Unlike Q2, where the best-performing subscores were the science concepts subscores, the best-performing
subscores for Q3 were the science reasoning subscores — both of which outperformed their science concepts counterparts
for the Macro-F1 and QWK metrics.

For Q3, the human scorers reached a scoring consensus after only one round of IRR, and there were very few sticking
points that caused scoring disagreements between researchers. Similarly, the model’s own misconceptions for the
scientific reasoning subscores were easily (relative to Q2) corrected using CoT reasoning chains in the prompt. One
common issue the model encountered with Q3 had nothing to do with the formative assessment content. The LLM had
a tendency to cite the same piece of evidence to justify awarding points across different subscores (i.e., the model would
use the same snippet of a student’s response as evidence for awarding both science concepts and science reasoning
points). This led to overscoring. The reviewers had agreed beforehand that, to receive a point for any one subscore, the
student must provide new information in his or her response that was not used to earn a point for any other subscore.
We did not, however, think to include this in the initial prompt or the few-shot CoT reasoning chains.

This issue was largely resolved by active learning, and performance increased for both metrics for 3 out of the 4
subscores, and the total score (Runoff Direction was the only exception). This example highlights another instance
where the human-in-the-loop, working in tandem with the LLM during active learning, was able to align the model to
the human scorers’ consensus and improve model performance.

The considerable performance gap between Q2 and Q3 illustrates how effective the partnership between humans
and the LLM can be as they work together to refine prompts to maximize scorer-LLM alignment. The more the model
and the human are aligned, the more informative the LLM’s scoring explanations are. The following is an example of a
student’s formative assessment response and corresponding model generation from the test set after the active learning

process was implemented:

Student: The first thing I would change is, the direction the arrow is for runoff. I would change this because

the run off goes into the stream. The second thing I would change is how much absorption there is

LLM: [Runoff Direction]: The student says "the direction the arrow is for runoff". This indicates that the
student understands the runoff arrow should be pointing in the opposite direction (i.e., downhill). Based on

the rubric, the student earned a score of 1.

[Runoff Direction Reasoning]: The student received a point for [Runoff Direction], and the student justified
his or her response by saying "because the run off goes into the stream". This demonstrates [scientific]

reasoning with regard to the [Runoff Direction]. Based on the rubric, the student earned a score of 1.

[Arrow Size]: The student says "how much absorption there is". This demonstrates that the student under-

stands the arrow sizes need to be changed. Based on the rubric, the student earned a score of 1.

[Arrow Size Reasoning]: The student received a point for [Arrow Size], but the student did not provide an

explanation that demonstrated [scientific] reasoning with respect to the [Arrow Size]. Based on the rubric,
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the student earned a score of 0.

Total Score: The student received 1 point for [Runoff Direction], 1 point for [Runoff Direction Reasoning],

and 1 point for [Arrow Size], so the student’s total score is 3 points.

In this example, the model generated the correct subscore for each component of the answer (and thus the total score,
as well) in accordance with the human scorer. In addition, the model was able to identify the exact component of the
student’s response (i.e., evidence) to be used in its decision-making about student reasoning. This includes describing
positive student work examples that warranted points and, as the educator described, serves as positive feedback to
support future applications of student reasoning. This is the same evidence that educators would likely use when
providing their scoring decisions. Because the researcher was able to use the active learning process (by adding CoT
reasoning chains in the prompt) to address the LLM’s tendency to cite the same piece of evidence as justification for
awarding points across multiple subscores, the model correctly identified each piece of relevant evidence for each
subscore using completely distinct pieces of the student’s response. In its generation, the model demonstrated that the
student saying “the direction the arrow is for runoff" constitutes a Runoff Direction point, and the student’s justification
“because the run off goes into the stream" demonstrated scientific reasoning (i.e., water should flow down the hill and not
uphill) and, therefore, was awarded a point for Arrow Direction Reasoning.

In this case, an additional, positive observation is that the model understood that “run off" and “runoff” represented
the same concept. This is not always the case, as we discussed in previous work [1]. Overall, this example shows that
LLMs are capable of providing informative, insightful formative assessment feedback when working alongside an

educator to iteratively correct model misalignments.

5.4 Evaluation Summary

For all questions, the model was generally aligned with the human scorers. Out of 11 subscores and total scores, 9 of
them had "strong" agreement (QWK >= 0.8) or better between the human and the LLM at some point in the process
(i-e., during one of the three baselines or the full Chain-of-Thought + Active Learning approach). Four subscores even
achieved "almost perfect” (QWK > 0.9) agreement between the human and the LLM. With the exception of Q2 Arrow
Direction Reasoning, all subscores saw a Macro-F1 of 0.90 or greater at some point in the process.

We also demonstrated that the LLM can overfit when the CoT reasoning and active learning components are added
to the pipeline. This is particularly true for the less complex science concept subscores (Q1 Arrow Size and Q3 Runoff
Direction) and the more ambiguous scientific reasoning subscores (Q2 Arrow Direction Reasoning and Q2 Arrow Size
Reasoning).

Often, the model was confronted by the same issues the humans encountered during the IRR process, and we noted
that the degree of agreement between the human raters during IRR also provided some expectations of the model’s
scoring abilities. We found assessment questions that were easier for the human scorers to achieve consensus on were
similarly easier for the model to align with the humans. The opposite was also true: when the human scorers had
difficulty reaching a scoring consensus (requiring several rounds of IRR, e.g., Q2), the model also found it difficult to
accurately score the student responses and align with the human consensus. However, more research needs to be done
to evaluate this issue in more systematic ways.

We provide two additional examples from our analysis to highlight the LLM’s abilities and limitations, both of which
were part of the same model generation (i.e., the model’s scoring of a single student’s formative assessment question
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response) for Q3. For Q3 Runoff Direction, the model remarks: ‘The student says "Show a bit of runoff going towards
the stream". This indicates that the student understands the runoff arrow should be pointing in the opposite direction (i.e.,
downhill). Based on the rubric, the student earned a score of 1.” This was an example of a false positive instance, as the
model awarded a point for Runoff Direction when it should not have. One of the raters’ Q3 sticking points during
Response Scoring was whether to award students a point for Runoff Direction if they mentioned adding another arrow to
the diagram to indicate where the runoff should be flowing but failed to correct (i.e., remove) the original arrow in
the diagram that was pointing the wrong direction. The raters ultimately agreed that, since the model would still be
incorrect if a new (correct) arrow was added but the old (incorrect) arrow remained, the student would not receive
a point for Runoff Direction. However, even though this issue was addressed in the initial prompt via CoT reasoning,
the model still erroneously awarded the point. This demonstrates that, even when CoT reasoning chains are added
to address specific scoring issues, the LLM still may not be able to effectively use them to output the correct scores.
Addressing these issues serves as future directions of our work.

An example of a correct model score and explanation for Q3 Arrow Size Reasoning from the same generation as the

above example is shown below:

The student received a point for [Arrow Size], and the student explains his or her response by saying
"the absorption is not usually bigger than the amount of rainfall". This illustrates that the student
understands conservation of matter, in that the size of the runoff arrow and the size of the absorption
arrow must sum to the size of the rainfall arrow. This demonstrates [scientific] reasoning with regard

to Size of Arrows. Based on the rubric, the student earned a score of 1.

In this example, the LLM realizes the student was (correctly) awarded a point for the Arrow Size subscore, so the
student is eligible to receive a point for Arrow Size Reasoning. The LLM also cites the student, highlighting the portion
of the student’s response that should be used when deciding to award the student the Arrow Size Reasoning point. The
LLM expounds upon this, explaining that the student’s saying the absorption arrow should not be bigger than the
rainfall arrow illustrates his or her understanding of the law of conservation of matter. Finally, the LLM is able to tie

this reasoning back to the rubric and correctly award the student a point for Arrow Size Reasoning.

6 DISCUSSION

Our results indicate two key findings: (1) co-created models in which stakeholders, i.e., researchers and educators,
interact to systematically inform the model can improve the performance of formative feedback generation; and
(2) educator insight can be integrated through a well-designed interface that supports the kinds of interactions we
have reported at multiple steps in the process to create the educator-LLM partnership for grading science formative

assessments.

6.1 Performance Considerations

The results of our approach demonstrate the effectiveness of our methods in improving model performance and provide
clear future directions for improving issues such as overfitting. We demonstrated the advantages of chain-of-thought
reasoning from an educator’s perspective. This kind of interaction is more natural for educators than a prompt generation
and prompt refinement approach that can be difficult and tedious.
Chain-of-thought reasoning also allowed directly leveraging the educator to better inform the model’s learning needs
(what information it needed to know) as well as how to define the output (what information it needed to generate useful
17
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explanations). In addition, the aligning of formative feedback generation with the learning objectives and curricular
design of the educator allowed us to systematically design prompts, inform prompt refinement needs, and improve the
partnership of the educator, researcher, and model.

We believe this approach can be generalized and applied to short-answer response grading in other science topics
and domains, as it is dependent on the rubrics generated by educators followed by systematic additional inputs to
subsequent refinement steps in tuning the LLM performance. As we continue to leverage advances of LLMs to ease the
burden on our educators, we believe this approach provides an opportunity to not only ease grading constraints but

also to inform assessment improvements as a team.

6.2 Educator Considerations

Our approach provides systematic methods for integrating educator insight at each step of the LLM response refinement

process. Based on our experience, we identified three key themes for integrating educator insight:

e Explain LLM Process Leveraging Educator Background: we identified that steps in the model process
mitigated Al literacy concerns by comparing them to educator background experience. For instance, reaching
an agreement on rubric items to ensure that the rubric contains enough insight for a model to leverage the
rubric in the task aligns with educators’ experience in interactively refining rubrics to support their students
equitably.

o Interactions Should Align with Current Pedagogical Processes: In the process of improving model output,
interactions between educators and researchers and Al models can help capture and include educators’ existing
teaching practices into the grading of formative assessments. This is particularly apparent through CoT and
active learning. For example, an educator may provide personalized feedback on students’ misconceptions
to help their students overcome their difficulties. To do so, the teacher must understand the knowledge state,
compare student material to other examples of how misunderstandings manifested, and refine their feedback
accordingly. In the future, we will design formative feedback interfaces for students using teacher input to help
students overcome their difficulties. This will also help us to systematically improve the active learning process.

o Leverage Existing, Standard-Aligned Rubrics and Learning Objectives to Support Model Training: A
key advantage in our approach was the use of evidence-centered design for rubric and curriculum creation as
it supported a more systematic prompt engineering process for initial preparation of the model. Having an
interface for taking educator-developed rubrics as input to the model directly connected the learning objectives

to a resource the model would use for its feedback generation task.

With these considerations in mind, there is an opportunity for future research to dive more deeply into how teachers
interact with feedback technologies (a current limitation in user experience and learning analytics research [6]) and

better align interactions with their lived classroom experiences.

6.3 Limitations

Using any LLM carries with it innate risks such as ethical concerns relating to privacy and bias, as well as hallucinations
[49]. GPT-4, in particular, raises additional concerns due to its opacity and private ownership. In fact, even its underlying
architecture remains undisclosed. Because it is not openly available to the public (i.e., we cannot create our own local
implementations), we do not know how OpenAl uses the data it accumulates through its LLMs (e.g., to train and

18
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improve its models). This means GPT-4 is not an option for researchers handling sensitive data or who are otherwise
obligated to maintain complete control over their data pipeline.

In addition, not all researchers and educators have access to GPT-4 (or its API) due to the model’s exclusivity, API
call and token limits, and cost>. For these reasons (and others), open-source LLMs are preferred; however, there is
still a considerable gap between open and closed models performance-wise [36], and model size plays a large role in
customizing LLMs [18]. Our initial attempts at applying our method using a smaller, open source LLM (Falcon-7B-
Instruct?) did not yield LLM responses with sufficient accuracy to conduct further informative analyses that we have
presented in this paper.

While CoT reasoning chains have been shown to improve model performance over traditional ICL, the degree to
which this reasoning actually guides the model’s decision-making processes (if at all) is still an open problem [37].
Trying to align LLM responses with human intentions often comes at the expense of decreased model performance
and can have other unintended consequences [43]. This is known as the alignment problem®, and it remains an active
area of LLM research. Another drawback to our Chain-of-Thought Prompting + Active Learning approach (and ICL, in
general) is that prompts can become long. During inference, each instance must be accompanied by the task description,
rubric, few-shot examples, and CoT reasoning chains, which can drive up API costs and create context-length issues [3].
Increasing context-length in LLMs is another currently active field of research.

Last, our results indicate both CoT reasoning and active learning can cause overfitting, particularly when applied
to simpler and easier-to-define subproblems, as well as those subproblems whose rubrics are more ambiguous. In
the case of the former, LLM-based methods may be overkill. This was demonstrated by researchers who recently
found rule-based approaches outperformed GPT-4 for detecting common item-writing flaws in student-generated

multiple-choice questions [23].

7 CONCLUSIONS AND FUTURE DIRECTIONS

Our findings offer insight into the potential of educator-Al partnerships for actionable, learning-aligned feedback to
support student learning and teacher understanding of and engagement in their students’ developing science ideas.
We offer precedent knowledge on how these human-in-the-loop interactions may be applied to support similar tasks,
in particular for learning domains where responses are less structured than in math problem-solving or evaluating
programming assignments.

As we move forward in developing actionable LLM tools for teachers, we aim to eliminate the need for the researcher
in the loop through additional human-computer interaction analysis on how to generate a teacher user-interface that
enhances the educator-Al partnership, and explores additional question types, such as the evaluation of causal reasoning
in science. Features of this tool can support summary feedback to teachers on individual, group, and class work as well
as individual student feedback creation that is designed by the teacher. We will also explore how to utilize smaller,
customized LLMs for effectively grading formative assessments with less computational and cost expenses. While the
potential for better supporting our teachers has become possible because of the advances in LLMs and other generative
Al it is critical that we consider the educator in the loop and provide interaction mechanisms that give educators

agency in their interactions and how they engage with their students.

3For reference, we spent $91.62 using the OpenAlI API for testing, refining, and evaluating our method.
“https://huggingface.co/tiiuae/falcon-7b-instruct
Shttps://openai.com/blog/our-approach-to-alignment-research
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