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ABSTRACT

Tracking microrobots is challenging, considering their minute size and high speed.
As the field progresses towards developing microrobots for biomedical applica-
tions and conducting mechanistic studies in physiologically relevant media (e.g.,
collagen), this challenge is exacerbated by the dense surrounding environments
with feature size and shape comparable to microrobots. Herein, we report Mo-
tion Enhanced Multi-level Tracker (MEMTrack), a robust pipeline for detecting
and tracking microrobots using synthetic motion features, deep learning-based
object detection, and a modified Simple Online and Real-time Tracking (SORT)
algorithm with interpolation for tracking. Our object detection approach com-
bines different models based on the object’s motion pattern. We trained and
validated our model using bacterial micro-motors in collagen (tissue phantom)
and tested it in collagen and aqueous media. We demonstrate that MEMTrack
accurately tracks even the most challenging bacteria missed by skilled human
annotators, achieving precision and recall of 77% and 48% in collagen and
94% and 35% in liquid media, respectively. Moreover, we show that MEM-
Track can quantify average bacteria speed with no statistically significant dif-
ference from the laboriously-produced manual tracking data. MEMTrack repre-
sents a significant contribution to microrobot localization and tracking, and opens
the potential for vision-based deep learning approaches to microrobot control in
dense and low-contrast settings. All source code for training and testing MEM-
Track and reproducing the results of the paper have been made publicly available
https://github.com/sawhney-medha/MEMTrack.

1 INTRODUCTION

In recent years, microrobotic systems have burgeoned due to their potential in various fields, includ-
ing targeted drug delivery, minimally invasive surgery, and biosensing Wang et al. (2021). Based
on their mode of actuation and target application, microrobots range between ~1-1000 ym in size,
and their average speeds vary vastly from ~1 pm/s to 800 m/s, with instantaneous speeds upwards
of 800 um/s Li et al. (2020); Jiang et al. (2022). These properties make microrobots very effec-
tive in reaching currently inaccessible areas of the human body but incredibly difficult to visualize
and track. Traditionally, microrobots have been studied in aqueous environments (Fig. 1A-B). The
growing focus shift in the microrobotic field from system development to biomedical application-
oriented implementations necessitates the operation and control of such systems in physiologically
relevant environments, and aqueous media do not always represent the conditions and interactions
experienced in vivo. Furthermore, advancing the current understanding of physical underpinnings
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Figure 1: Self-propelled micromotors, such as bacteria, are easy to track in high-contrast fluorescent
images (A); however, they are more difficult to detect in high acquisition rate bright-field images
in liquid (aqueous) medium (B). The complexity further increases in dense environments such as
collagen with feature shapes and sizes similar to those of the microscale objects of interest (C) The
yellow arrows represent bacteria locations. (D, E, F, and G) are sample trajectories of bacteria in
different motility sub-populations. All scale bars are 20 pum.

of microrobot behaviors in vivo requires the study of these systems in physiologically relevant in
vitro, or ex vivo, or in vivo environments Soto et al. (2020).

The fast speeds of microrobotic systems (i.e., 10s-100s of body lengths per second) necessitate
high frame rate image acquisition, primarily attainable using bright-field imaging. The resulting
grayscale images (Fig. 1B) have significantly lower contrast than fluorescent images (Fig. 1A),
usually used for automated localization and tracking. Also, microrobots (~1 pum in size) often
swim in the three-dimensional (3D) space, which translates to intermittent movement of the objects
of interest moving in and out of the focal plane, adding another layer of complexity. Moreover,
self-propelled micro-motors (e.g., bacteria or catalytic motors) exhibit random walk, making it dif-
ficult to track them consistently in every frame. Operation in physiologically relevant environments
with dense backgrounds and feature sizes and shapes comparable to those of microrobots (Fig. 1C)
further exacerbated this problem. There has been significant progress in real-time tracking of micro-
robots using clinical imaging modalities that produce high-contrast images Aziz et al. (2019); Botros
et al. (2023); Tiryaki et al. (2022); Pane et al. (2021); Aziz et al. (2020); Bae et al. (2020); Wang
& Zhang (2020); however, automated tracking of micro/nano-scale objects in bright-field image
sequences within dense backgrounds remains a largely unsolved challenge.

A few commonly used techniques exist for manual or semi-automated tracking of microscale ob-
jects. Each technique has different features and capabilities, such as particle identification and track-
ing or morphology analysis. The most widely used tool for manual tracking is ImageJ (Fiji), an
open-source software for processing and analysis of scientific images Schneider et al. (2012). Fiji is
equipped with several plugins for manual and semi-automated tracking, including Trackmate Tin-
evez et al. (2017); Ershov et al. (2021), MtrackJ Meijering et al. (2012), CellProfiler McQuin et al.
(2018); Stirling et al. (2021), MosaicSuite - Particle Tracker Sbalzarini & Koumoutsakos (2005),
FARSIGHT Bjornsson et al. (2008), BiolmageXD Kankaanpéi et al. (2012), and Icy De Chaumont
et al. (2012). The semi-automated methods require user inputs, such as filters or thresholds and
manual intervention to prune false positive data. None of these methods were developed for object
detection in dense backgrounds, where the visual ambiguity between the dense background and mi-
croscale objects makes tracking error-prone, tedious, and time-consuming. Apart from these tools,
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there exist several other methods for particle detection and tracking in 2D and 3D spaces Balomenos
et al. (2017); Wang et al. (2010); Klein et al. (2012); Cornwell et al. (2020); Rust et al. (2011);
Feng et al. (2011); Van Der Schaar et al. (2008); Stylianidou et al. (2016); Gardini et al. (2015).
However, these methods primarily rely on the high contrast between the object of interest and the
background that is unique to fluorescent images. The longer exposure time of fluorescence imaging
(~ 100 ms compared to ~ 10 ms for bright-field imaging) results in a reduced acquisition rate and
loss of important temporal data, making it unfeasible for many microrobotic applications. Other
models have also been developed for tracking objects in aqueous environments using bright-field
images. These models consider changes in cells’ appearance and overlaps during colony prolifera-
tion in time-lapse videos Vallotton et al. (2017); Spahn et al. (2022). They can also track single cells
in aqueous media in bright-field but are still not fully automated and require manual interventions
Schwanbeck et al. (2020); Xie et al. (2008); Gardini et al. (2015); Mehta et al. (2016); Newby et al.
(2018); Hernandez et al. (2018); Pottash et al. (2017). To the authors’ best knowledge, automated
tracking of micro-motors in dense environments, with features and dimensions similar to those of
objects of interest,has not yet been realized.

In this work, we report the development of a deep learning-based approach for the detection and
tracking of microrobots in dense environments. Existing deep learning-based multi-object tracking
works have primarily focused on detecting and tracking objects that are easily distinguished from
the background (e.g., pedestrians and cars) Milan et al. (2016). In this work, we present a Motion
Enhanced Multi-level Tracker (MEMTrack) for tracking microscale objects in dense environments,
where the object of interest is almost indistinguishable from the background features (Fig. 2C ). We
train and test MEMTrack using bacterial micro-biomotors, one of the most commonly used biomo-
tors in biohybrid microrobotic systems Webster-Wood et al. (2023). To demonstrate the wide utility
of the MEMTrack, we demonstrate its performance in collagen, the most abundant extracellular
matrix (ECM) protein in the body, with feature sizes and shapes comparable to those of bacteria
(Fig. 1C) and in aqueous media (Fig. 1B). Our results demonstrate that our pipeline can accurately
predict and track both visually identifiable and hard-to-detect bacteria. Our proposed pipeline repre-
sents a significant contribution to microrobot image analysis in dense environments using computer
vision. Moreover, it opens the potential of applying deep learning-based methods for vision-based
control of microrobots in dense and low-contrast settings for various applications, including disease
diagnosis and treatment.

2 METHODS

2.1 MOTION ENHANCED MULTI-LEVEL TRACKER (MEMTRACK)

The proposed pipeline for MEMTrack is shown in Fig. 2. MEMTrack consists of four modules
—NMotion Enhancer, Multi-level Object Detector, False Positive Pruner, and Interpolated Tracker.
Before describing each of the modules, we define the notations used throughout the paper. We
define the input video with 7' frames as I'-7 = [I',1?,....I"], where I' € R©#*W denotes the ¢-th
frame and C, H and W are the number of channels, height and width of the image, respectively. We
utilized a tracking-by-detection approach, wherein tracking is done on top of predictions from the
detection module.

2.1.1 MOTION ENHANCER MODULE

Object detectors designed for single-frame detection overlook the object’s position in preceding or
subsequent frames, which limits their tracking effectiveness. Incorporating the concept of motion
into the object detection model is crucial to enable accurate detection of microscale objects in dense
environments with intermixing backgrounds and foregrounds (Fig. 1C). Therefore, we implemented
feature engineering techniques to capture two types of motion features, optical flow features and
median deviation features, which are then augmented or stacked with the image features to enhance
detection accuracy, as shown in Fig. 2A and described below.

Optical Flow Features. Optical flow Horn & Schunck (1981) is a technique that estimates the motion
of objects in an image sequence by analyzing the changes in pixel intensities between consecutive
frames. We used the Lucas-Kanade Lucas & Kanade (1981) method for optical flow computation,
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Figure 2: Overview of our proposed pipeline for bacteria tracking consists of four modules: (A)
Motion Enhancer, which adds motion features to the input frames, (B) Multi-level Object Detector,
which detects objects of varying motility levels using the RetinaNet model, (C) False Positive Pruner,
which filters the predicted object occurrences to reduce false positives, and (D) Interpolated Tracker,
which tracks objects over time using the SORT algorithm with interpolation.

which can be expressed mathematically as:

oL+ dlyy+ 9l =0, 1

where u = d and V= Zt represent the x and y components of the optical flow vector for the ¢-th

t
frame, dI, = ax, oI, = a ,and dI, = a - are the image gradients in the x, y, and time (¢) dimensions,

respectively. Solving this equation yields the optical flow vector O = [u, V] for the z-th frame in the
video. The length of this optical flow vector, which corresponds to the magnitude of motion at each
pixel between consecutive frames, is then considered as an additional feature channel along with the
grayscale image.

Median Deviation Features. While optical flow captures changes across consecutive frames, we also
need features that capture slower motion trends with respect to a static background. To this effect,
we used the median deviation as another feature channel, which is the pixel-wise difference between
the intensity at a pixel and the median intensity at the pixel across all frames in the video. Note that
the median represents the background at every pixel that remains static for the majority of frames.
Mathematically, we defined median deviation Al = |I' — median(I'-T)|, where median(I'-T) is the
pixel-wise median for the video across frames 1 through 7'.

Finally, the input image features I’, concatenated with the optical flow features O and the median
deviation Al, are used as inputs to the Multi-level Object Detector.

2.1.2 MULTI-LEVEL OBJECT DETECTOR MODULE

Object detection is a fundamental task in computer vision and plays a crucial role in various ap-
plications such as automation and decision-making. The two main approaches used are two-stage
detectors and one-stage detectors. Two-stage detectors such as Region-based Convolutional Neural
Network (R-CNN) Girshick et al. (2016) and Fast R-CNN Girshick (2015) offer high accuracy but
suffer from high computational complexity, while one-stage detectors such as You Only Look Once
(YOLO) Redmon et al. (2016); Bochkovskiy et al. (2020); Redmon & Farhadi (2017); Wang et al.
(2022) provide faster inference but may struggle with detection of small objects in dense environ-
ments.

In our pipeline, we used the one-stage deep learning detector RetinaNetLin et al. (2017) as the
base object detector. RetinaNet introduces the novel “focal loss” function, which assigns higher
weights to frequently misclassified objects during training, improving accuracy without sacrificing
speed. RetinaNet strikes a balance between accuracy and efficiency, making it suitable for real-time
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tracking in complex backgrounds, as required for microrobot tracking in dense environments. As
is the case with most microrobots, bacterial biohybrid microrobots exhibit various motion patterns
and speeds ((Fig. 1D-G, Video S1) with different detection requirements, making a single model
training for all the observed behaviors ineffective. We propose a Multi-level Object Detection model,
where we train a different detector model for each motility category of low, medium, and high (Fig.
2B). The detection models for each category learn specific features and parameters tailored to their
unique characteristics. This approach enhances the accuracy of the object detection system for each
category and improves the overall performance of the system, as discussed in Section 3.

During the training phase, the object detector receives input in the form of annotated microscopy
videos with bounding boxes measuring 30x30 pixels centered around bacteria centroids. When
performing inference, the object detectors predict coordinates (x,y) for bounding boxes to indicate
the presence of objects as well as their width and height. These predictions are accompanied by a
confidence score that reflects the model’s level of certainty regarding the detection.

2.1.3 FALSE POSITIVE PRUNER MODULE

The Multi-level Object Detector module can produce a large number of false positives as well as
duplicate predictions from the three different detector models. The False Positive Pruner was im-
plemented to remove the false positives without losing the true positive predictions. To this end,
first, we combined all the detections from the three motility models and then pruned the detections
based on three exclusionary criteria, as shown in Fig. 2C: (1) Bounding Box Filter for removal of
predictions that are greater than a prescribed area threshold, (2) Confidence Score Filter for removal
of predictions lower than a prescribed confidence threshold, and (3) Non-Maximum Suppression
(NMS) Bolme et al. (2010) Filter for elimination of redundant object detections by selecting the
ones with the highest confidence score and discarding the other overlapping ones. NMS operates by
evaluating the Intersection over Union ( IoU = AreaOfIntersection/AreaOfUnion) between detected
bounding boxes. The threshold on IoU serves as a basis to determine whether detected boxes corre-
spond to the same object in the NMS Filter. Beginning with the most confident detected box, NMS
eliminates overlapping boxes with lower confidence scores, resulting in accurate object selection
and reduced redundancy of detections. Section 2.5 describes our process for selecting the thresholds
for the three filters.

2.1.4 INTERPOLATED TRACKER MODULE

Several approaches have been proposed for object tracking, including correlation filter-based Bolme
et al. (2010), Kalman filter-based Bewley et al. (2016), and deep learning-based Valmadre et al.
(2017); Wojke et al. (2017) methods. Simple Online Real-time Tracker (SORT) Bewley et al.
(2016) is one of the most widely used tracking algorithms. It uses a combination of Kalman fil-
tering Kalman (1961) and the Hungarian algorithm Kuhn (1955); Frank (2005) to assign detected
objects to existing tracks. The Kalman filter in SORT works by recursively updating estimates of
the current system state (in our case, positions of bacteria) based on the previous configuration of
the state and the current measurements (i.e., the detected bacteria positions in the current frame)
while also taking into account the uncertainty of those measurements. SORT is simple and efficient
and performs well on various tracking tasks, such as pedestrian or vehicle tracking. However, the
random motion of bacteria and intermittent missing detections resulting from their 3D motion may
limit the performance of this algorithm.

In our proposed method, we modify the SORT algorithm by incorporating interpolations for missed
object detections. As shown in Fig. 2D, we applied the SORT algorithm to track the detected bac-
teria and produce tracklets from independent frame-wise predictions. We interpolated the missing
detections by keeping the Kalman filter-based unmatched predictions for a given number of frames
termed as the maximum age parameter (determined in Section 2.5), and dropping the predictions
post that threshold. The maximum age parameter within the SORT algorithm ensures the persis-
tence of a tracklet for a specified number of frames subsequent to a missed detection event, thereby
upholding tracking continuity. If a track is missed further than the maximum age, it is discarded.
Finally, we introduce the Track Length Filter to remove tracks whose length, in terms of the num-
ber of frames, does not meet a specified threshold (determined in section 2.5). This filter helps in
excluding excessively short tracks that are prone to false positives.
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2.2  EXPERIMENTAL METHODS

In order to evaluate the performance of MEMTrack, we recorded bacteria (i.e., the micromotor in
bacteria-based biohybrid microrobots) swimming behavior in collagen, as a tissue surrogate, and in
an aqueous environment, as the baseline Traore et al. (2014); Zhan et al. (2022).

2.2.1 BACTERIA CULTURE

Six engineered strains of Salmonella Typhimurium VNP20009cheY ' Broadway et al. (2017) bac-
teria with different motile behaviors were used. Each strain was grown on a 1.5 % lysogeny broth
(LB; 1 % tryptone, 0.5 % yeast extract, and 1 % sodium chloride) agar plate overnight at 37 °C. For
each experiment, a single colony of the desired strain was isolated and used to inoculate 10 mL of
LB media in a 125 mL smooth-bottom flask. Bacteria were cultured overnight at 37 °C and 100
RPM before being harvested and resuspended in fresh LB to a final concentration of ~ 1.3 x 10°
CFU/mL.

2.2.2 SWIMMING ASSAY IN COLLAGEN AND IN AQUEOUS MEDIUM

Bacteria motility in collagen was evaluated using an experimental setup similar to the traditional
swim plate assay, in which bacteria migrate outward from a central inoculation point due to a com-
bination of chemotaxis and growth. Collagen gel was prepared from a stock solution of collagen type
I that was neutralized with 0.25 N NaOH, diluted to 5 mg/mL in LB, and supplemented with 100
Hg/mL ampicillin on ice. The cold collagen solution was pipetted into wells of a room-temperature
well plate. The well plate was then immediately placed in a 37 °C incubator for 45 minutes to allow
the collagen to gel. A 1 uL aliquot of bacterial suspension, prepared as described in section 2.2.1,
was introduced at the center of each collagen well. All data acquisition was performed using a Zeiss
AxioObserver.Z1 inverted microscope equipped with a 40x objective and an hSM camera (Carl
Zeiss AG, Oberkochen, Germany). Phase contrast microscopy images were collected at 60 frames
per second (FPS) for 2 minutes at 37 °C.

We also evaluated the motility of each strain in aqueous medium. For swimming speed analysis, a
100 uL aliquot of the overnight bacteria culture, described in 2.2.1, was used to inoculate a fresh
LB culture. The culture was grown at 37 °C for ~2.5 hours or until ODgg9 = 1.0 was reached.
Subsequently, the culture was diluted 20x in fresh LB medium. A 10 puL aliquot of the bacterial
suspension was placed between two No. 1.5 coverslips separated by a thin ring of vacuum grease.
Timelapse imaging was performed as described above at 60 FPS for 10 seconds. For MEMTrack
comparison with baseline models, the aqueous swimming assays were performed according to our
previously developed methods Zhan et al. (2022).

2.2.3 BACTERIA TRACKING AND ANNOTATION

In order to generate training, validation, and test datasets for MEMTrack, the microscopy videos
acquired in collagen and in aqueous media were imported into ImageJ Schneider et al. (2012) soft-
ware. MTrack]J plugin Meijering et al. (2012) was used to label all bacteria in each frame of each
video manually, and their x and y coordinates were recorded.

2.2.4 DETERMINING TRACK LENGTH AND MOTION CHARACTERISTICS

In order to determine the tracking period threshold for capturing bacteria random walk in collagen,
we first tracked the bacteria for 150 frames and evaluated the diffusivity of each bacterium according
to

_ X (e +7) —x0(1))* + (v( +7) — 3o (1)) 2
47

where T = 0.016 s is the lag time between consecutive frames, and xo and y represent the initial
position.

D(7)

As shown in Fig. 6, the diffusivity values plateaued at or before 1 s, indicating that a track length
of 1 s (60 frames) in collagen is sufficient for capturing the bacteria random walk. Next, we used
peak diffusivity values to divide bacteria into four categories based on their motility patterns and the
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associated diffusivity values—No motility (D < 0.075 pm?s~!), low motility (D < 0.25 pm?s~ 1),
medium motility (D < 1 yum?s~'), and high motility (D > 1 um?s™").

Based on the well-known motile behavior of bacteria in aqueous environments Berg (1993), we
selected 0.5 s (30 frames) for testing MEMTrack’s performance on aqueous media datasets.

2.3  TRAINING, VALIDATION, AND TESTING DATASETS

MEMTrack was trained and validated using the experimental datasets in collagen, while its perfor-
mance was evaluated using both the collagen and the aqueous medium datasets. A subset of the
collagen data, termed the training set, was used for learning the model parameters (i.e.., weights
and biases of the deep learning models) using gradient descent algorithms. Simultaneously, an-
other subset of the collagen data termed the validation set, was used during training for observing
the performance of the model on data outside the training set and determining the configuration of
hyper-parameters (i.e., parameters of the model that are not directly learned using gradient descent
such as the filter thresholds of the False Positive Pruner module) that yields best validation perfor-
mance. Finally, a third subset of the collagen data termed the test set, which has no overlap with the
other two sets, was used to report the model performance on “unseen” data. We used the entirety of
the aqueous medium data for testing the collagen-trained model in that medium. To ensure consis-
tency and provide comprehensive training data for different motion types and background scenarios
across the six bacterial strains in the collagen, we allocated two videos per strain for training (a total
of 12) and reserved one video per strain for validation (a total of 6). The collagen test set consisted
of 16 videos representing all bacterial strains. The aqueous medium data set contained 5 videos that
were all used for testing.

2.4 EVALUATION METRICS

We used precision (equation 3) and recall (equation 4) metrics to evaluate the performance of MEM-
Track quantitatively. Precision is the fraction of the true positive (TP) predictions over the sum of
all predictions (TPs and false positives (FP)). It is a measure of how precise or confident the model
is in tracking real objects (e.g., bacteria).

. TP
Precision = ——— 3)
TP+ FP

Recall, on the other hand, signifies the fraction of ground truth (GT) or actual bacteria that the model
is able to recover. It is defined as the fraction of the TP over the GT (TP and false negatives (FN)).

TP
Recall = ———— 4
TP+FN

Furthermore, we use the F1 score Tan et al. (2018) (equation 5), which is the harmonic mean of pre-
cision and recall, as another evaluation metric to select hyper-parameters in our model architecture.

Precsion x Recall
FI18S =2 5
core Precision + Recall )

2.5 DETERMINING THE MODEL HYPER-PARAMETERS

Model hyper-parameters include the configurational parameters of a machine learning model that
are not trained directly using gradient descent but rather need to be set manually before the training
begins. The hyper-parameters of the MEMTrack platform are: Area threshold (Bounding Box Fil-
ter), Confidence thresholds (Confidence Score Filter), IoU threshold (NMS Filter), Maximum Age
parameter (Tracking interpolation), and Track Length threshold (Track Length Filter).

The Area threshold in the Bounding Box Filter was set to a value of 35 x 35 pixels. Consequently,
any detected object characterized by a bounding box area exceeding 35 x 35 pixels was omitted
from our predictions. Note that this threshold exceeds the training bounding box size criterion of
30 x 30 pixels to be tolerant of predictions with larger bounding box size during inference compared
to training.
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Figure 3: Precision and recall of the three motility detectors (labeled over each plot) for varying
confidence score thresholds. Confidence score thresholds of each model based on the maximum
precision and maximum F-1 Score criteria are shown as a vertical dashed line and a vertical dotted
line, respectively.

We experimented with two possible criteria for selecting the confidence score thresholds of the three-
level object detector using the validation set—maximum precision criterion and maximum F1 score
criterion. When the maximum precision criterion is used, the three confidence score thresholds (one
for each motility level) are set to maximize the precision on the validation set for each motility level.
This criterion ensures that the number of false positives is minimized in our predictions across all
motility levels. However, by solely maximizing the precision, we cannot control for the number
of false negatives and hence may obtain lower recall values. On the other hand, the maximum F1
score criterion ensures that the harmonic mean of precision and recall values are high for all three
motility models, thus making a trade-off between reducing false positives and improving recall of
the GT bacteria. The choice of maximum precision versus maximum F-1 score criteria depends on
the user’s priorities. While the maximum F-1 score criterion would yield a higher recall than the
maximum precision criterion, it would do so at the cost of a lower precision value (or, equivalently,
more false positive tracks), requiring additional manual intervention to remove the false positive
tracks.

Fig. 3 shows the precision-recall curves on the validation set of the three motility levels for the Multi-
level Object Detector, where the threshold settings for the two criteria are indicated as vertical lines.
For the remainder of this paper, all results from MEMTrack model were obtained using the max
precision criterion unless otherwise indicated, since our focus was to obtain predictions of bacteria
tracks with high precision without requiring additional manual post-processing steps to remove false
positive tracks.

For the NMS Filter, we used an IoU threshold of 0.7, meaning that if two detected boxes overlap
more than 70%, only the one with the highest confidence score is retained. Note that the threshold
is greater than 0.5 since we wanted to retain GT objects that appear in close vicinity (with overlap
between 0.5-0.7) as separate detections.

The maximum Age threshold for the SORT Tracking was selected to be 25 frames, indicating that
interpolation for absent detections is conducted for up to 25 missed frames; subsequently, tracks
beyond this threshold are terminated and discarded. Note that the IoU threshold and Maximum Age
threshold settings were manually selected from a pool of other candidate settings to yield the best
performance (precision and recall) on the validation set. However, we did not exhaustively search
for the best setting of these thresholds using a comprehensive grid search, which we believe could
further improve our results.

For the Track Length Filter, we used a threshold of 60 minimum frames to capture bacteria random
walk in collagen, as described in 2.2.4. Given the significantly shorter randomization time of bacteria
in aqueous environments Leaman et al. (2020), we used a minimum track length threshold of 30
frames. Figure 7 shows how varying the threshold for minimum track length impacts the precision
and recall for our method and the baselines. Increasing this threshold will increase the precision
while losing out on many bacteria that have shorter tracks due to them being missed in the detection
phase, potentially due to very low-frequency motion.
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3 RESULTS AND DISCUSSION

3.1 EVALUATION OF DETECTION BIAS

We first inquired if MEMTrack is able to detect and track bacteria from each of the four motility
sub-populations equally well. Such performance capability is crucial to the accurate representation
of population-scale behavior. To evaluate the presence of any biases, we segregated the GT bacteria
and the TP tracked bacteria into 4 sub-populations based on their motility (refer to Section 2.2.4).
Table 1 shows the number of GT and TP bacteria in each of the four categories. The % Detected
column shows the fraction of the GT bacteria outputted from the MEMTrack. It can be seen that
MEMTrack has a comparable detection rate for nearly all categories. The lower detection rate for
the medium motility group may be attributed to the small number of bacteria in this sub-population,
which leads to significant fluctuation in the calculation of % Detected.

Table 1: Fraction of bacteria detected by MEMTrack as a function of motility sub-population

Sub-population  Ground Truth (GT) True Positive (TP) % Detected

No motility 17 8 47
Low motility 140 64 46
Medium motility 16 5 31
High motility 51 25 49

3.2 MEMTRACK PERFORMANCE IN COLLAGEN

We next evaluated the MEMTrack performance in the detection and tracking of bacteria in collagen.
(Figure 4, Video S2) shows the precision and recall values attained at each step of the pipeline for
the test datasets in collagen. The precision significantly increases after each of the filters of the False
Positive Pruner module with a trade-off in the recall. The Interpolated Tracker module further boosts
the recall, although at the cost of adding some FPs or a slight reduction in precision. Informed by
the physics of bacterial motion in collagen (Section 2.2.4), the Track Length Filter removes tracks
that are shorter than 60 frames and achieves a reasonable balance between precision and recall.

To determine MEMTracks ability to accurately describe the average speed of the bacterial popu-
lation, we compared the average speed of the GT bacteria 8.44-0.4 um/s with the tracked bacteria
9.7£0.6 um/s, as shown in Fig. SA. A t-test analysis did not indicate any statistically significant dif-
ference between the two groups; thus, MEMTrack is able to successfully track bacteria and ascertain
population-scale motility speed in the dense collagen environment.
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Figure 4: Precision and recall values at each step of the MEMTrack pipeline for the collagen test
data.
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Figure 5: (A) The average speed of the GT bacteria tracked by a human (blue) and the trajectories
produced by MEMTrack (pink), irrespective of their match to the GT in collagen (N = 224 for GT,
N = 153 for Tracked). (B) The average speed of the GT bacteria tracked by a human (blue) and the
trajectories produced by MEMTrack (pink), irrespective of their match to the GT in liquid medium
(N =65 for GT, N = 38 for Tracked).

3.3 MEMTRACK PERFORMANCE IN AQUEOUS ENVIRONMENT

Next, we set out to determine the applicability of our model, trained on collagen data, to other
media. We evaluated the performance of MEMTrack on bacteria motility data that was collected in
an aqueous medium (Video S3).

To determine MEMTracks ability to accurately describe the average speed of the bacterial popula-
tion, we compared the average speed of the GT bacteria, 17.64+1.7 um/s, with that of the tracked
bacteria, 22.9£2.4 um/s, as shown in Fig. 5B. A t-test analysis did not indicate any statistically sig-
nificant difference between the two groups; thus, MEMTrack is able to track bacteria successfully
and ascertain their population-scale motility speed in the aqueous environment as well.

3.4 COMPARING MEMTRACK WITH BASELINE MODELS

Lastly, we aimed to compare our approach with other existing methods as baselines. Due to the lack
of existing models for tracking micro/nano-scale objects in dense environments, we opted for the
two most commonly used tracking methods: (1) Trackmate Ershov et al. (2021), and (2) Mosaic-
Suite - Particle Tracker Sbalzarini & Koumoutsakos (2005). We chose these models because they
are user-friendly, open source, freely available on the widely used platform FIJI Schindelin et al.
(2012), and commonly used for micro/nano-scale object tracking. These tools also have the option
to use ML and semi-automated tracking features. Trackmate7 Ershov et al. (2021) uses a track-
ing algorithm based on the Linear Assignment Problem (LAP) tracker Fukai & Kawaguchi (2023),
which assigns objects to tracks based on their similarity. MosaicSuite - Particle Tracker Sbalzarini
& Koumoutsakos (2005) presents a feature point tracking algorithm that is self-initializing, discrim-
inates spurious detections, and can handle temporary occlusion as well as particle appearance and
disappearance from the image region.

We used all the predictions from the benchmark models and compared them against the GT data.
We then filtered out tracklets that have a minimum length of 60 frames in collagen and 30 frames in

Table 2: Comparison of MEMTrack performance in collagen against two benchmark models.

Tracking Post Track Length Filter (60)

Method

Precision Recall Precision Recall
Trackmate 0.43 0.20 0.45 0.17
MosaicSuite 0.03 0.94 0.07 0.71
MEMTrack (this work) — 0.74 0.55 0.77 0.48
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Table 3: Comparison of MEMTrack performance in liquid media against two benchmark models.

Tracking Post Track Length Filter (30)

Method

Precision Recall Precision Recall
Trackmate 0.84 0.39 0.83 0.37
MosaicSuite 0.27 0.94 0.39 0.86
MEMTrack -Max Precision 0.94 0.20 0.94 0.15
MEMTrack -Max F-1 Score  0.88 0.40 0.94 0.35

liquid. Results for the comparison of the MEMTrack model and the benchmark methods in collagen
and aqueous environments are reported in Tables 2 and 3, respectively.

Considering a Track Length Filter of 60 frames (or 1 sec), MEMTrack achieved a precision of 77%
precision and a recall of 48% in collagen (Table 2). In contrast, Trackmate had significantly lower
precision and recall values of 45% and 17%, respectively. MosaicSuite showed the highest recall at
71% but at the cost of a significantly lower precision of 7% (i.e., only 7% of tracks are TPs), making
its results unusable without extensive manual post-processing for filtering out the FPs. Overall, our
approach can provide significantly better precision than the benchmark methods with reasonably
high recall.

Table 3 compares the performance of the pre-trained (in collagen) MEMTrack with the same Track-
mare and MosaicSuite benchmark models in aqueous media. Consistent with the results in collagen,
MEMTrack performed better than both benchmark models with a precision of 94% and a recall of
15% on the maximum precision setting and a precision of 94%, and a recall of 35% on the maximum
F-1 score setting. Trackmate produced somewhat comparable results with a precision of 83% and a
recall of 37%. MosaicSuite’s precision for liquid data was 39%, which was significantly improved
compared to that of collagen data (7%); nonetheless, its significantly low precision necessitates man-
ual intervention to remove false positives. As expected, the application of the Track Length Filter
improved the precision in most cases and decreased the recall (Fig. 7). Altogether, these results
demonstrate that our model can be used to effectively track micro/nano-scale objects in liquid me-
dia without additional training. MEMTrack performance in liquid media can potentially be further
improved if we re-train models from scratch on liquid data instead of using the pre-trained Collagen
models.

4 CONCLUSION

In this work, we present MEMTrack, an automated pipeline for detecting and tracking microrobots in
dense and low-contrast environments, such as collagen. This is a particularly challenging problem
given the lack of visual features distinguishing the foreground objects from the background. Our
approach leverages synthetic motion features, the RetinaNet object detection model and a modified
SORT tracking algorithm with interpolation to achieve robust results against different background
media and with high precision. Our test results demonstrate that the proposed pipeline can robustly
substitute the tedious task of manually tracking microrobots for the prediction of population-scale
speed values. Moreover, we show the broader applicability of our method by using it to track
bacteria in liquid media. Our pipeline also has limitations that can be improved in future research.
For instance, instead of using the SORT tracking algorithm, which only uses the positions of detected
bacteria to perform tracking, deep learning-based tracking methods such as DeepSORT Wojke et al.
(2017) can be used in future extensions to take into account the visual features of detected bacteria
in every frame to perform tracking. Learning low-frequency motion patterns of bacteria from longer
periods can also be explored to enhance accuracy in tracking no and low-motility bacteria categories.
Finally, the tracking algorithm can be improved by including physics-based knowledge of bacteria
motion in varying environments to guide the Interpolated Tracker module.
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A SUPPLEMENTARY VIDEOS

All supplementary video are publicly available at this link: (https://doi.org/10.5281/
zenodo.10001477). This repository contains 3 videos as detailed below:

Video S1: Video shows the movement of representative bacterial biomotors from each of the four
motility subpopulations in collagen. Video slowed down by 2x

Video S2: Videos show ground truth annotation (red) by manual tracking and MEMTrack-enabled
automated detection and tracking of bacteria in collagen. All scale bars are 20 um and timestamp
indicates s:ms. Video slowed down by 2x

Video S3: Videos show ground truth annotation (red) by manual tracking and MEMTrack-enabled
automated detection and tracking of bacteria in aqueous media. All scale bars are 20 um and times-
tamp indicates s:ms. Video slowed down by 2x

B SUPPLEMENTARY FIGURES

Effective Diffusivity (um?/s)

Time (s)

Figure 6: Bacteria diffusivity in collagen plateaus after approximately 1s.

17



Preprint. Under Review.

10 0.94 591 10 MEMTrack (Ours)
e
083 82 *—x
08l * 083, 082, 082 n81 - 077
_ \*\:).66
o) 0.56 = Tk _057
@ 06 0524 g 06 A
o 0.464—* e
g 04 039, —* 04 37
T ' R, 230, 034, p3p
I Mosaic Suite DOS| 905
0.0 . . ' ' : 0.0 : . . | .
20 40 60 80 100 20 40 60 80 100
Track Length Filter (No. of Frames) Track Length Filter (No. of Frames)
10 10 MEMTrack (Ours)
0.94 0.95 093 - 0.86 [ Trackmate
0.83 0.82 082 0.81 P~ B Mosaic Suite
08 L S S S— — t— Y ST 08 \,9_77
e 066
& 0.56 = o 0.57
‘® 0.6 w*‘* - 8 0.6 \* -
o 0.464—* o
[} * o
Q04 fﬁ*/ 04 0.37 0.35 034
g == : #1035, i *,ﬁ*;\*i*O.SZ
02 MEMTrack (Ours) 02 018
[ Trackmate 0.14 0.1
B Mosaic Suite ’
0.0 : : . . . 00 . , : : !
20 40 60 80 100 20 40 60 80 100
Track Length Filter (No. of Frames) Track Length Filter (No. of Frames)

Figure 7: Effect of the Track Length Filter threshold on the precision and recall values for the liquid
dataset. The top row shows the results with max-precision criteria, and the bottom row shows the
results for max F1 criteria.
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