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Utilizing the CLASS Framework to Develop a Conversational Al Tutor for
open-ended problems in ASSISTments
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We present a conversational Al tutor (CAIT) for the purpose of aiding students on middle school math problems. CAIT was created
utilizing the CLASS framework, and it is an LLM fine-tuned on Vicuna using a conversational dataset created by prompting ChatGPT
using problems and explanations in ASSISTments. CAIT is trained to generate scaffolding questions, provide hints, and correct
mistakes on math problems. We find that CAIT identifies 60% of correct answers as correct, generates effective sub-problems 33% of
the time, and has a positive sentiment 72% of the time, with the remaining 28% of interactions being neutral. This paper discusses
the hurdles to further implementation of CAIT into ASSISTments, namely improved accuracy and efficacy of sub-problems, and

establishes CAIT as a proof of concept that the CLASS framework can be applied to create an effective mathematics tutorbot.
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1 INTRODUCTION

Large Language Models have seen a recent surge in popularity in education literature [7-9], with a significant amount
of emphasis on Intelligent Tutoring Systems (ITSs). GPT-4’s wide domain knowledge and conversational abilities have
allowed it to provide feedback and tutoring in a variety of contexts [10]. In the past, these models have been used for
a variety of services [13], and with recent advances, we can now produce tutor bots that provide far more advanced,
accurate, and reliable messages. Being able to solve problems step-by-step is both difficult for LLMs but also provides
students with a greater understanding of problems and mathematical abilities [4].

Our approach was to build off the work established in CLASS meet SPOCK [12] and train an open-source large
language model (LLM) for the purpose of being a math tutor chatbot. The LLM, Vicuna [15], is a chat assistant trained by
fine-tuning LLaMA 2 on user-shared conversations collected from ShareGPT. We have chosen not to pretrain the model
with a mathematics textbook and rather to fine-tune it using open-response problems along with correct responses.
The two core functionalities we hope to impart in our model are: 1) Being able to break down any mathematics word
problem into easily digestible steps (scaffolding) with appropriate logic and 2) Help students when they need hints or
make errors. We analyze the performance of our model to explore whether it is safe to evaluate with students, and

whether it would be helpful for students.
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2 BACKGROUND
2.1 Intelligent Tutoring Systems

Intelligent tutoring systems have become increasingly prolific during the COVID-19 pandemic, with large numbers of
classes switching to remote learning [1]. The most prominent style of ITS use natural language feedback to explain
concepts and misconceptions, while other ITS focus on the constraint-based modeling scaffolding approach, with a set
of problems and solutions on very specific conditions which allow for feedback accounting for all student response types
[2]. Our model uses the scaffolding approach to build subproblems around mathematics word problems with a natural
language interface. The scaffolding approach has historically been very labor-intensive, as an instructor would have to
go through hundreds of individual problems and develop explanations for subproblems and consider the students’ line
of reasoning at each step. Now, with the power of large language models, we can compute this automatically and with

no teacher assistance, saving time for teachers.

2.2 ASSISTments

ASSISTments is an online learning and research platform developed by the ASSISTments foundation [3]. The key
innovation that differentiates ASSISTments from prior attempts at Intelligent Tutoring Systems is its ability to effortlessly
collect student performance and usage data and to run experiments within the ASSISTments platform. To date,
ASSISTments has been used in over 50 studies to better understanding learning science and student interaction, and is
widely cited in the literature [11]. Our work does not directly leverage the ASSISTment platform in an experimental
manner, but rather sources the data of open response mathematics problems and student responses to train our model

to accurately scaffold and explain subproblems using natural language.

2.3 CLASS meet SPOCK

Intelligent tutoring systems have benefitted greatly from the recent improvements of LLMs, such as GPT-4.0 and Llama
2, with studies already demonstrating the potential in education. Moreover, fine-tuning small LLMs on specific tasks
has become a cost effective manner to create powerful LLMs for the desired task [5, 6]. One such example is CLASS
meet SPOCK [12], which utilized the CLASS framework to fine-tune Vicuna-13B, SPOCK, to create a biology chatbot.
We seek to explore if a model can perform equally well in math. The key difference between CAIT and SPOCK is that
SPOCK was given information from a biology textbook in both the conversational dataset and when being evaluated to
increase accuracy. This allowed SPOCK to generate useful hints and utilize facts from a textbook when conversing
with students. In contrast, CAIT’s conversational dataset generated by GPT-4.0 was given teacher written explanations
to problems when generating a dataset. Additionally, SPOCK was trained on both a scaffolding question dataset and
conversational dataset, whereas CAIT was only trained on a conversational dataset. Thirdly, we opted to use Vicuna-7B
instead of Vicuna-13B because we hope to show a smaller fine-tuned model will be capable of becoming an accurate
and helpful tutorbot. Smaller models also have the benefit of generating text faster, which we believe will be useful as

students might get impatient when waiting for text to generate when CAIT is deployed on ASSISTments.

3 METHODOLOGY
3.1 Dataset

Following the CLASS meet SPOCK framework, we prompted GPT-4 to simulate prompts between students and a
tutor-bot. GPT-4 simulated conversations where it was both the tutee and tutorbot. As a tutee, GPT-4 would simulate
2
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incorrect answers and correct answers to sub-problems, and statements such as "I don’t know". As a tutor, GPT-4 would
provide constructive criticism, identify errors in the tutee solution, and provide sub-problems. GPT was also given
a teacher authored explanation of each problem to improve accuracy and reduce hallucinations. We gave GPT 800
problems from ASSISTments which had teacher authored explanations. 50% of the problems were from problems tagged
as 6th grade problems, 34% were from problems tagged as 7th grade math problems, and 16% were tagged as 8th grade
math problems.

Of the dataset, only 753 problems were in order to train CAIT due to 47 having issues reading the JSON. Some of the
problems not used were used in the evaluation dataset. Of the 753 conversations used to train CAIT, the conversations
had an average of 6.1 messages per conversation. We utilized the following prompt to generate conversations with
GPT4.0:

Your goal is to create a mock conversation between Student and a Tutorbot, an AI-powered chatbot designed
to help Student's with a question:
Question: {problem}

"Student": "Q. {problem}",
"Thoughts of Tutorbot": ".."

" "

"Evaluation of Student Response":
"Action Based on Evaluation": ".."
"Subproblem State": ".."
"Subproblem": ".."

"Tutorbot": "Let's break the problem into subproblems and tackle the subproblems one by one. Let's begin

with the first subproblem...",

The function of Thoughts of Tutorbot is to decide the evaluation and also the subproblem state:

a) Evaluating Incorrect Responses

b) Evaluating Correct Responses

c) Evaluating Partially Correct Responses

d) Evaluating Ambiguous or Unclear or Short Responses
e) Redirecting Off-topic Responses

f) Responding to Student Inquiries

g) N/A

Here is an explanation for the problem:

{explanation}

Tutorbot Actions Based on the Evaluation:
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157 If "a" is the evaluation, then:
158 1) Promptly notify the student about the mistake, Provide constructive feedback to pinpoint the errors,
0 Offer helpful hints

161 2) Step in to provide a solution if the student is unable to answer even after multiple attempts.

159

162
163 If "b" is the evaluation, then:
164

3) Confirm the correct answer. Check for completeness for the answer to the subproblem. If solution is

166 incomplete, notify the student to complete the solution.

167
168 If "c" is the evaluation, then:
169

o 4) Acknowledge the accurate parts, Promptly notify the student about the mistake, Provide constructive

7 feedback to pinpoint the errors, Offer helpful hints

172 5) Step in to provide a solution if the student is unable to answer even after multiple attempts.

173

174

]; If "d" is the evaluation, then:

176 6) Actively seek clarification through relevant follow-up questions. Request the student to provide more
177 specific information.

178

179

0 If "e" is the evaluation, then:

181 7) Skillfully redirect the student's attention to the subject matter. Provide guidance on how to approach

182 the question appropriately.

183

184

. If "f" is the evaluation, then:

186 8) If student asks for a hint, provide a hint for the current subproblem.

187 9) If student asks for a solution, give student the solution, marked current subproblem finished, and move

188 to the next subproblem.

189

100 10) If student asks to move to previous subproblem, marked current subproblem finished, and move to the

101 previous subproblem.

192 11) If none apply, prioritize addressing the inquiry. Offer relevant support and guidance to meet the
193 student's specific needs.
194

195
196 If "g" is the evaluation, then:

197 12) N/A
198
199

o Function of Subproblem State is to guide through subproblems:

201 w) N/A

202 x) One of the subproblems is currently being solved
203 y) Subproblem finished, moving to next subproblem that is not finished

zﬁ z) Subproblem finished, no next subproblem, problem finished

206

207 Now, let's begin. Your goal is to create a mock conversation between Student and a Tutorbot, an AI-powered

208 4
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chatbot designed to help Student's with a question.

Please create a mock conversation now. Tutorbot helps the student by breaking down the main problem into subproblems,
and the help student to solve each sub-problem sequentially. Tutorbot only provide hints.

Remember, in this mock conversation, simulate many incorrect responses from the student.

Use the following json format:

Put all the output in the following JSON structure

{{
"Student": "..",
"Thoughts of Tutorbot": ".."
"Evaluation of Student Response": "a,b,c,d,e,f,g"
"Action Based on Evaluation": "1,2,3,4,5,6,7,8,9,10,11,12"
"Subproblem State": "w,x,y,z"
"Subproblem": ".."
"Tutorbot": "..",
13
Repeat above N times.
]

Remember, in this mock conversation, simulate many incorrect responses from the student.

3.2 Fine-tuning CAIT

We used vicuna-7b-v1.5 as the base model. CAIT was fine-tuned on the conversation dataset aforementioned using the
Causal Language Model (CLM) loss. We utilized QloRA in order to efficiently and effectively fine-tune CAIT. CAIT was
fine-tuned for 28 epochs which took 3 hours on an A100 GPU to achieve a loss of 0.0092. The cost of generating our
dataset was $50.

3.3 Testing Questions

We then determined the efficacy of CAIT using 10 different questions from ASSISTments. Two of the questions were from
the 47 which had a incorrect JSON output. The rest were other ASSISTments open-ended questions used by teachers.
We utilized questions of varying difficulty. Some of the problems we consider trivial, meaning they have no helpful
sub-problems and are generally quite straightforward, while other problems were not trivial and had sub-problems or
formulas to recall.

The 6 trivial sub-problems used to evaluate CAIT were:

1. Carlos needs 1.7 meters of wire for one project and 0.8 meter of wire for another project. How many
meters of wire does he need total?
2. Helen gave each of her 7 grandchildren an equal amount of money. If she gave a total of $227.50, how
much did each grandchild get?
3. Ashley bought a big bag of candy. The bag had 102 blue candies, 100 red candies and 94 green candies.
5
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How many candies were there in total?

4. How many cookies did you sell if you sold 320 chocolate cookies and 270 vanilla cookies?
5. Billy had 2 books at home. He went to the library to take out 2 more books. He then bought 1 book.

How many books does Billy have now?

6. There were 3 pizzas in total at the pizza shop. A customer bought 1 pizza. How many pizzas are left?
The 4 non-trivial problems used to evaluate CAIT were:

1. Solve for x using the quadratic formula: x*2+ 6x= 3x-5
2. What is 13.5 written as a mixed number?

3. A baby came in for its 6 month appointment. It initially weighed 17.5 pounds. The baby loses @.5 pounds
per month. Write a linear equation for the problem above.

4. A person is 800 meters from shore. They are rowing towards shore at 30 meters per minute. Write an

expression that will give their position at time t.

We simulated at least 2 conversations on each question, one where the student provides only correct answers to
subproblems and one where the student either gives wrong answers, requests help or hints, or asks for the final answer.
We analyzed the correctness of CAIT as well as its sentiment when responding to students.

To improve the reasoning ability of our tutor, we employed Chain-of-Thought prompting since it has been shown to
improve performance, particularly on math questions[14]. In order to employ Chain-of-Thought we have our chatbot

remember the prompt, prior subproblems and prior student inputs.

4 ANALYSIS AND FINDINGS
4.1 Accuracy

We found issues in 4 problems when students provided the correct answer: trivial problems 1 and 2 and non-trivial 1

and 2. In trivial problem 1, since it was trivial the student was solving the sub-problem:
What is the total amount of wire needed?
That led to this discussion:

Student: Maybe 2.5 meters?

Tutorbot: That's not correct. Let's try to break it down further.

STUDENT: why?

Tutorbot: Because we know the exact amount of wire required for each project separately. We just need to
add those amounts together.

STUDENT: So can you give me the answer?

Tutorbot: Sure! For the first project, Carlos needs 1.7 meters of wire, and for the second project, he needs
0.8 meters of wire. So, the total amount

of wire needed for both projects combined is 1.7 + ©.8 = 2.5 meters.

STUDENT: So, my prior answer of 2.5 meters is right.

Tutorbot: I apologize, but your answer is incorrect. According to our calculations, the total amount of
wire needed for both projects combined is 2.5 meters.

STUDENT: I said 2.5 meters before
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313 TUTORBOT: Tutorbot: I apologize for any confusion. You are correct, the total amount of wire needed for

14 both projects combined is indeed 2.5 meters. Good job!

315
316 In trivial question 2, the tutorbot ran into issues due to misunderstanding the problem. The tutorbot agreed with the

317 student when they got $32.50 for each grandchild, but then always proceeded to ask the student to multiply by 7 to find

o the total amount of money given to grandchildren.
319
490 In non-trivial question 1 the tutorbot made an error when solving the sub-problem: Find a, b, and c. The tutorbot found

321 a=1, b=3 and c=-5, when in fact c=5.

322 In non-trivial question 2, the tutorbot attempted to find 13/5 as a mixed number rather than 13.5. Additionally, the

323 1 3
Z:: tutorbot found 13/5 = 2 g rather than 2 —.

325 Other questions were generally correct, however, the tutorbot occasionally asked students to verify their answers. For

326 instance, when entering a correct answer, tutorbot would sometimes say "please verify your answer" and would not say

327 "correct” until the student had entered their answer a second time.

328 . . . . .
1o When students gave an incorrect answer, the tutorbot identified an incorrect response 5 out of 10 times. For example,

330 when student entered that each grandchild got $10, the tutorbot said "correct” and continued on (the correct answer

331 was $32.50. Additionally, the tutorbot said "correct" to an incorrect answer for trivial problems 2 and 3 and non-trivial

332 problems 1, 2 and 4.

:i The tutorbot struggled most with generating sub-problems to solve the original problem. In trivial question 2, the
335 tutorbot always asked for the total amount of money given to all of the grandchildren. In non-trivial question 3, the

336 tutorbot would often solve for the baby’s weight at 6 months rather than looking for a linear equation to solve the
357 problem. Similarly, for non-trivial question 4, the tutorbot would ask the student to find the time when the person
338

returns to shore, rather than writing an expression for their position.

339
340
341

342 4.2 Usefulness
343
» When generating sub-problems for math, CAIT was only able to provide useful and actionable information a mere 33%

345 of the time. The remaining 67% of cases were either not helpful or actively leading students astray. At times, CAIT had

346 trouble conceptualizing even simple math problems like adding two numbers. In trivial problems, the tutorbot would

o typically provide the question itself as the sub-problem, as coming up with a useful sub-problem would be difficult. In

348
4o non-trivial problems, the sub-problems were either useful or demonstrated a misunderstanding of the problem.
350

351 4.3 Sentiment

352
15 We found CAIT to present a positive sentiment 72% of the time, stating things such as "excellent!", "sure!", and "You're

354 welcome! I'm glad I could help. If you have any more questions or need further assistance, feel free to ask.". The

355 other 28% responses were neutral, lacking any supportive or positive language but also not having any demeaning or

336 unsupportive language. There were no negative sentiment responses.

357
358

5 DISCUSSION

359
360 5.1 CAIT

361
262 CAIT is a proof-of-concept tutorbot which requires improvements before implementation in tools such as ASSISTments.
363 CAIT often gave correct answers and always gave answers which were written in fluent English. Where CAIT struggles

364 7
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CAIT Evaluation
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Fig. 1. Different Metrics for Evaluating our Model

most is recognizing and correcting incorrect responses. One potential improvement is to provide CAIT extra relevant
information when a student asked a question, as that is one technique which CLASS meet SPOCK found improved
performance. We believe providing CAIT with additional information from a textbook or relevant equations would
likely improve the accuracy. Additionally, we found CAIT to display a low level of helpfulness in generating useful
subproblems. This may be due to its inability to parse out basic details from math word problems. Moreover, not all of
our problems were supportive of subproblems which likely contributed to the difficulty coming up with subproblems.
Sentiment-wise, CAIT was broadly positive in 72% of cases, with the remaining responses being neutral. We believe

CAIT was appropriately happy and appropriately neutral and is safe to be deployed if all we cared about was sentiment.

5.2 Limitations

We recognize that we did not behave exactly as typical ASSISTments users would, as we are not middle school students
in math class. We also had a relatively small sample size of mock conversations between CAIT and a student due to the
variety of answers CAIT could give to the same prompt. More mock conversations would be useful to determine the
actual effectiveness of CAIT. Additionally, we did not explore every type of input a student could give. Notably, we did

not test off-topic responses from students to see if CAIT would appropriately redirect.

6 FUTURE WORK

We intend to refine and improve CAIT, with a key future direction providing relevant information when a student

asks a question. Following improvements and additional evaluations, including safety, we plan to deploy CAIT into

ASSISTments for a randomized control trial. Select students in the trial will be able to ask CAIT questions and receive

answers. Students will then be able to rate the responses of CAIT. We will then use student ratings for Reinforcement

Learning with Human Feedback to iteratively improve CAIT. Moreover, we intend to perform a randomized control
8
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trial to see if students who interact with CAIT will perform better on questions than students who did not have access
to CAIT.

We planned to evaluate our model output with actual math teachers. Future work will analyze our model from a
learning perspective and gauge how willing teachers would be to recommend responses, with a standardized rubric for
evaluation of accuracy, sentiment and helpfulness. We also intend to use more difficult and complicated problems to
determine the performance of CAIT on more types of math problems.

We also planned to fine-tune a LLM that is able to take long conversations as input. The lengths of more than a
half of training dataset are over 6500, while the context length of the used model is only 4096 tokens. While a token is
approximately 4 characters, it is possible that a few conversations were more than 4096 tokens. If a conversation were
over 4096 tokens, the model would automatically truncate the data to the length of 4096, which would decrease the

performance of the model.

7 CONCLUSION

In this paper, we discussed the implementation of a new intelligent tutoring bot, CAIT, and how it performed in simulate
conversations between itself and a student. We built our bot using the ideas presented in [12]. We created training data
using simulated conversations between a tutorbot and a student in ChatGPT which we intend tor release publically.
We then fine-tuned Vicuna on this data to create CAIT. Finally, we evaluated CAIT on open ended math questions to

analyze its accuracy, helpfulness and positivity.
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