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Abstract

Given the heightened global awareness and attention to the
negative externalities of plastics use, many state and local
governments are considering legislation that will limit single-
use plastics for consumers and retailers under extended pro-
ducer responsibility laws. Considering the growing momen-
tum of these single-use plastics regulations globally, there is
a need for reliable and cost-effective measures of the public
response to this rulemaking for inference and prediction. Au-
tomated computational approaches such as generative Al
could enable real-time discovery of consumer preferences for
regulations but have yet to see broad adoption in this domain
due to concerns about evaluation costs and reliability across
large-scale social data. In this study, we leveraged the zero
and few-shot learning capabilities of GPT-4 to classify public
sentiment towards regulations with increasing complexity in
expert prompting. With a zero-shot approach, we achieved a
92% F1 score (s.d. 1%) and 91% accuracy (s.d. 1%), which
resulted in three orders of magnitude lower research evalua-
tion cost at 0.138 pennies per observation. We then use this
model to analyze 5,132 tweets related to the policy process
of the California SB-54 bill, which mandates user fees and
limits plastic packaging. The policy study reveals a 12.4%
increase in opposing public sentiment immediately after the
bill was enacted with no significant changes earlier in the pol-
icy process. These findings shed light on the dynamics of
public engagement with lower cost models for research eval-
uation. We find that public opposition to single-use plastics
regulations becomes evident in social data only when a bill is
effectively enacted.

Introduction

Policies targeting single-use plastics in the US and EU have
increased in recent years due to concerns about plastic pol-
lution and environmental impacts (Jebe 2022; Bachmann et
al. 2023; Milbrandt et al. 2022; Xanthos and Walker 2017,
Jambeck 2015). Climate change and plastics pollution pol-
icy are invariably linked, as currently 3.4% of global green-
house gas (GHG) emissions are related to fossil fuel produc-
tion and conversion in the plastics lifecycle. These emis-
sions are projected to more than double by 2060, reaching
an estimated 4.3 billion tons globally (OECD 2023). Reduc-
ing or recycling plastics reduces emissions by lowering the

demand for primary plastics raw materials and increasing
post-consumer recovery. In recent years, social movements
around ocean microplastics and climate change have led to
a wave of many US states enacting laws regulating single-
use plastics under extended producer responsibility laws.
These include plastics used in primary packaging, carryout
bags, food service containers, plastic straws and other pack-
aging materials, which have leaked into the environment
and aquatic ecosystems due to inadequate disposal and man-
agement (Elliott, Gillie, and Thomson 2020; Xanthos and
Walker 2017; Barnosky, Delmas, and Huysentruyt 2019). In
response, social media has become a stage for supporters
and opponents of these regulations to express their opinions,
and even engage in the policy process (Mavrodieva et al.
2019; Anderson 2017; Pathak, Henry, and Volkova 2017).

Investigations of citizen engagement and participation on
social media is a broad area of research in computational
social science (Salganik, 2019; Loader, Vromen, and Xenos
2014; Siyam, Algaryouti, and Abdallah 2020; Asensio et al.
2020; Tan, Cui, and Xi 2021). Platforms such as Twitter,
now called X, and competing social platforms have facili-
tated the study of how individuals or organizations engage
with their communities and participate in online discussions
and make it easy for users to increase political and social
participation. We examine whether Al-augmented analysis
of this user data could be used to make broader inferences
about policy preferences, based on the content of user shared
information. However, reliably detecting large-scale sup-
port or opposition to single-use plastics regulations has been
a difficult task, as current methods depend heavily on slow
and costly government surveys or opinion polls for policy
feedback. Additionally, prevailing survey-based approaches
require human-intensive data curation and analysis, which
can also be subject to measurement challenges related to
hindsight, recency and other biases that can limit real-time
analyses.

Recent advancements in generative Al models, which are
capable of augmenting or even replacing human
crowdsourcing in specific contexts, could allow us to under-
stand the dynamics of public response to climate regulations



at lower cost, offering insights from citizen data at a large-
scale and in near-real time (Boussioux et al. 2023; Chung et.
al 2022). Large language models (LLMs) like OpenAl's
GPT-4 (OpenAl 2023) have demonstrated zero shot learn-
ing capabilities with the potential to scale, adapt, and per-
form a wide range of natural language processing tasks with
reduced need for extensive and costly expert human-anno-
tated data (Christiano et al. 2017; Ouyang et al. 2022, Zhao
2023, Dillion 2023). However, zero-shot classification of
policy preferences with attributes or contextual descriptions
from the public discourse on plastics regulations, often re-
quires nuance understanding and social cues that have been
hard to generalize. For example, a user writes: “LA plastic
bag ban is like an anorexic putting on make-up ~ a pretense
of a modicum of control while ignoring the pink elephant in
the room”. To fully understand how this statement reflects
the user’s stance on the regulation, whether in favor or op-
position, one must have additional knowledge about the so-
cial context and idioms. This usually requires human exper-
tise on the social context which goes beyond literal or key-
word-based discovery. In this study, we investigate whether
large pre-trained generative Al models can be used to meas-
ure public stated support or opposition towards single-use
plastics regulations and policies. We investigate GPT-4 zero
and few-shot learning capabilities with varying degrees of
complexity in expert prompting to analyze its domain per-
formance in climate change and environmental public dis-
course tailored to classification of single-use plastics poli-
cies.

Data and Methodology

We used the Twitter Academic API to retrieve relevant
tweets related to single-use plastics regulations. To maintain
a broad search, we did not restrict the tweets by geo-tagged
locations (Malik et al. 2015) but included English language
tweets, published from January 1% 2010 until October 31%
2023. Because the term ‘plastics’ can be used in a variety of
contexts other than policy or regulations concerning single-
use plastics, we implemented a Boolean search for the ex-
pression “plastic bag” with either the words “ban,” “tax,”
“levy,” or “fee” and collected a set of 1,457,420 tweets. We
then removed duplicate tweets which resulted in a subset of
1,049,062 tweets. To build decision rules for classification,
we developed guidelines that characterize behavioral intent
of the user to construct different categories of tweets being
favorable, opposing or neutral to single-use plastics regula-
tion. In the next section we describe the human annotation
experiments that served to build the ground truth for classi-
fication.

Human Experiments

A total of five human annotation experiments were con-
ducted between September 2022 and April 2023 under Ap-
proved Institutional Review Board (IRB) Protocol Number
H22242. Six annotators were divided into two groups and in
each experiment, a training session was provided with
guidelines for classifying the randomly selected tweets on
single-use plastics policies. This was followed by an anno-
tation session in which annotators classified a total of 400
tweets. Out of these 50 are ground truths, which were used
to determine interrater agreement amongst annotators.
Tweets were classified in one of three different labels: (1)
favor, (2) oppose, or (3) neutral.

A “favor” label is defined as a tweet that advocates or
shows support for plastic regulations, both from a first per-
son or third person perspective or indicates favorable out-
comes as a result of plastic regulations. For example, a user
advocates: “Plastic bags are choking our marine life. Tell
Environment Ministers to #banthebag now!
https://t.co/RcVz8AINBD via.” A less common occurrence
is in the form of a double negative. For example, a user
shares: “Bette Midler Blasts Plastic Bag Ban Collapse in Ca-
lif. http://t.co/eVSyAdnmTT via @BreitbartNews,” which
is classified as favor.

A “neutral” label is defined as a tweet that provides infor-
mation about the occurrence of a plastic policy or what it
entails without additional affirming or dissenting commen-
tary towards plastic regulations. A user shares: “NEW DE-
TAILS: Proposed Plastic Bag Ban Bill
http://t.co/CdjP2FSE.” This tweet contains a news update of
what a plastic bag ban entails with no opinionated reactions.
Neutral tweets can also appear in the form of a question. For
example, a user writes: “Have you heard about the plastic
bag ban in Bali? https://t.co/jbVwWKyPJQL.”

Finally, a tweet is labeled “oppose” if it has commentary
that advocates against plastic regulations from a first person
or third person perspective or indicates adverse outcomes.
One user shares: “Texas retailers sue city of Austin over
plastic bag ban: http://t.co/AcpKVZryVA.” Describing le-
gal opposition from a third party against plastic regulations
warrants this classification. Not as common, oppose tweets
can be in favor of a plastic bag ban or plastic regulations but
criticize its current execution. For example, a user writes:

@user @user That's the point, the tax is not substantial
enough to deter plastic bag usage, but calculated to
seem like only a minor inconvenience\n\nFor every 1
million bags sold they make $100K, on top of the CA
sales tax, which are as high as 10%...\n\nBut u a yang
fan, so ur dumb, its OK
After screening tweets to learn about user patterns of
communication regarding plastics regulation, a typology
was developed with decision nodes for annotators with rep-
resentative descriptions (Appendix B). A decision tree was


http://t.co/AcpKVZryVA.

developed and made available at each experiment to serve
as a guide to the annotators for classifying tweets. The most
commonly occurring tweets express an opinion on plastic
regulations through affirming or dissenting verbiage and the
rarest node are tweets structured as a double negative. We
provided the distribution of representative tweets by deci-
sion node in Appendix C. Through our internal experiments,
every tweet sampled could be classified in exactly one of the
existing nodes. The ground-truth decision tree provided to
the annotators to classify tweets, followed a structured and
hierarchical process to help the annotators to make decisions
regarding the label for a specific tweet. In each node, the
annotator must decide if the tweet still fits on that tree path
leading to a specific label. The nodes account for edge cases,
such as whether a user is in favor of banning plastic bags but
takes issue with how current policies are being executed.

In all human experiments, conducted in-person or virtu-
ally, annotators were provided with a review from prior ses-
sions along with the decision tree and corresponding exam-
ples as a refresher to allow for the continuous learning and
improvement on tweet classification. After providing di-
rected examples in each annotation session, we held a series
of short debriefings to ensure common understanding
amongst both groups. Each annotator group received a
unique set of tweets to work within their respective groups
on the classification. After each experiment, the interrater
agreement was calculated.

The interrater agreement is assessed using Cohen's Kappa
coefficient, a statistical measure designed to compute the re-
liability of agreement among annotators. The Cohen's
Kappa coefficient quantifies the agreement between raters
while considering the possibility of agreement occurring by
chance alone. We interpret a value of 0 as complete disa-
greement beyond what would be expected by chance, while
a value of 1 indicates perfect or complete agreement. The
formula for Cohen’s Kappa is provided below:

_ Py — Pg)
(1-Pg)
where P, is the actual observed agreement and Pg the chance
agreement. In the case of our study, we have:

Pz = P(favor) + P(oppose) + P(neutral)

where P(favor) is the probability that the annotators would
randomly both say “favor” to a given tweet, while
P(oppose) is the probability to “oppose” and P(neutral)
to “neutral”. As the experiments advanced, it became evi-
dent that annotators exhibited a learning curve concerning
their agreement on tweets classification as observed in Fig
1.
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Fig 1. Interrater Agreement per Experiment

It is possible to observe the interrater agreement score in-
creasing after each experiment. After five annotation ses-
sions, the annotators achieved perfect agreement, which
translated into a Cohen’s Kappa score of 1. In this way we
ensure that the human annotated data used for testing and
validation were of high-quality.

ChatGPT-4 Prompt Engineering

The OpenAl GPT-3 and GPT-4 language models were em-
ployed to classify tweets about plastics reduction policies
between three different labels: favor (1), oppose (2), or neu-
tral (3). The data comprised of 50 ground truths tweets from
the original sample of tweets that were collected, and each
run was conducted over 10 replications. We tested both
zero-shot and few-shot learning capabilities of GPT-4 and
GPT-3, to allow for a fair comparison in performance be-
tween these two Generative Al models. While we utilized
the same main prompt for all the runs, some additional
prompts were included in some runs to allow for proper
analysis of performance. Run 1 is considered the baseline
model as it only utilizes the main prompt, we rely on the
Al’s pre-trained understanding of “favor”, “oppose” and
“neutral” with respect to plastics regulation. The chain-of-
thought prompting included combinations of label defini-
tions, context explanations and examples in order to be able
to isolate the relative performance of the prompting. Exam-
ples of tweets were provided for the few-shot runs, while for
the zero-shot runs no examples of tweets were provided.
The main dialogue prompt for every run was: "I will input
tweets about plastics reduction policies. Classify them in
one word: favor (1), oppose (2), neutral (3)". Next, we de-
scribe the label definitions and context explanations.

Label definitions

For the “favor” label:

“These tweets will be supportive of plastic regulations
and policies. They might discuss favorable outcomes



because of such regulations, talk about someone else or
an organization supporting these regulations, or show
support for a potential plastic regulation.”

And for the “oppose” label:

“These tweets will show opposition to plastic regula-
tions or policies. They might criticize a specific policy,
discuss someone else or an organization being against
these regulations, or point out negative outcomes due
to such regulations.”

And for the “neutral” label:

“Neither favor nor oppose plastic regulations, this in-
cludes tweets in which people might just share infor-
mation about regulation timelines or other general
questions on these policies.”

Context explanations

We included context explanations to define boundary con-
ditions for each representative label to avoid commonly mis-
classified examples. These were developed following the
ground-truth decision tree. For example, a user writes “Can-
ada’s ban on harmful single-use plastic starts taking effect
today. We CAN eliminate #plasticpollution by 2030.
#COP15.” The context explanation provided in the prompt
for this tweet classified as “favor” would be:

“Although this is talking about when a plastic regula-
tion begins, warranting a 3 (neutral) classification, this
tweet is classified as 1 (favor) because of the adjective
‘harmful’ being used to describe single-use plastics.
The use of this adjective indicates that the user believes
plastics are not good for the environment, which means
they are favorable towards plastic regulations.”
In another instance, a user writes: “Grocery shopping was
an enjoyable errand before the plastic bag ban.” Similarly,
the context explanation clarifies that this tweet expresses op-
position towards the plastic bag ban with an ironic tone de-
spite the use of positive words or phrases. Neutral classifi-
cations also can require context explanations. For example:
“New York State Plastic Bag Ban starts March 1, 2020
https://bit.ly/30cx716The.” The context explanation pro-
vided was:

“This is an example of a Tweet with classification neu-
tral because it is informational and does not use affirm-
ing or opposing jargon. It is simply spreading infor-
mation on when a plastic bag ban begins.”
In the next section, we present the results on the chain-of-
thought experiments that allowed us to evaluate the relative
performance of the generative Al with varying levels of ex-
pert prompting.

Analysis and Discussion

We first explored the zero-shot learning capabilities of gen-
erative Al without including any tweet examples, label def-
initions or context explanations. The results for both GPT-3
and GPT-4 are presented in Table 1 and also in Appendix A.
The baseline model produced an accuracy of 0.80 (0.01) and
an F1 Score of 0.77 (0.02), which is remarkable as in dozen
of previous domain-specific or general-purpose systems, the
performance for sentiment classification does not achieve
comparable accuracy, commonly staying within the range of
0.65 and 0.70 (Giachanou and Crestani 2016; Zimbra et al.
2018). In domains such as climate change and environmen-
tal regulations, there is a growing interest in understanding
citizen engagement through social media (Pathak, Henry,
and Volkova 2017).

In the zero-shot learning capability, the inclusion of label
definitions in the prompt as in Run 2, observes a significant
improvement in accuracy of 0.92 (0.01) and F1 score of 0.91
(0.01) in comparison to the baseline. In the few-shot learn-
ing capability, we experimented with variations of prompts,
and the performance of the model remained consistently su-
perior to that of the baseline. In all the experiments, GPT-4
achieved a higher performance than GPT-3, and thus, it is
the model chosen to be leveraged for the policy case study.



Tweet Label Context

o . Accuracy F1 Score Precision Recall
examples definitions explanations

Models Experiment

Zero-shot
GPT4  Runl No No No (8:3(1)) (g:gg) (g:gg) (8:(7)3)
GPT3  Runl No No No (8@) (8231) (g:gg) (8:(7)5)
GPT4  Run2 No Yes No (813%) (8231) (g:g}) (8:(9)?)
GPT3  Run2 No Yes No (8:3411) ((%}) (3133) (8:35)
Few-shot
GPT4  Run3 Yes No No (gig;) (g:(g)g) (3133) (gigg)
GPT3  Run3 Yes No No (8:(7);) (g:gg) (3:3(2)) (gigg)
GPT4  Run4 Yes No No (81?)?) ((0):?)213) (g:g?) (823(1))
GPT3  Run4 Yes No No (813421) (8235) (g:gg) (823;)
GPT4  Run5 Yes Yes Yes (8:241‘) (g:g‘f) (8:(8)?) (8:23)
s Voo ves Ves 073 071 072 0.0

(0.02)  (0.02)  (0.02) (0.02)

Table 1: Prompt engineering results for few- and zero-shot learning for GPT3 (text-davinci-003) and GPT4 (gpt4-0314)

We collected a specific set of 5,132 tweets focused on the
timeline of the SB-54, out of which, 2,412 tweets were re-
lated to the enactment period. We evaluated the opposition
towards SB-54 across social media over time with a window

(SB-34). SB-54.a'1r.ns to prevent plastic pollutloq and en- of periods of 6 months before and after Jun 30, 2022. We
courage responsibility among producers. The goal is to have classified the enactment related tweets in a zero-shot learn-

0 . o
11)0023’3(;0 packa;gm'g m Cka hftorms rezzczclablz or cor]npgszablel:o ing and “label definitions” approach as described in the pre-
y v cutp astlc' packaging by > 4” andrecycle ,5 /00 vious section. To better understand the opposition to SB-54
all single-use plastic packaging (California Legislative In- and to draw inference on public perception on plastics reg-
formation, 2022). The policy process in California com- . . . L )
L . . ulations, we adopted a regression discontinuity design
menced in December of 2020 when the bill was introduced (RDD) for time to event outcomes (Thistlethwaite and
in the Senate. Over a two-year period, the bill was refined Campbell 1960; Gelman and Imbens 2019). Since the
and reviewed and ultimately enacted in June of 2022. The ’ ’
policy process and dates are presented in Figure 2.

Policy Case Study

We leveraged GPT-4 model for sentiment classification to
evaluate public’s perception on California Senate Bill 54

choice of bandwidth can quantitively affect the estimates,
we used the Imbens-Kalyanaraman method to automatically
find the optimal bandwidth using the expected-squared-er-
i i s co G ror-loss criterion and selected several values at or below the
Senate Senate Assembly optimal bandwidth (Imbens and Kalyanaraman 2012). This
O | event study approach is appropriate as treatment assignment
Dec 07, 2020 Jan 24, 2022 Jan 20, 2022 Jun 30%, 2022 is measured and determined by the enactment of SB-54 in

Figure 2: SB-54 dates



% of oppose

the state of California. We present the results of the opposi-
tion to SB-54 in a daily aggregation in Figure 3 and the event
study RDD estimates in Table 2.

Following the SB-54 enactment, opposition observes a
significant increase of 12.4%. This also suggests that en-
gagement and participation during the policy process may
be limited or not readily evident through tweets activity. We
find that this approach allows for the monitoring of social
movements and engagement in real-time which can provide
valuable insights to policymakers.

SB-54 % of Oppose

404

l-w

177 178 179 180 181 182 183 184 185
Days of the year

Figure 3: SB-54 Opposition Over Time in Days Surround-
ing the Enactment of the Bill

Bandwidth Estimate p-value
12.424 .

5.0 (2.290) 0.000
12.546 .

2.5 (0.281) 0.000

Note: The dependent variable is percentage of opposing tweets ag-
gregated daily. Robust standard errors in parenthesis.
Significant to * p<.05 ** p<.01 *** p<.001.

Table 2: RDD Estimates for SB-54 Opposition Over Time
in Days Surrounding the Enactment of the Bill

To evaluate potential reductions in research evaluation
costs, we compared the relative cost of human expert anno-
tation to an Al-driven approach for classifying user tweets
related to the SB54 policy experiment. Assuming that each
annotator is paid at least minimum wage ($7.25 is currently
the federal minimum) and an individual expert can annotate
100 tweets per hour, in the case of human annotators, it
would cost $362.50 for 5,000 tweets per annotator in the
policy experiment; and $76,057 per annotator for tweets in
the total dataset of 1,049,062 tweets. Annotation occurs in
groups of 6 individuals, resulting in a total cost of $2,175
for the policy experiment and $456,341.97 for the total da-
taset. This does not account for coordination time and cost

to administer the research. In contrast, the Al-driven ap-
proach would cost $6.90 for the policy case and $1,447.7 for
the total dataset of tweets (currently approximately $.06 per
1000 prompt tokens for prediction in a zero-shot approach
and an average of 23 tokens per tweet), making it signifi-
cantly more cost-effective than relying on human experts
alone.

Closing

This study presented an approach to real-time monitoring of
public perception towards single-use plastics regulations
and policies on social media. Through a variety of expert
prompting strategies with minimal fine-tuning, we achieved
high performance with GPT-4 in this domain. This study
demonstrates that generative Al models with zero-shot
learning may be readily deployed as an input for subsequent
analysis in a variety of causal inference and prediction set-
tings to track public responses to policy processes in near
real-time, and at relatively lower cost. We demonstrate that
high-performing and scalable human-in-the-loop Al sys-
tems can be deployed with a substantial cost reduction in
research evaluation, of up to three orders of magnitude com-
pared to prevailing annotation approaches. Such capabilities
will make it possible to accommodate millions of users and
ultimately help foster more responsive and effective govern-
ance with expanded citizen intelligence and public partici-
pation.
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Appendix A: GPT-3 and GPT-4 Evaluation

To allow for comparison among the most recent transformers models, we evaluated both GPT3 and GPT4 and the
results are shown in Figure B1 below. A description of the prompt used in the experimental runs is provided in Ta-

ble 1.

F1 (macro) Score Comparison

—$— text-davinci-003
—4— gpt-4-0314

Accuracy Comparison
—4— text-davinci-003

—4— gpt-4-0314 0.90}+
0.90
0.851
0.85
> °
8 S 0.80
2080 E
< s
0.75}
0.75
0.70}
0.70
0.65k
Run 1 Run 2 Run 3 Run 4 Run 5 Run 1 Run 2 Run 3 Run 4 Run 5

Runs Runs

Figure Al: Comparison of results for zero-shot learning for GPT3 (text-davinci-003) and GPT4 (gpt4-0314)



Appendix B: Ground-Truth Decision Tree

YES
NEUTRAL U
FAVOR or YES
OPPOSE based on ‘_
FAVOR or content
OPPOSE based on
content
YES YES
Does the Tweet's question contain affirming
or dissenting language?
NO
NEUTRAL YES
OPPOSE —
YES
FAVOR —
YES
OPPOSE —
FAVOR or YES
OPPOSE based on —
content
FAVOR or
OPPOSE based on
content YES
NO

NEUTRAL

Does the Tweet's content appear to be an
article title? (e.g. first letter of each word
capitalized, brief expression, etc.) If so, is
the content purely informational?

lNO

Does the Tweet's content appear to be an
article title? If so, does the content
contain affirming or dissenting language
towards plastic regulations?

NO

Is the Tweet in the form of a question?

| o

Does the Tweet support plastic policies and
regulations but is critical of its execution?

| ~

Is the Tweet's structure in the form of a

double negative?
l NO

Does the Tweet discuss opposition or legal
action being taken against a plastic
regulation? Another person or organization's

opposition counts.
l NO

Does the Tweet discuss favorable or adverse
outcomes of plastic regulations?

| o

Does the Tweet express an opinion about
plastic regulations? Can be first person or
third-person opinions.



Appendix C: Ground-Truth Decision Tree Nodes

We conducted multiple expert annotator experiments, in which thousands of tweets were read and analyzed to develop a logic-
based decision tree. Each ground truth was classified into 1 of 7 decision nodes. We validated this decision tree in subsequent
experiments to confirm that our decision tree was comprehensive and generalizable to fresh samples of tweets.

.. Description Counts of
Decision node
examples

Article title, informational Content has no affirming or dissenting lan- 1

guage and appears to be from news source
C . . . Content appears to be from news source

Article title, affirming or dissenting language PP WS Soure 5
and conveys a stance on plastic regulations
Generally classified as neutral but can be

Question favor or oppose if it takes a stance on plas- 3
tic regulations
User is in favor of plastic regulations but

Supportive but critical of execution does not agree with current implementa- 3
tion so classified as oppose

Double negative Uses double neg,atlve format to convey 1
support so classified as favor
Classified as favor or oppose based on

Favorable or adverse outcomes whether it discusses positive or negative 8
outcomes of plastic regulations
If tweet expresses an opinion, classified as

Express opinion favor or oppose based on opinion other- 19

wise neutral

Table C1: Decision nodes used for prompting experiments.
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