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Abstract

The challenge of overfitting, in which the model memorizes the training data
and fails to generalize to test data, has become increasingly significant in the
training of large neural networks. To tackle this challenge, Sharpness-Aware
Minimization (SAM) has emerged as a promising training method, which can
improve the generalization of neural networks even in the presence of label noise.
However, a deep understanding of how SAM works, especially in the setting of
nonlinear neural networks and classification tasks, remains largely missing. This
paper fills this gap by demonstrating why SAM generalizes better than Stochastic
Gradient Descent (SGD) for a certain data model and two-layer convolutional
ReLU networks. The loss landscape of our studied problem is nonsmooth, thus
current explanations for the success of SAM based on the Hessian information
are insufficient. Our result explains the benefits of SAM, particularly its ability
to prevent noise learning in the early stages, thereby facilitating more effective
learning of features. Experiments on both synthetic and real data corroborate our
theory.

1 Introduction

The remarkable performance of deep neural networks has sparked considerable interest in creating
ever-larger deep learning models, while the training process continues to be a critical bottleneck
affecting overall model performance. The training of large models is unstable and difficult due to the
sharpness, non-convexity, and non-smoothness of its loss landscape. In addition, as the number of
model parameters is much larger than the training sample size, the model has the ability to memorize
even randomly labeled data (Zhang et al., 2021), which leads to overfitting. Therefore, although
traditional gradient-based methods like gradient descent (GD) and stochastic gradient descent (SGD)
can achieve generalizable models under certain conditions, these methods may suffer from unstable
training and harmful overfitting in general.

To overcome the above challenge, Sharpness-Aware Minimization (SAM) (Foret et al., 2020), an
innovative training paradigm, has exhibited significant improvement in model generalization and has
become widely adopted in many applications. In contrast to traditional gradient-based methods that
primarily focus on finding a point in the parameter space with a minimal gradient norm, SAM also
pursues a solution with reduced sharpness, characterized by how rapidly the loss function changes
locally. Despite the empirical success of SAM across numerous tasks (Bahri et al., 2021; Behdin
et al., 2022; Chen et al., 2021; Liu et al., 2022a), the theoretical understanding of this method remains
limited.

Foret et al. (2020) provided a PAC-Bayes bound on the generalization error of SAM to show that it will
generalize well, while the bound only holds for the infeasible average-direction perturbation instead of
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Figure 1: Illustration of the phase transition between benign overfitting and harmful overfitting. The
yellow region represents the regime under which the overfitted CNN trained by SGD is guaranteed to
have a small excess risk, and the blue region represents the regime under which the excess risk is
guaranteed to be a constant order (e.g., greater than 0.1). The gray region is the regime where the
excess risk is not characterized.

practically used ascend-direction perturbation. Andriushchenko and Flammarion (2022) investigated
the implicit bias of SAM for diagonal linear networks under global convergence assumption. The
oscillations in the trajectory of SAM were explored by Bartlett et al. (2022), leading to a convergence
result for the convex quadratic loss. A concurrent work (Wen et al., 2022) demonstrated that SAM
can locally regularize the eigenvalues of the Hessian of the loss. In the context of least-squares
linear regression, Behdin and Mazumder (2023) found that SAM exhibits lower bias and higher
variance compared to gradient descent. However, all the above analyses of SAM utilize the Hessian
information of the loss and require the smoothness property of the loss implicitly. The study for
non-smooth neural networks, particularly for the classification task, remains open.

In this paper, our goal is to provide a theoretical basis demonstrating when SAM outperforms SGD.
In particular, we consider a data distribution mainly characterized by the signal p and input data
dimension d, and prove the following separation in terms of test error between SGD and SAM.

Theorem 1.1 (Informal statement of Theorems 3.2 and 4.1). Let p be the strength of the label
Sfipping noise. For any € > 0, under certain regularity conditions, with high probability, there exists
0 <t < T such that the training loss converges, i.e., LS(W(t)) < e. Besides,

1. For SGD, when the signal strength |||z > Q(d*/*), we have LY *(W®)) < p + . When the
signal strength |||z < O(d"/*), we have LY H(W®) > p 4+ 0.1,

2. For SAM, provided the signal strength ||]|2 > (1), we have LYY WW) <p+te
Our contributions are summarized as follows:

* We discuss how the loss landscape of two-layer convolutional ReLU networks is different from
the smooth loss landscape and thus the current explanation for the success of SAM based on the
Hessian information is insufficient for neural networks.

* To understand the limit of SGD, we precisely characterize the conditions under which benign
overfitting can occur in training two-layer convolutional ReLU networks with SGD. To the best of
our knowledge, this is the first benign overfitting result for neural network trained with mini-batch
SGD. We also prove a phase transition phenomenon for SGD, which is illustrated in Figure 1.

* Under the conditions when SGD leads to harmful overfitting, we formally prove that SAM can
achieve benign overfitting. Consequently, we establish a rigorous theoretical distinction between
SAM and SGD, demonstrating that SAM strictly outperforms SGD in terms of generalization error.
Specifically, we show that SAM effectively mitigates noise learning in the early stages of training,
enabling neural networks to learn features more efficiently.

Notation. We use lower case letters, lower case bold face letters, and upper case bold face letters
to denote scalars, vectors, and matrices respectively. For a vector v = (vq, - - ,vd)T, we denote



by ||v||2 := (Z?Zl ’U?-)l/Z its 2-norm. For two sequence {ay} and {b;}, we denote a;, = O(by,)
if |ag| < C|bg| for some absolute constant C, denote ar, = Q(by) if by = O(ay), and denote
ar = O(by) if ax = O(by) and aj, = Q(bx). We also denote ar, = o(by) if lim |ak /by| = 0. Finally,

we use O(-) and Q(-) to omit logarithmic terms in the notation. We denote the set {1, --- ,n} by [n],
and the set {0, -- ,n — 1} by [n], respectively. The carnality of a set S is denoted by |S].

2 Preliminaries

2.1 Data distribution

Our focus is on binary classification with label y € {+1}. We consider the following data model,
which can be seen as a special case of sparse coding model (Olshausen and Field, 1997; Allen-Zhu
and Li, 2022; Ahn et al., 2022).

Definition 2.1. Let 2 € R be a fixed vector representing the signal contained in each data point. Each
data point (x,y) with input x = [x(DT x@T  x(P)IT|T ¢ RPxd x(1) x()  x(F) ¢ Rd
and label y € {—1,1} is generated from a distribution D specified as follows:

1. The true label 3 is generated as a Rademacher random variable, i.e., P[y = 1] = Ply = —1] = 1/2.
The observed label y is then generated by flipping § with probability p where p < 1/2, i.e.,
Ply =9 =1—pand Py = —3] = p.

2. A noise vector £ is generated from the Gaussian distribution NV(0, 012)1), where og is the variance.

3. One of x™1) x| ... x(P) is randomly selected and then assigned as % - p, which represents the
signal, while the others are given by &, which represents noises.

The data distribution in Definition 2.1 has also been extensively employed in several previous works
(Allen-Zhu and Li, 2020; Jelassi and Li, 2022; Shen et al., 2022; Cao et al., 2022; Kou et al., 2023).
When P = 2, this data distribution aligns with the one analyzed in Kou et al. (2023). This distribution
is inspired by image data, where the input is composed of different patches, with only a few patches
being relevant to the label. The model has two key vectors: the feature vector and the noise vector.
For any input vector x = [x(1) ... x(P)], there is exactly one x(/) = ypu, and the others are
random Gaussian vectors. For example, the input vector x can be [y, &, ..., &, ..., [&, ..., yu, €]
or[€,..., & yu]: the signal patch yu can appear at any position. To avoid harmful overfitting, the
model must learn the feature vector rather than the noise vector.

2.2 Neural Network and Training Loss

To effectively learn the distribution as per Definition 2.1, it is advantageous to utilize a shared weights
structure, given that the specific signal patch is not known beforehand. When P > n, shared weights
become indispensable as the location of the signal patch in the test can differ from the location of the
signal patch in the training data.

We consider a two-layer convolutional neural network whose filters are applied to the P patches
X1, -+ ,Xp separately, and the second layer parameters of the network are fixed as +1/m and —1/m
respectively, where m is the number of convolutional filters. Then the network can be written as
f(W,x) = F11(W41,x) — F_1(W_1,x), where F'; 1 (W_1,x) and F_;(W_1,x) are defined
as

Fj(Wj,x) =m ™' 30 550 o((wjp, xP))). ¢))

Here we consider ReLU activation function o(z) = 1(z > 0)z, w;, € R? denotes the weight for
the r-th filter, and W is the collection of model weights associated with F; for j = 1. We use W
to denote the collection of all model weights. Denote the training data set by S = {(xs, ¥:) }ic[n)-
We train the above CNN model by minimizing the empirical cross-entropy loss function

LS(W) = n_lzze[n]g(ylf(w7 Xi))a
where £(z) = log(1 + exp(—2z)).
2.3 Training Algorithm

Minibatch Stochastic Gradient Descent. For epoch ¢, the training data set .S is randomly divided
into H := n/B mini batches Z; ;, with batch size B > 2. The empirical loss for batch Z, ;, is defined



as Lz, ,(W) = (1/B) > ez, , {(yif(W,x;)). Then the gradient descent update of the filters in the
CNN can be written as

wibbtl) — (6b) _ n- VWLIt’b(W(t’b)), 2)

where the gradient of the empirical loss Vw Lz, , is the collection of V,, | Lz, , as follows

P—-1 .
Ve, Lz, (WD) = L1 S o0 00 ey e,

Bm Jr
i€2L¢p
1 (D) 1y (tD) ~ .
* Bm Ezl_: G o (W57 Ui) - Yiyid i, (3)
1CLt b

forall j € {£1} and r € [m]. Here we introduce a shorthand notation Zg(t’b) =y - FIWED) x,)]
and assume the gradient of the ReLU activation function at 0 to be ¢’(0) = 1 without loss of
generality. We use (¢, b) to denote epoch index ¢ with mini-batch index b and use (¢) as the shorthand
of (t,0). We initialize SGD by random Gaussian, where all entries of W (?) are sampled from i.i.d.
Gaussian distributions N (0, 03), with o2 being the variance. From (3), we can infer that the loss
landscape of the empirical loss is highly non-smooth because the ReLLU function is not differentiable

at zero. In particular, when (w;-f;,b), &) is close to zero, even a very small perturbation can greatly
change the activation pattern o’ (<wj(.)t;b)7 )) and thus change the direction of VL7, , (W),

This observation prevents the analysis technique based on the Taylor expansion with the Hessian
matrix, and calls for a more sophisticated activation pattern analysis.

Sharpness Aware Minimization. Given an empirical loss function Lg(W') with trainable parameter
‘W, the idea of SAM is to minimize a perturbed empirical loss at the worst point in the neighborhood
ball of W to ensure a uniformly low training loss value. In particular, it aims to solve the following
optimization problem

II‘IAiIIILSSAM(W), where LY¥™M(W):= max Lg(W +€), €))

lellz<T

where the hyperparameter 7 is called the perturbation radius. However, directly optimizing LSSAM (W)
is computationally expensive. In practice, people use the following sharpness-aware minimization
(SAM) algorithm (Foret et al., 2020; Zheng et al., 2021) to minimize L%AM (W) efficiently,

VwLs(W)

WD = WO — 2 VwLs(W +€), where é=7- ———>
Wwls(W+8) [FwLs(W)lr

&)

When applied to SGD in (2), the gradient Vw Lg in (5) is further replaced by stochastic gradient
VwLz,, (Foret et al., 2020). The detailed algorithm description of SAM in shown in Algorithm 1.

Algorithm 1 Minibatch Sharpness Aware Minimization

Input: Training set S = U, {(x;,y:)}, Batch size B, step size n > 0, neighborhood size 7 > 0.

Initialize weights W(©),

fort=0,1,...,7 —1do
Randomly divide the training data set into H mini batches {Z; ; }{ .
forb=0,1,...,H —1do

(.5)
oot o YwlhT, (W)
We calculate the perturbation € T wlz, (W7

Update model parameters: W01 = W) — U\ L7, (W) |w_w.n) 1eh -
end for
Update model parameters: W (1.0 = W (tH)
end for

3 Result for SGD

In this section, we present our main theoretical results for the CNN trained with SGD. Our results
are based on the following conditions on the dimension d, sample size n, neural network width m,
initialization scale o and learning rate 7).



Condition 3.1. Suppose there exists a sufficiently large constant C, such that the following hold:
1. Dimension d is sufficiently large: d > € ( max{nP 20, | u||3,n?, P‘2052Bm}).

2. Training sample size n and neural network width satisfy m,n > (~2(1)

3. The 2-norm of the signal satisfies || p]|2 > Q(Pap).
4. The noise rate p satisfies p < 1/C.

5. The standard deviation of Gaussian initialization o is appropriately chosen such that oy <

6((max {Po,d//n, ||u||2})*1).

6. The learning rate 7 satisfies 7 < 6((max {P?c2d®/? /(Bm), P?c2d/ B, n| ull2/(co BV dm),

nPoy||pla/(Bme)}) 7).

The conditions imposed on the data dimensions d, network width m, and the number of samples n
ensure adequate overparameterization of the network. Additionally, the condition on the learning
rate 7 facilitates efficient learning by our model. By concentration inequality, with high probability,
the {5 norm of the noise patch is of order @(daf,). Therefore, the quantity dag can be viewed as the
strength of the noise. Comparable conditions have been established in Chatterji and Long (2021);
Cao et al. (2022); Frei et al. (2022); Kou et al. (2023). Based on the above condition, we first present
a set of results on benign/harmful overfitting for SGD in the following theorem.

Theorem 3.2 (Benign/harmful overfitting of SGD in training CNNs). For any € > 0, under Condi-
tion 3.1, with probability at least 1 — 6 there exists t = O(nile’lmndflpfzaf) such that:

1. The training loss converges, i.e., Ls(W®)) < e,
2. When n||p||3 > CldP4ag, the test error L5y ' (W®) < p + e
3. When n||p||3 < C3dPo}, the test error LY (W®) > p+0.1.

Theorem 3.2 reveals a sharp phase transition between benign and harmful overfitting for CNN trained
with SGD. This transition is determined by the relative scale of the signal strength and the data
dimension. Specifically, if the signal is relatively large such that n||u[[3 > Cid(P — 1)%c}, the
model can efficiently learn the signal. As a result, the test error decreases, approaching the Bayes risk
p, although the presence of label flipping noise prevents the test error from reaching zero. Conversely,
when the condition n[|u||3 < Cs3d(P — 1)*o7 holds, the test error fails to approach the Bayes risk.
This phase transition is empirically illustrated in Figure 2. In both scenarios, the model is capable of
fitting the training data thoroughly, even for examples with flipped labels. This finding aligns with
longstanding empirical observations.

The negative result of SGD, which encompasses the third point of Theorem 3.2 and the high test
error observed in Figure 2, suggests that the signal strength needs to scale with the data dimension to
enable benign overfitting. This constraint substantially undermines the efficiency of SGD, particularly
when dealing with high-dimensional data. A significant part of this limitation stems from the fact that
SGD does not inhibit the model from learning noise, leading to a comparable rate of signal and noise
learning during iterative model parameter updates. This inherent limitation of SGD is effectively
addressed by SAM, as we will discuss later in Section 4.

3.1 Analysis of Mini-Batch SGD

In contrast to GD, SGD does not utilize all the training data at each iteration. Consequently, different
samples may contribute to parameters differently, leading to possible unbalancing in parameters. To
analyze SGD, we extend the signal-noise decomposition technique developed by Kou et al. (2023);
Cao et al. (2022) for GD, which in our case is formally defined as:



Lemma 3.3. Ler W(-t’b) for j € {£1}, r € [m)] be the convolution filters of the CNN at the b-th batch
(t,b) (t:)

of t-th epoch of gradient descent. Then there exist unique coefficients ~y; .~ and p; | © such that
Wi = w00 g0 Zp] Jl&ll5? - & ©)
Further denote pg i = p§trb2 ]l(pEthZ > 0), pgt b) pgt :b) ]l(p; ”) < 0). Then
wit! = Wil e iyl e 5 Zpﬁ@uan %+ 5 Zpgt:g &z 2. )
Note that (7) is a variant of (6): by decomposing the coefficient pgf;,{’ 3 into ﬁg.ff 3 and Bgthz) we

can streamline our proof process. The normalization terms 15, ||[|5 %, and [|&;||5? ensure that

t,b t,b
A6 (wltP 8.

characterize the learning progress of signal p usmg 7j. - and the learning progress of noise using

pg-f;b). This decomposition turns the analysis of SGD updates into the analysis of signal noise

coefficients. Kou et al. (2023) extend this technique to the ReL.U activation function as well as in
the presence of label flipping noise. However, mini-batch SGD updates amplify the complications
introduced by label flipping noise, making it more difficult to ensure learning. We have developed

advanced methods for coefficient balancing and activation pattern analysis. These techniques will be

thoroughly discussed in the sequel. The progress of signal learning is characterized by q/]( A ®) whose

update rule is as follows:

t,b+1 t,b n tb &b
= g | S A )
€Ly pNS

Y Pt g >>]|u||3. ®)

iEItyl,ﬁS,

and p(t b~ ~ (P —1){w (t v ¢ ). Through signal-noise decomposition, we

Here, 1., represents the indices of samples in batch b of epoch t, S, denotes the set of clean
samples where y; = ¥;, and S_ represents the set of noisy samples where y; = —;. The updates

of 'y( :b) comprise an increment arising from sample learning, counterbalanced by a decrement
due t0 noisy sample learning. Both empirical and theoretical analyses have demonstrated that
overparametrization allows the model to fit even random labels. This occurs when the negative term

Zzezt s b 1(E:0) 51 (<w§trb), y; - ) primarily drives model learning. Such unfavorable scenarios

can be attributed to two possible factors. Firstly, the gradient of the loss E;(t’b) might be significantly
larger for noisy samples compared to clean samples. Secondly, during certain epochs, the majority of
samples may be noisy, meaning that 7, ;, N .S_ significantly outnumbers Z; , N S..

To deal with the first factor, we have to control the ratio of the loss gradient with regard to different
samples, as depicted in (9). Given that noisy samples may overwhelm a single batch, we impose an
additional requirement: the ratio of the loss gradient must be controllable across different batches
within a single epoch, i.e.,

(0 1) < ¢y, ©)

As l'(21)/V'(22) = exp(z2 — 2z1), we can upper bound él(t bl)/ﬂ/(t 'b2) by y; - F(WEPD x) — g -

F(W(EE2) 50y which can be further upper bounded by 37, 7)) — 5~ ﬁgf bf j, With a small error.

Yi,rii
—(t,b)

Therefore, the proof of (9) can be reduced to proving a uniform bound on the difference among p,” . ;.

Lo, Y ) - B <k ik,

r=1Fyg,rk

However, achieving this uniform upper bound turns out to be challenging, since the updates of p(t b)og

are not evenly distributed across different batches within an epoch. Each mini-batch update utlhzes

_(t,b)

only a portion of the samples, meaning that some p, " can increase or decrease much more than



the others. Therefore, the uniformly bounded difference can only be achieved after the entire epoch

is processed. Consequently, we have to first bound the difference among p o ) ;s after each entire
epoch and then control the maximal difference within one epoch. The full batch (epoch) update rule
is established as follows:

CN L (41,0) (11,0 - _(t,0 n(P—1)% [ 5660, (0"
S [ =Pt = 3 [ = A = T (18 el
r=1 r=1
<68 (b8
=~ ST - lel). (10)
(t))

Here, b(t) denotes the batch to which sample 7 belongs in epoch ¢, and S
parameters that learn &; at epoch ¢ defined as

S = (Wit g5 > o). (1)

represents the

Therefore, the update of Z:’Ll [pgf ’2)1 ﬁffk OT) k} is indeed characterized by the activation pattern of

parameters, which serves as the key technique for analyzing the full batch update of > [ﬁ(t’o), —

Yi, Tyt
ijc OT) k] However, analyzing the pattern of Sl-(t’b) directly is challenging since <W§f;l;), &;) fluctuates
in mini-batches without sample ¢. Therefore, we introduce the set series Si(t’b) as the activation
pattern with certain threshold as follows:

SZ,(t’b) ={r: <W(t.’b) &) > UOUp‘/g/‘/i}‘ (12)

Yi,T?

The following lemma suggests that the set of activated parameters Si(t’o) is a non-decreasing sequence

with regards to ¢, and the set of plain activated parameters gi(t’b) always include Si(t"o). Consequently,

S; (0.0) § always included in § (t.b) , guaranteeing that &; can always be learned by some parameter. And

this further makes sure the difference among ,oy T)Z is bounded, as well as El(t ob1) /4 ¢ < 0y In

the proof for SGD, we consider the learning period 0 < ¢ < T*, where T* = n~ poly( Ld,n,m)
is the maximum number of admissible iterations.

Lemma 3.4 (Informal Statement of Lemma C.8). Forallt € [0,T*] and b € [H], we have

Si(tfl’o) c Si(t,o) c @(t,b). (13)

As we have mentioned above, if noisy samples outnumber clean samples, fy]( . b may also decrease.

To deal with such a scenario, we establish a two-stage analysis of q/]( . %) progress. In the first stage,

when —/; is lower bound by a positive constant, we prove that there are enough batches containing
sufficient clear samples. This is characterized by the following high-probability event.

Lemma 3.5 (Infomal Statement of Lemma B.6). With high probability, for all T € [O(1), T*), there
exist at least ¢y - T epochs among [0, T), such that at least co - H batches in each of these epochs
satisfying the following condition:

1S. NS, NIy €[0.25B,0.758B). (14)

After the first stage of 7' = ©(n~'m(P — 1) %0, 2d~") epochs, we have 7;?’0) =0 (n%).
(T,0) (t,b)

sequently, this 1mphes the sign of (w §r ), ) will persist unchanged throughout the entire epoch.

Without loss of generality, we suppose that (w (t, o ), @) > 0, then the update of fy( ) can be written

as follows:

The scale of ;""" guarantees that < ) remains resistant to intra-epoch fluctuations. Con-

t+1,0 t,0 n t,b) t,b
A <ot | i NS 081 - g 16OV 0l -l @9

As we have proved the balancing of logits E;(t’b across batches, the progress analysis of 73( j 10 i

established to characterize the signal learning of SGD.



4 Result for SAM

In this section, we present the positive results for SAM in the following theorem.
Theorem 4.1. For any ¢ > 0, under Condition 3.1 with oy = (:)(Pflazjldfl/z), choose

T = 9(1;""/\%). With probability at least 1 — 6, neural networks first trained with SAM with
Ip

O(n_le_ln_lmBHuﬂgz) iterations, then trained with SGD with O( e lmnd= 1P 20 _2)
iterations can find WO such that,

1. The training loss satisfies LS(W(t)) <e
2. The test error L' (W®) < p + e

In contrast to Theorem 3.2, Theorem 4.1 demonstrates that CNNs trained by SAM exhibit benign
overfitting under much milder conditions. This condition is almost dimension-free, as opposed to the
threshold of || |5 > Q((d/n)P*c}) for CNNs trained by SGD. The discrepancy in the thresholds
can be observed in Figure 1. This difference is because SAM introduces a perturbation during the
model parameter update process, which effectively prevents the early-stage memorization of noise by
deactivating the corresponding neurons.

4.1 Noise Memorization Prevention

In this subsection, we will show how SAM can prevent noise memorization by changing the activation
pattern of the neurons. For SAM, we have the following update rule of decomposition coefficients

t,b) —(t,b
vj(r),pErf,pgtr”j

Lemma 4.2. The coefficients fy(t b), pﬁtrbt), P; (t b) defined in Lemma 3.3 satisfy the following iterative

equations for all v € [m), j € {1} and i 6 [ ]

(0,0) —(0,0) (0,0) _

,y]r 7p]TZ’p]rz 0’
b+1 b n b ’
A = vﬁfﬁ—Bm'[ > 4o (i & G )
1€Zy pNS+
b t,b ,0) =
X A + 0,5 el
1€Ly NS _

P —1)? N
) =) - O e (i) 4 ) ) i3 1o = )10 € Ta)

Pjr.i Grii Bm i g

P—1)? . .
P = gt P Z D7 ey o, (0 L 09 ) 1€ 13- Ly = —4) L(i € Tu),

S, 2, Bm z Jr €

where L, , denotes the sample index set of the b-th batch in the t-th epoch.

The primary distinction between SGD and SAM is how neuron activation is determined. In SAM,

(1) 4 gl

the activation is based on the perturbed weight w ; , whereas in SGD, it is determined by

the unperturbed weight wgﬂ’_ ). This perturbation to the weight update process at each iteration gives
SAM an intriguing denoising property. Specifically, if a neuron is activated by noise in the SGD
update, it will subsequently become deactivated after the perturbation, as stated in the following
lemma.

Lemma 4.3 (Informal Statement of Lemma D.5). Suppose the Condition 3. 1 holds with parameter
choices in Theorem 4.1, 1f< W, ,&) >0,k € Iy and j = yy, then (W) ( L eltd) £ <

]T’

By leveraging this intriguing property, we can derive a constant upper bound for the noise coefficients

pj ;i by considering the following cases:

1. If &; is not in the current batch, then p(t -b)

i.vi Will not be updated in the current iteration.
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Figure 2: (a) is a heatmap illustrating test error on synthetic data for various dimensions d and signal
strengths ¢ when trained using Vanilla Gradient Descent. High test errors are represented in blue,
while low test errors are shown in yellow. (b) displays a heatmap of test errors on the synthetic
data under the same conditions as in (a), but trained using SAM instead with 7 = 0.03. The y-axis
represents a normal scale with a range of 1000 ~ 21000.

2. If &; is in the current batch, we discuss two cases:
(a) If (w gt;b), &;) > 0, then by Lemma 4.3, one can know that a’((wﬁb) + ggtrb), ;)) = 0and
thus ﬁ( - 2 will not be updated in the current iteration.

(® If (W' &) < 0, then given that (w'”, &) ~ p("") and p;"1 ) < plt) 4 nP=L7N&l

we can assert that, provided 7 is sufficiently small, the term ﬁgtﬂ) can be upper bounded by a

small constant.

In contrast to the analysis of SGD, which provides an upper bound for p *( i 2 of order O(logd),
the noise memorlzatlon prevention property described in Lemma 4.3 allows us to obtain an upper

bound for p i ?) of order O(1) throughout [0, T}]. This indicates that SAM memorizes less noise
compared to SGD. On the other hand, the signal coefficient 7( ) also increases to Q(1) for SAM,

following the same argument as in SGD. This property ensureg Zthat training with SAM does not
exhibit harmful overfitting for the same signal-to-noise ratio at which training with SGD suffers from

harmful overfitting.

5 Experiments

In this section, we conduct synthetic experiments to validate our theory. Additional experiments on
real data sets can be found in Appendix A.

We set training data size n = 20 without label-flipping noise. Since the learning problem is rotation-
invariant, without loss of generality, we set g1 = ||p/|2 - [1,0,...,0]". We then generate the noise
vector £ from the Gaussian distribution A (0, af)I) with fixed standard deviation o, = 1. We train
a two-layer CNN model defined in Section 2 with the ReLU activation function. The number of
filters is set as m = 10. We use the default initialization method in PyTorch to initialize the CNN
parameters and train the CNN with full-batch gradient descent with a learning rate of 0.01 for 100
iterations. We consider different dimensions d ranging from 1000 to 20000, and different signal
strengths || pt||2 ranging from O to 10. Based on our results, for any dimension d and signal strength s
setting we consider, our training setup can guarantee a training loss smaller than 0.05. After training,
we estimate the test error for each case using 1000 test data points. We report the test error heat map
with average results over 10 runs in Figure 2.

6 Related Work

Sharpness Aware Minimization. Foret et al. (2020), and Zheng et al. (2021) concurrently introduced
methods to enhance generalization by minimizing the loss in the worst direction, perturbed from the
current parameter. Kwon et al. (2021) introduced ASAM, a variant of SAM, designed to address
parameter re-scaling. Subsequently, Liu et al. (2022b) presented LookSAM, a more computationally



efficient alternative. Zhuang et al. (2022) highlighted that SAM did not consistently favor the flat
minima and proposed GSAM to improve generalization by minimizing the surrogate. Recently, Zhao
et al. (2022) showed that the SAM algorithm is related to the gradient regularization (GR) method
when the loss is smooth and proposed an algorithm that can be viewed as a generalization of the SAM
algorithm. Meng et al. (2023) further studied the mechanism of Per-Example Gradient Regularization
(PEGR) on the CNN training and revealed that PEGR penalizes the variance of pattern learning.

Benign Overfitting in Neural Networks. Since the pioneering work by Bartlett et al. (2020) on
benign overfitting in linear regression, there has been a surge of research studying benign overfitting
in linear models, kernel methods, and neural networks. Li et al. (2021b); Montanari and Zhong
(2022) examined benign overfitting in random feature or neural tangent kernel models defined in
two-layer neural networks. Chatterji and Long (2022) studied the excess risk of interpolating deep
linear networks trained by gradient flow. Understanding benign overfitting in neural networks beyond
the linear/kernel regime is much more challenging because of the non-convexity of the problem.
Recently, Frei et al. (2022) studied benign overfitting in fully-connected two-layer neural networks
with smoothed leaky ReL.U activation. Cao et al. (2022) provided an analysis for learning two-layer
convolutional neural networks (CNNs) with polynomial ReL.U activation function (ReLUY, ¢ > 2).
Kou et al. (2023) further investigates the phenomenon of benign overfitting in learning two-layer
ReLU CNNs. Kou et al. (2023) is most related to our paper. However, our work studied SGD rather
than GD, which requires advanced techniques to control the update of coefficients at both batch-level
and epoch-level. We also provide a novel analysis for SAM, which differs from the analysis of
GD/SGD.

7 Conclusion

In this work, we rigorously analyze the training behavior of two-layer convolutional ReLU networks
for both SGD and SAM. In particular, we precisely outlined the conditions under which benign
overfitting can occur during SGD training, marking the first such finding for neural networks trained
with mini-batch SGD. We also proved that SAM can lead to benign overfitting under circumstances
that prompt harmful overfitting via SGD, which demonstrates the clear theoretical superiority of
SAM over SGD. Our results provide a deeper comprehension of SAM, particularly when it comes
to its utilization with non-smooth neural networks. An interesting future work is to consider other
modern deep learning techniques, such as weight normalization, momentum, and weight decay, in
our analysis.
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Table 1: Top-1 accuracy (%) of ResNet-50 on the ImageNet dataset when we vary the starting point
of using the SAM update rule, baseline result is 76.4%.

T 10% 30% 50% 70% 90%

001 769 769 769 7677 76.7
002 771 770 769 768 76.6
005 762 764 763 763 762

Table 2: Top-1 accuracy (%) of wide ResNet on the CIFAR datasets when adding different levels of
Gaussian noise.

Model Noise Dataset Optimizer Accuracy
WRN-16-8 - CIFAR-10 SGD 96.69
WRN-16-8 - CIFAR-10 SAM 97.19
WRN-16-8 N (0,0.1) CIFAR-10 SGD 95.87
WRN-16-8 N(0,0.1) CIFAR-10 SAM 96.57
WRN-16-8 N (0,0.3) CIFAR-10 SGD 92.40
WRN-16-8 N (0,0.3) CIFAR-10 SAM 93.37
WRN-16-8  AN(0,1) CIFAR-10 SGD 79.50
WRN-16-8 N (0,1) CIFAR-10 SAM 80.37
WRN-16-8 - CIFAR-100 SGD 81.93
WRN-16-8 - CIFAR-100 SAM 83.68

A Additional Experiments

A.1 Real Experiments on CIFAR

In this section, we provide the experiments on real data sets.

Varying different starting points for SAM. In Section 4, we show that the SAM algorithm can
effectively prevent noise memorization and thus improve feature learning in the early stage of training.
Is SAM also effective if we add the algorithm in the middle of the training process? We conduct
experiments on the ImageNet dataset with ResNet50. We choose the batch size as 1024, and the
model is trained for 90 epochs with the best learning rate in grid search {0.01,0.03,0.1,0.3}. The
learning rate schedule is 10k steps linear warmup, then cosine decay. As shown in Table 1, the earlier
SAM is introduced, the more pronounced its effectiveness becomes.

SAM with additive noises. Here, we conduct experiments on the CIFAR dataset with WRN-16-8.
We add Gaussian random noises to the image data with variance {0.1, 0.3, 1}. We choose the batch
size as 128 and train the model over 200 epochs using a learning rate of 0.1, a momentum of 0.9,
and a weight decay of 5e¢ — 4. The SAM hyperparameter is chosen as 7 = 2.0. As we can see from
Table 2, SAM can consistently prevent noise learning and get better performance, compared to the
SGD, which varies from different additive noise levels.

A.2 Discussion on the Stochastic Gradient Descent

Here, we include additional empirical results to show how the batch size and step size influence the
transition phase of the benign/harmful regimes.

Our synthetic experiment is only performed with gradient descent instead of SGD in Figure 2. We add
an experiment of SGD with a mini-batch size of 10 on the synthetic data. If we compare Figure 3 and
Figure 2, the comparison results should remain the same, and both support our main Theorems 3.2
and 4.1.

In Figure 4, we also conducted an extended study on the learning rate to check whether tuning the
learning rate can get better generalization performance and achieve SAM’s performance. Specifically,
we experimented with learning rates of 0.001,0.01, 0.1, and 1 under the same conditions described
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Figure 3: (a) is a heatmap illustrating test error on synthetic data for various dimensions d and signal
strengths p when trained using stochastic gradient descent. High test errors are represented in blue,
while low test errors are shown in yellow. (b) displays a heatmap of test errors on the synthetic data
under the same conditions as in (a), but trained using SAM instead. The y-axis represents a normal
scale with a range of 1000-21000.

in Section 5. The results show that for all learning rates, the harmful and benign overfitting patterns
are quite similar and consistent with our Theorem 3.2.

We observed that larger learning rates, such as 0.1 and 1, can improve SGD’s generalization perfor-
mance. The benign overfitting region is enlarged for learning rates of 0.1 and 1 when contrasted
with 0.01. This trend resonates with recent findings that large LR helps SGD find better minima
(Li et al., 2019, 2021a; Ahn et al., 2022; Andriushchenko et al., 2023). Importantly, even with this
expansion, the benign overfitting region remains smaller than what is empirically observed with
SAM. Our conclusion is that while SGD, with a more considerable learning rate, exhibits improved
generalization, it still falls short of matching SAM’s performance.

B Preliminary Lemmas
Lemma B.1 (Lemma B.4 in Kou et al. (2023)). Suppose that § > 0 and d = Q(log(6n/9)). Then

with probability at least 1 — 0,
opd/2 < ||&ll5 < 307d/2,
(&, &r)| < 207 - \/dlog(6n2/9),
(&, )| < llll20p - /210g(6n/6)
foralli,i’ € [n].

Lemma B.2 (Lemma B.5 in Kou et al. (2023)). Suppose that d = Q(log(mn/J)), m = Q(log(1/9)).
Then with probability at least 1 — 0,

o3d/2 < w3 < 303d/2,

7,7
(W% )] < \/2log(12m/8) - oo a2,

|(w§3§0),§i>| < 2y/log(12mn/d) - ooo,Vd

forallr € [m), j € {£1} and i € [n]. Moreover,

wollullz/2 < max j - (wii” w) < /2log(12m/5) - oo a2

o0opVd/4 < max j - <W(0,0)’€i> < 2y/log(12mn/d) - ooo,Vd
re\m

[m] -
forall j € {£1} and i € [n].

Lemma B.3. Let SZ-(t’b) denote {r : <W75i”l;), ) > 000,Vd/\2)}. Suppose that § > 0 and
m > 501og(2n /). Then with probability at least 1 — 6,

1599 > 0.8B(~1)m, Vi € [n].
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Figure 4: (a) is a heatmap illustrating test error on synthetic data for various dimensions d and signal
strengths ¢ when trained using learning rate 0.001. High test errors are represented in blue, while
low test errors are shown in yellow. (b)(c)(d) displays a heatmap of test errors on the synthetic data
under the same conditions as in (a), but trained using GD with different learning rates 0.01,0.1, 1.
The y-axis represents a normal scale with a range of 1000-21000.

Proof of Lemma B.3. Since (w"'?) &) ~ N'(0,02]|&;]|2). we have

P((wiP) &) > 000 Vd/V2) > P((WD, &) > 00&il2) = @(-1),

Yi,T Yi,T ST

where ®(-) is CDF of the standard normal distribution. Note that |S¢(0’0)| =>", 11[<w§,?;2>, i) >
000,Vd/\/2] and P((W?(J?:E), i) > 000,Vd/\/2) > ®(—1), then by Hoeffding’s inequality, with
probability at least 1 — & /n, we have

S0 S gy - o [108C20/9)
m 2m

Therefore, as long as 0.2,/m®(—1) > w, by applying union bound, with probability at
least 1 — &, we have

15| > 0.8®(—1)m, Vi € [n].
0

Lemma B.4. Let Sj(-f;b) denote {i € [n] : y; = j, <W§t;’?), i) > 000,V/d/\/2}. Suppose that § > 0
and n > 321og(4m/§). Then with probability at least 1 — 6,

5] > n®(~1)/4, ¥j € {1}, 7 € [m].
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Proof of Lemma B.4. Since (w'":") £,) ~ N(0,02||&:]|2), we have

Wi
P &) > 000, Vd/V2) 2 P((wi”, &) > oulléill2) = B(-1),
where ®(-) is CDF of the standard normal distribution.

Note that |[S\%%| = Y7 1y, = j]1[(w'"), &) > 000,v/d/V2] and P(y; = j, (W', &) >

000pVd//2) > ®(—1)/2, then by Hoeffding’s inequality, with probability at least 1 — &/2m, we
have

|5(O)| B(—1)/2 4+ log(4m/5).

n 2n

Therefore, as long as ®(—1)/4 > w, by applying union bound, we have with probability
atleast 1 — 6,

5] > nd(~1)/4, ¥j € {+1},r € [m].
O
Lemma B.5 (Lemma B.3 in Kou et al. (2023)). For |Sy N Sy| and |S— N S,| where y € {£1}, it

holds with probability at least 1 — 6(6 > 0) that
(1- [ /7
N — <y = < Yy e
|S+ NSyl ’ 1og ( ) log (6) y € {£1}.

Lemma B.6. It holds with probability at least 1 — 6, for all T € [bg(zciﬁ/‘”, T* and y € {1},
3

there exist at least c3 - T epochs among [0, T), such that at least ¢4 - H batches in these epochs, satisfy

B 3B }

|S+ n Sy ﬂIt7b| S |:4, T

(16)

Proof. Let
&1 := {In epoch t, there are at least c - % batches such that 16 holds for y = 1},
&1, := {In epoch ¢ natch b, 16 holds for y = 1}.

First let n big enough, then we have Sy NS, € [W7 BLPn] We consider the first ¢ H
batches. At the time we are starting to sample h-th batch in the first ¢; H batches, suppose there are
ny samples that belong to S N S, and there are 1, samples that don’t belong to S, N S,. Then

3(1—p)s 5(1—1 3(1— 5(1—
ni Z ( 8!’)” —cn Z ( 161))" and N Z ( SP)" —cin 2 ( 161))”.

3B/4 1 ~B-lI
Z Cnlcng

I=B/4
P(E100) = / o
3B/4 B-1
Zl=1/3/4 C Clo(l )n Oo(l -)n
> CB
B/4,9(1—p)n
_ 5O (U BY
- nB /B!
B
B (91 —p)
= — _ = 2¢o.
2 Cn ( 32 @
Then, the probability that there are less than c;co H batches in first ¢y H batches such that 16 holds is:
crecoH—1
Z Z P[1(E1,0) = Lo]P[L(Er,e,1) = L] L(Ere0) = lo] -+
i=0 =i
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PL(&r ter—1) = leym—1|1(Er10) = los -+, L(Ert ey H—2) = leyH—2)

6162H ) -
<Y Cln(i—2e)H
=0
<cicH - (262)c1c2H(1 _ 262)01H761c2H.

Choose Hy such that cico Hy - (2¢2)1¢2H0 (1 — 2¢y)c1Ho=c1c2Ho — 1 25, then as long as H > H,,
with probability cs, there are at least ¢;co H batches in first ¢c; H batches such that 16 holds. Then
P[& +] > 2c5. Therefore,

2t2
Zn (€) — 2Tes < —t) < exp(—7).

Let T > W@M Then, with probability at least 1 — §/(27*),

Z ]l(gl,t) Z C3T.
t

Let ¢4 = cice. Thus, there are at least c3T™ epochs, such that they have at least ¢4 H batches
satisfying EquationB.6. This also holds for y = —1. Taking a union bound to get the result. O

C Proofs for SGD

In this section, we prove the results for SGD. We first define some notations. Define H = n/B as

the number of batches within an epoch. For any ¢1, t2 and by, bs € ﬁ we write (t1,b1) < (¢,0) <
(t2, b2) to denote all iterations from ¢;-th epoch’s b;-th batch (included) to ¢5-th epoch’s by-th batch
(included). And the meanings change accordingly if we replace < with <.

C.1 Signal-noise Decomposition Coefficient Analysis

This part is dedicated to analyzing the update rule of Signal-noise Decomposition Coefficients. It is
worth noting that

m P m
1 1
— - =— - P-1 i E)).
mgg (Wi %) m?:l” W, ) + (P = Do((w;..€))

Let 7, ;, denote the set of indices of randomly chosen samples at epoch ¢ batch b, and |Z ;| = B, then
the update rule is:

forb € ﬁ w§i’f’+1) = w(t 5 -n- Vw] Lz, b(W(t b))
t,b - 1 t,b) t,b .
:Wg»r) - Bm Z 4( o' (( gr)7§i>)'39i§i
’iEIt b
77 b b Lo~
- Z gl(t ) U/ jtr )7 yzp’>) *JYiYilb,
ZGIt b
and  wit 0 = wi . (17)

C.1.1 [Iterative Expression for Decomposition Coefficient Analysis
Lemma C.1. The coefficients ’y( - ),ﬁﬁbl), p(t bZ) defined in Lemma 3.3 satisfy the following iterative
equations:

7o pd s o000, (18)

t,b+1 t,b n t,b t,b) ~
A —y0 T [ S V(D g )
1€ pyNS ¢
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— > 2w G ) | - w3, (19)

i€T pNS_

P—-1)? . )
D) — pe0) P L7 et r(g D) g0y g3 Ly = ) LG € Top)s (20)

Bm r
n(P =12 b b N
P = gt B o (Wi ) - I3 L = =) MG € Tua). D)

forallr € [m], j € {£1} and i € [n).

Proof. First, we iterate the gradient descent update rule ¢ epochs plus b batches and get

P-1
W) = win® MEEL S S w6 (P - g

(#/,6)<(t,b) €Ty

n /(') (t ') ~
- Bf Z Z [ J Wr Jh#)) “YilYi K-

(' b)) < (t,b) i€T, k

According to the definition of 'y( ") and p§t7)7 I
t,b 0,0 t,b)
win = w4 gl u+—zpj &l - &

Since &; and p are linearly independent with probability 1, we have the unique representation as
follows:

t,b n(P—1)2 b’ b . .
=g >0 A o (w7 €0) - &G € T,
(t7,6")<(t,b)

t,b n t'b t'y
LR D DI D DI A (0 ST
(t',b")<(t,b) iEIt/,b/ﬂS+

’,b/ b
-3 2w )| a3

iEZt/'b/ﬂS,

Since we define ﬁgtrz = p§trbl) ]l(p(t 2> 0), Bgtii = pgtrbl) ]l(pgtrbl) < 0), we obtain

_(t,b n(P —1)* %
D DI AL
(t',b")<(t,b)

n(P —1)? % 1% .
) =Tl S (w0 €0) - 6B LG € T ) 1y = —).
(t',b)<(t,b)

b . .
Wl €)) &3 16 € Toy) Ly = j),

s

And the iterative update equations (19), (20), and (21) follow directly. O]

C.1.2  Scale of Decomposition Coefficients

We first define T* = i~ poly(e~1,d, n, m) and

a = 4log(T™), (22)

B = 2max{|(w 00 ), (P = DIw'% g1}, (23)
me

SNRi= ——m—MWMMM——. 24

(P —1)o,Vd .

By Lemma B.2 and Condition 3.1, 3 can be bounded as

6 = 2max{|(wii”, )], (P = Dl(wy”, &)1}
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< 2max{+/2log(12m/d) - oo || /|2, 2y/log(12mn/d) - oo(P — 1)o,Vd}
= O(y/log(mn/6) - oo(P — 1)01,\/@7
Then, by Condition 3.1, we have the following inequality:

max {[3, SNR\/?QIOg(Gn/a)na, 5\/W7La} < i (25)

d d 12

We first prove the following bounds for signal-noise decomposition coefficients.
Proposition C.2. Under Assumption 3.1, for (0,0) < (t,b) < (T*,0), we have that

7 B 0 = 0 (26)
0<p") < a, 27)
log(6n2/4
0> plt) > - - 10 %na > _a, (28)
and there exists a positive constant C' such that
! () < oz (29)
BT <. Yo,

forallr € [m), j € {£1} and i € [n), where 5 := n - SNR2,
We will prove Proposition C.2 by induction. We first approximate the change of the inner product by
corresponding decomposition coefficients when Proposition C.2 holds.

Lemma C.3. Under Assumption 3.1, suppose (27), (28) and (29) hold after b-th batch of t-th epoch.
Then, for all v € [m], j € {£1} and i € [n],

32log(6n/d
’<W§i:b) _ Wﬁ_?rao) N> —j- 7] T ’ < SNR %Tl/)na, (30)
log(6n2/6 )
’<W§~f;b) _ (00 ’€Z> o ]trbl)| <> 1 ( ; / )na, i % i, 31)
log(6n2/6 )
’<W§-f;b) ', 7§z> -1 ]trbl)‘ < (d / )na7] = ;. (32)

Proof of Lemma C.3. First, for any time (¢,b) > (0, 0), we have from the following decomposition
by definitions,

b 0,0 ) _ b B
<W§,r)_w_§,r )7 >_] 7§T)+7ZPET2’|‘£Z’||22<€1/7I,L>
i'=1
- (t,b) , -2 )
+ 5 lem/usz 152 (€, ).

According to Lemma B.1, we have

prfz l6illz® - (&, e +—Z 20 1€xlly* - (irs )

1/ 1 i'=1

1~ th) _
E— Z PN 152 (e )|+ s Z 1000 € 152 46w )
< 2llpll2y/210g(6n/3) (t,b) (1) |
< = Z mHZVJ
(P—1)o,d

_]T’L
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/810g 6n ) [ &

321
og(6n/o ) na,
d
where the first inequality is by triangle inequality, the second inequality is by Lemma B.1, the equality
is by SNR, = ||p||2/((P — 1)o,v/d), and the last inequality is by (27), (28). It follows that

< SNR

b 0,0 32log(6n/6
[ =Wl ) = ) < svmy PO
Then, for j # y; and any ¢ > 0, we have
t,b 00
(wit? —wit? &)
t,b) t,b
=59 mllz? - (&) +—Zpgrz,nsz 132 - (i, &)
i'=1
- (t.b)
+ leJTZ/HSZ ||2 <£l7 z>
1 n
t,b) _ 3
=j 7]% lealla® - (1, 60) + 5 ;t:z,na 2% - (&, &)
i'=1
— p(t0) (t,b) 0 1,172 . (€. &
—P oo ele® - (s i) + 5 gpjm,ll&flg (&, &),

where the second equality is due to B(,t;bg = 0 for j # y,. Next, we have

t,b) _
5 Nl (&) + s 3 D3 - (6 )
/¢Z
t,b)
< Rl - s )]+ 5 S 100 o 52 (6o €0
/7574
(t.b) —1 4 log( 6n /9)
< b5l o 2log<6n/6>+P_1\/ > 1ot

)

_ SNR b [2log 6n/§ I (tb) [log( 6n /9) Z| (t0) |
JT’Z/

2 2
S SNR /8C log 6n/5 [log(6n2/0) o
P-1 d
5 log( n2/5
<
=PV ¢ "™

where the first inequality is by triangle inequality; the second inequality is by Lemma B.1; the
equality is by SNR = ||p/|2/0,V/d; the third inequality is by (28) and (29); the forth inequality is by
SNR < 1/+v/8C"2. Therefore, for j # y;, we have

(t.b) _ (0.0) ; (t,b) 5 log(6n2/4)
|< Wir Wir a€z> 1*37”|<P—1 ] no

Similarly, we have for y; = 7 that

(Wit w00 g

(t,b)

b _
=5 mllF? - (e, &) + pgiz,|\sw||22-<si/,si>

HM:



+ D 1 Z p§trbl)/||£l ||2 <€1 ’ z>

1_1

b
=550 ull5? <usz+———§:éihmn2 (&, &)
/=1
—(t,b)

1 1 _(t,b _
= P — p] T4 +=7 Pyj T ||ll’||2 <p’7£2> + ﬁ ZP;,T,Z?/H&’HQ 2. <£i’7£i>7
i i

and

b
Lﬁmmzua+2&|mm<mm
/;él

SNR_ 2log 6n/6 (t b) 4 log( 6n /9) (t,b)
o P—-1 Z‘ Pjrir

il i

2 2
S SNR /8C log 6n/6 4 1 /log(G;”L /(5)na

5 log(6 n2/5)
P—1 a v

where the second inequality is by (27) and (29), and the third inequality is by SNR < 1/v/8C"2.
Therefore, for j = v;, we have

<

b 5 log(6n2/0)
|< §t7‘) §Or0’61> 1 j’l"l‘— d no

O
Lemma C.4. Under Condition 3.1, suppose (27), (28) and (29) hold after b-th batch of t-th epoch.
Then, for all j # y;, j € {£1} andi € [n], F; (Wﬁt’b),xi) <0.5.

Proof of Lemma C.4. According to Lemma C.3, we have

FW x) = L3 o ((wls? i) + (P~ Do((wi &)

r=1

< 2max{(w” g, (P~ 1)(w? &),0)

32log(6n/d
S 6maX{< §027%N> (P )< ‘507“)7€7,> SNR % 7y7,]'-)/j(trb),
5/ EO T Wﬁ?}
2
< 6max{,8/2 SNR 321log( 6”/5 j(trb ’ log( 6n /5 }

< 0.5,

where the second inequality is by (30), (31) and (32); the third inequality is due to the definition of 3

and p(?) < 0; the third inequality is by (25) and =" < .

O

Lemma C.5. Under Condition 3.1, suppose (27), (28) and (29) hold at b-th batch of t-th epoch.
Then, it holds that

(P —1)(wilh) &) > —0.25,
(P = 1)(with) &) < (P = Do((wih), &) < (P—1)(wil?, &) +0.25,
Sforany i € [n].
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Proof of Lemma C.5. According to (32) in Lemma C.3, we have

(P = D)Wl €) > (P— (w0, &)+ 7, — 5 2B

yz7’ y77 pyu”'l d

2
> -5 log(G;l /9,
—0.25,

where the second inequality is due to ﬁ;t br)l

5n4/log(6n2/4)/d - a < 1/8 by Condition 3.1.

For the second equation, the first inequality holds naturally since z < o(z). For the inequality, if

> 0, the third inequality is due to 8 < 1/8 and

<Wz(;t7¢),ra &) <0, we have

(P =)o ((wii), &) = 0 < (P —1)(wii) &) +0.25.

Wyir Yir
And if <W7(f D, i) > 0, we have
(P —Do((wii?), &) = (P = I)(wih) &) < (P = 1)(wii), &) +0.25.
O

Lemma C.6 (Lemma C.6 in Kou et al. (2023)). Let g(z) = ¢'(z) = —1/(1 + exp(z)), then for all
29 — ¢ > z1 > —1 where ¢ > 0 we have that

exp(c) < g(zl) < exp(c).
4 9(22)
Lemma C.7. For any iterationt € [0,T7*) and b,by, by € [H], we have the following statements

hold:

‘ >y py 'rz - ﬁg(;;o'r?k} — > [p;t 3«13 - ﬁg(;;bf)k ’ < 0.1k
2 (Wil &) > (Wi, &) — 000,/ V2.
3. Let §§t’b) ={rem: (wl(,i,l;), i) > 0}, then we have

S(t,O) c g(t,b) )

4. LetS(tb) {ien]:yi=4,(w (1) &) > 0}, then we have

Wir
(t,0) — T(t,b)
Sjr S S

Proof. For the first statement,
)5 S [t _ 5t
(t,0 _(t,0) t,b (t,b
| Z P =Pl = 2 [Pyt =2
r=1

n(P—1)? —1,b —1,b —1,b —1,b
sumax{wf L0 g 2, ST AT g3}

Bm
< n(P —1)2 30127d
- B 2
< 0.1k,

where the first inequality follows from the iterative update rule of p( ’ 2 the second inequality is due
to Lemma B.2, and the last inequality is due to Condition 3.1.

For the second statement, recall that the stochastic gradient update rule is

(with) &) = (wltb D gy — o ST Yo (WD o)) - (o, €Yy

V' €Ly b1
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—ﬂ%ﬁ-z 6070 o (WD 6)) - (60, &2).

V€L b1/t
Therefore,
t,b t,0 n(P —1) 2
(with) &) > (w @(w)’“_? n - |20y v/210g(60/0) — =5 —= - n - 207\/dlog(6n/0)

> (wiid) &) — 000, V[ V2,
where the first inequality is due to Lemma B.1, and the second inequality is due to Condition 3.1.
For the third statement. Let r* € Si(t’o), then
(Whire &) = (wy 0k &) — 000, Vd/V2 > 0,

where the first inequality is due to the second statement, and the second inequality is due to the

definition of §f’0. Therefore, r* € §§t"b) and Sl-(t’b) c gi(t’b). The fourth statement can be obtained
similarly. O

Lemma C.8. Under Assumption 3.1, suppose (27), (28) and (29) hold for any iteration (t',b’) <
(t,0). Then, the following conditions also hold for Vt' < t and V', b}, b, € [H):

LSS [0 = Bl ) < ki forall i,k € [n)].
2.y f(W(t’7b1)7xi) — Y - f(W(th’z),Xk) < Cy foralli,k € [n).
3. f;(t/’bi)/f;c(t/’bé) < Cy = exp(Ch) forall i,k € [n].

4. Si(o’O) C Si(tl’o), where Si(t/’o) = {r € [m] : (W@(,t Ve > o0opVd/V/2}, and hence
|Si(t ’0)| > 0.8m®(—1) forall i € [n).

5. S’]T C SJ( , Where S( 0= ={i € [n]:yi =7, (w, (t O),£l> > a9o,V/d/\/2}, and hence
|5jiﬂ0 | > (- )n/4f0rallj € {£1},r € [m].

Here we take v and Cy as 10 and 5 respectively.

Proof of Lemma C.8. We prove Lemma C.8 by induction. When ¢’ = 0, the fourth and fifth condi-
tions hold naturally by Lemma B.3 and B.4.

For the first condition, since we have pSOTOZ) = 0 for any j, 7, ¢ according to (26), it is straightforward
that 27, [p), — 5%, ] = 0 forall i,k € [n]. So the first condition holds for ' = 0.

For the second condition, we have

yi - FWOO ) — gy - fWOO) 5

= F, (WO x;) = F_, (WO x) + P, (WO xp) — B (WO ;)
,0 (0,0)
< F, (WP x) + F_, (WO ;)

- iZ Wi yi)) + (P = Do((wi), €))]

+1 Z[ (WO ) + (P — Do (W, €))]

<4B<1/3<Cn,

where the first inequality is by F (W(-O’O)

j x;) > 0, the second inequality is due to (23), and the
third inequality is due to (25).
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By Lemma C.6 and the second condition, the third condition can be obtained directly as

gl(O 0)
(00 <exp (g - FWOY x0) — i - WO x)) < exp(Ch).

Now suppose there exists (£, b) < (¢, b) such that these five conditions hold for any (0,0) < (¢, b') <
(,b). We aim to prove that these conditions also hold for (', ') = (, b).

We first show that, for any 0 < ¢/ < t and 0 < b}, by < b, y; - F(WED) x)) — g - FIWE02) x)

. 1 m b)) —(t',bh)
can be approximated by - """ | [p% i~ Py

begin by writing out

] with a small constant approximation error. We

yi - W) x) — gy fWER) )

. /,b/ i /,b/
=y Y i BWET ) —ge > g F(WE xy)
je{£1} Jje{£1}
t’ bl t’ b t’ b} bl
= L, (W) sy — F o (WP ) 4+ B, (W) x,) — B (W) )

= Py (W) ) — P, (WP x)

+EZ[ ((wie g ) + (P = Do((wi ) €))]
S ol g ) + (P Dol 6]
r=1

=F_,, (W(t/’bé)7xk) - F, (W(_l‘/'7b/1)’xi)

— Yk Yi

Iy

b1 b}
[a<<w§i, Dy ) — (Wit - )]

+
3=
[ANgE

I
—

Iz

(P = Do((wi 1V, &) — (P = Do((win ), &), (33)

+
3=
NE

ﬁ
I
A

Is

where all the equalities are due to the network definition. Then we bound I;, I and I5.
For |I;

, we have the following upper bound by Lemma C.4:

t',b),
L] < [Foy (WP,

= Py (W) ) + Pl (WO )

—Yk

<1 (34)

b
)|+ [y, (WP x,)

—Yi

For |I2|, we have the following upper bound:

m m

1 b’ 1 b’
A DR SE N

r=1 r=1

b bl 32log(6n/6
ngaX{<W%r,y7 >| ‘< ykrvyk >| Fy](tr )7 ](tr )SNR %ROL

< 3max {B, C'Ja, SNR 3210g((16n/5)na}

<0.25, (35)
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where the second inequality is due to (30), the second inequality is due to the definition of 5 and (29),
the third inequality is due to Condition 3.1 and (25).

For I3, we have the following upper bound

hzw%ﬁfnp—lw«wﬁﬁk&»—wp—l>«w;ﬁ%&»J
r=1
< 2 [P =D 60 = (P DA 0] 025
< % [Pyt f/z - @(fk fk) + 10 Wma} +0.25
< %i P~ 5] + 0., G6)

r=1
where the first inequality is due to Lemma C.5, the second inequality is due to Lemma C.3, the third
inequality is due to 54/log(6n2/4)/dna < 1/8 according to Condition 3.1.

Similarly, we have the following lower bound

m

1 ”, o
Is=— S (P - Do((wli Y, €)) — (P — Do((wii 7, €4))]
r=1
1 — v, b,
Z;gEQRP—mxwﬁ Vg — (P— 1w %) £)] - 0.25
r=
1™ W) () log(6n2/6)
z m Z [pymlz - pyk,r,zk —10 Tna —0.25
Z*Z [y i) =7 3] = 0.5, (37

where the first inequahty 1s due to Lemma C.5, the second inequality is due to Lemma C.3, the third
inequality is due to 54/log(6n2/J)/dna < 1/8 according to Condition 3.1.

By plugging (34)-(36) into (33), we have

yi - FOWEN) 5y — - FOWE) 3y < |+ L] + 13
(t by) < (t',bh)
sngZ Py rt) = Dy ] + 175,
yi - FOWEN) 5y — - FOWE) 3y > 1| — (L] + 13

v

1 Zm ) (')
t' b _(t
E [py“rz - py;‘ rk] - 175’
r=1
which is equivalent to

. , 1 & 2
o FOWEH) ) =y FOWE) 500 = — 37 [0 =y 2] < 175, (38)
r=1

Therefore, the second condition immediately follows from the first condition.

Then, we prove the first condition holds for (z, 5) Recall from Lemma C.1 that

—(tb _tn) NP =1% b N
Pt =it = MO 0 ot (i, €0) Nl - i = ) 1 € T
forall j € {£1},r € [m],i € [n],(0,0) < (¢,b) < [T*,0]. It follows that
m
(£6+1)  _(tb+1)
> [Prri” = Pyin’]
r=1
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- B (b n(P —1)? ~(t,b b )
= 2 = A = T (S Nl 16 € T
r=1

— 1SN ERlB Ak € T,
forallé, k € [n)and0 <t <T*,b < H.
Ifth € {1,2,--- , H—1}, then the first statement for (', b") = (£, b) and for the last (', b) < (Z,b) are

the same. Otherwise, if 5~: 0, we consider two separate cases: Z:"Zl [*g;%{o) - 71(11_7‘1 }?)} <09k
(t-1,00  _(i-1,0
and Y [ Doys i ) pék’r,k)] > 0.95.
When >, [P yi,rlzo) - ﬁ;:rl,}?)] < 0.9%, we have
S (0 —(50)
> [Pyini =Pl
r=1
NS (10) (=10 NP —1) (F—1,b~ (-1, 9
= A - R (5 A
r=1
SE=1,68 Dy (-1,
=[S )
- i—1,00 _(-1,0 n(P—-1)?* i 1,600y aE—1,68
<Y Py =Py — 1S 14 i3
r=1
- t-1,0)  _(t-1,0 n(P —1)°
<X s~ 2 i) + &3
r=1
<09« + 0.1k
=K

b

. o =1, Y
where the first 1nequa11ty is due to 4(:& b

(F—1,61)

(T-1,07Y)
< 0; the second inequality is due to |S |

m and é < 1; the third inequality is due to Condition 3.1.
On the other hand, for when > | [pyt“rle) - ﬁétk rlko)} > 0.9k, we have from the (38) that
vi - f(W@—lvbi“”) xi) — g FOWELET)
(-1, by _(@—1,b¢ D)
*Z yori " Pyrit ] =175

m

z—z (=10) _ 50107 15— 175

yl,rz yk,rk

I V

> 0.9H — 0.1k — 0.54k
= 0.26, (39)
where the second inequality is due to k = 10. Thus, according to Lemma C.6, we have

1(F—1,b¢ D)y

gl (t-1) T 4 p(E-1)
m < exp (yk f( (t 1,0, ),Xk> — Y- f(W(t 1,b; ),Xi)> < exp(—0.26k).
A
(t-1) (71 p(E-1)
Since S 0 < S o )’ we have Sl(: R > 0.8®(—1)m according to the fourth
(T—1,¢

condition. Also we have that |.S; )| < m. It follows that

1oy o1 pED
|St 1,5} >|/<t Lo ) exp(—0.26k)

(F-1,5 1>>| (160 ) — 0.8B(—1)

< 0.8.
]S
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According to Lemma B.1, under event Epycjim, We have
[I&:ll5 — d - op| = O(o; - \/dlog(6n/6)), Vi € [n].
Note that d = Q(log(6n/J)) from Condition 3.1, it follows that
SN g < 1550 e,
Then we have . .
D s = 2l < X0 s A <
r=1 r=1

which completes the proof of the first hypothesis at iteration (', ') = (£, b). Next, by applying the
approximation in (38) we are ready to verify the second hypothesis at iteration (t b) In fact, for any
(', bh), (', b)) < (t, b), we have

L (0 (105

Ez [pym"z pyw:k'] +1.7

=1

yi - FWE) xi) — e fWEDD) 5,

IA

3

< —Z B0 =50 0] + 0.1k + 175

S Clu

where the first inequality is by (38); the last inequality is by induction hypothesis and taking  as 10
and C as 5.

And the third hypothesis directly follows by noting that, for any (¢, 5,), (',b,) < (£, b),

el'(t/7b/1) , ),
mgexp(yk-f(w(t ’11),xk)—yi~f( ( b) )) < exp(Cy) = Cs.
k
For the fourth hypothesis, If be{l,2 — 1}, then the first statement for (¢',b') = (£, b) and

for the last (¢, b') < (£, b) are the same. Otherw1se if b = 0, according to the gradient descent rule,
we have

H—
(Wi, &) = (wiZh?, &) —Bi Z Z Ao (W, o) - (g, €0y
Z Z 0 (WS ) - (60 60)

= (w0, &) — =L Z Z 7o (Wl G ) - (i, €
B W Ly 'U/(<W(t»71’b),€i>) 1€
Z ST (W ) - (€, €)1 £ )
=04'€Ty

P— -1,V
— (wli0) a>—¥~€§ SRCNTRE

Wyir Bm
Iy
Z Z E(t L) O'(< Z(f;7 1Y) Sz >)<£z’a€l>1(z/7é7’)
=04 €L5_4 4

Is
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b T ’
Z ST (W i) - (g €y,

=0 V€L 1,p
Is
(t—1,0) .. (t—1 b 4 .
for any r € S , where the last equality is by (wy, , ,£l> > (. Then we respectively

estimate 14, I5, I. For I, according to Lemma B.1, we have
@167 o
=14 > |¢; | -opd/2.

For I5, we have following upper bound

|I5|<Z S 1T o (W) ) - (€, €I L £ )

=074 €Ly_q 4

H-1 o

< ST (g €| # 0)
=04 €T;_y 4

H-1 B

< S ) 202 \/dlog(6n2/6)

= (1)
<Gl ™M) 262\ /dlog(6n2/5),

where the first inequality is due to triangle inequality, the second inequality is due to /(z) € {0,1},
the third inequality is due to Lemma B.1, the forth inequality is due to the third hypothesis at epoch
t—1.

For Ig, we have following upper bound

b "7 /
II6I<Z ST o (W ) - (e, €0)

=04 €Ly 1

Z ST e, &)

=04 €L;_1 4

_ -1)
<Gy ) oo,/ Tog(6073),

where the first inequality is by triangle inequality; the second inequality is due to o’(z) € {0,1}; the
third inequality is by Lemma B.1; the last inequality is due to the third hypothesis at epoch ¢ — 1.

Since d > max{32C3n? - log(6n?/d),4Con| |, *\/21og(6n/6)}, we have —(P — 1)I; >
max{(P — 1)|I5|/2, [I¢|/2} and hence —(P — 1)I4 > (P — 1)|I5| + |I¢|. It follows that

< ytZ (7)")751> = < t 1’0)7€i> > O-Oo'p\/g/\/i7

for any r € S’(t 1,0) . Therefore, S(O 0 C S (t-1,0) C SZ.(EO). And it directly follows by Lemma B.3
that [S0| > 0.8m®(~1), Vi € [n].

For the fifth hypothesis, similar to the proof of the fourth hypothesis, we also have

nP -1 @—1pY
(Wi g = (w10 gy~ M1 &2

Wyir' Si Wyir Bm
Iy
H-1
P—l . .
—”( Z S AT (W g0)) - (€0, €)1 #0)
OZGIE!)/

Is
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H-
Ui (t=1,6") 1,0/
- Bi Z g'/ ’ J/(<Wg(/i,r )7y’b/“’>) : <yi/y’7£i>yi/7

€Ly 1,6/

Is
(t 1,0) (I—1,b¢
forany ¢ € S , where the equality holds due to (w Wi, , £Z> > 0 and y; = j. By applying
the same techmque used in the proof of the fourth hypothesis, it follows that

£,0) -1,0
< 57‘ ’£Z>—< 5‘77‘ )7£i>>05
for any i € S](ffl’o). Thus, we have Sj(-f)ro) - ijfl’(]) C Sj(-’t;o). And it directly follows by Lemma
B.4 that |S'"7] > n®(—1)/4.
O

Proof of Proposition C.2. Our proof is based on induction. The results are obvious at iteration (0, 0)
as all the coefficients are zero. Suppose that the results in Proposition C.2 hold for all iterations

(0,0) < (t,b) < (t, };) We aim to prove that they also hold for iteration (Z, E)

Firstly, We prove that (28) exists at iteration (Z, ), i.e., Bﬁf > —B3 —10+/log(6n2/5)/d - na for
any r € [m], j € {£1} and i € [n]. Notice that Bﬁtrbf = 0 for j = y;, therefore we only need to
consider the case that j # ;. We also only need to consider the case of b= bgt) + 1 since Bff?
doesn’t change in other cases according to (21).

R

When p; 1 * < —0.58 — 54/log(6n?/d) /d - na, by (32) in Lemma C.3 we have that
g log(6n2/5
(P 1w ) < T 4 (P w8 ) 15y B D g
and thus
= oy P =12 @® e
P — plT) 4 RS 0 o (W €)) - el

i 2
N > 10 Mm,
where the last inequality is by induction hypothesis.

When p( )> —0.58 — 54/log(6n2/§)/d - na, we have

=7 @y n(P—-1% up® 0]
(00 = ™) B o (i 6) - el

Bj,r,i =g, Bm ?
log(6n?/0) n(P—1)%-302d
> —0.50 — —
> -0.56-5 7 no 5Bm
2
> —-0.56-10 Wna
2
PR IO

(Z
where the first inequality is by é;(t’bi € (—1,0) and [|&;]|5 < (3/2)07d by Lemma B.1; the second
inequality is due to 5+/log(6n2/4)/d - na > 3no2d/(2Bm) by Condition 3.1.

Next we prove (27) holds for (t~, E) We only need to consider the case of j = y;. Consider
|£{({E)| _ 1
v (t,b) (%,b)
1+ exp{yi - [Fra(Wii7,xi) — FLa (W27, %)}
b b
< exp(—ys - [Fa (WP %) = FL (WD x)
< exp(iFyi (Wg(f;b)a Xi) + 05)7

(40)
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where the last inequality is by F; (W§-t’b), x;) < 0.5 for j # y; according to Lemma C.4. Now recall

the iterative update rule of pgt b,

_(tb+1) _ (th n(P—-12% b )
P =) = T 600 o (WD €)) - 1&il13 - 16 € L),

Let (¢4, b; ;) be the last time before (%, b) that ﬁgt;ZbJ 1) < 0.5 Then by iterating the update
rule from (¢; i, b ;) to (t,b), we get

_(%,b)
7,70
P —1)? b b
= gt ML it g (qllinetind gy > 0)- 16 € T3
m
I 41
P —1)?
- 2. P L 0 1w, ) 2 0)- 16 € )3,

(tg.m,:05.r,1) < (t,b)<(T,b)

Is
We first bound I, as follows:
7| < (n(P = 1)?/Bm) - &3 < (n(P —1)*/Bm) - 303d/2 <1 < 0.25a,

where the first inequality is by E;(tj i) o (—1,0); the second inequality is by Lemma B.1; the
third inequality is by Condition 3.1; the last inequality is by our choice of & = 4log(T*) and T* > e.

Second, we bound Is. For (¢, ,b;,:) < (¢,0) < (tN,g) and y; = j, we can lower bound the inner
(t.b) '
product (w3 &;) as follows

7,

(t,b) > (0 0) 1 _(tb) _ 5 log(6n?/4)
< Wir a£z>—< 7£l> _1,0%,,72 P_1 d no
0.5 0.5 5 [log(6n2/5) 42)
> _
T G- Ly g
0.25
=P-1"

where the first inequality is by (31) in Lemma C.3; the second inequality is by p( b S 050

7,7y

and (wg?ro ,&) > —0.56/(P — 1) due to the definition of ¢, ,; and 3; the last inequality is by
B <1/8 <0.la and 54/log(6n?/d)/d - na < 0.2a by Condition 3.1.

Thus, plugging the lower bounds of (w(t ), ;) into Ig gives

r

n(P—1)* &>, (tb) ¢
Is| < 3 B exp( — > (P = Do((w ,gl>)+o.5)
(tj,r,i:b5,r:)<(t,b)<(t,b) r=1
b
1wl &) > 0) - [1&l13

T n(P — 1)2 302d
< %m) - exp(—0.25a) exp(0.5) - i

2nT*n(P —1)2 . 302d
<= T 7). — 5)-
< B exp(—log(T™)) exp(0.5) 5

2qn(P —1)2 302d
= ""(Bm iy 2= exp(0.5) < 1< 0250,
where the first inequality is by (40); the second inequality is by (42); the third inequality is by
a = 4log(T™); the fourth inequality is by Condition 3.1; the last inequality is by log(7™*) > 1 and
a = 4log(T™*). Plugging the bound of I, I5 into (41) completes the proof for p.
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For the upper bound of (29), we prove a augmented hypothesis that there exists a i* € [n] with
y;= = 7 such that for 1 < ¢ < T* we have that 'yj(-’t;o) /P ri- < C'3. Recall the iterative update rule

ofv( ) and pg;z), we have
_(t,b _p)  n(P—1)? b b) N
st =it - ME L ) ol ) - 3 10 = 1) 10 € T
m
,yj(trbﬂ) (trb) Bin[ Z Z;(t,b)o_/(<wj(trb)7yl 1)

ieI,,,bmS_,_

— 3 "V (WD g )] 3

ieI,,,bﬁS_

According to the fifth statement of Lemma C.8, for any i* € S J(?;O) it holds that j = y;~ and
(w (1:0) .. ) > 0 for any (¢,b) < (,b). Thus, we have

Wi
_@0) _ _(@-100 n(P— 1) él(?fl,bg ,(t Loy NP —1)? E/(?fl,bg’l))
Pirar = Pirit — — gl 1€ Piwit — g b :
For the update rule of *yj( -b) , according to Lemma C.8, we have
»b b ,b b
S|IY AW = Y Ao (Wl )
b<H iEZt,bﬂS+ iEIt,bﬁS,
<O gl(T 1,60 “)‘
2n
Then, we have
(t,0) (t—1,0) 1(t—1, b Dy

Vjir < max Vi Conl;. _ [

—(#0) — —(t-1,0)" 1(E—1,871)

p]rL* p]rz* (P_1)2'€i* ‘ -O'2d/2

(i-1,0)
= d Do 2Cnlpl3 (43)
=107 (P —1)%02d
3y
200 pl3
(P —1)202d’
where the last inequality is by vj(t L0y ]tr L0 < 20,7 = 20, |2/ (P — 1)%02d. Therefore,
(t 0)
o, <20
J,7,0*

For iterations other than the starting of en epoch, we have the following upper bound:

(#,b) (? 0)

Vo 2

—Gb) = (t o) < 4Gy
7,7,0* J,7,0*

Thus, by taking C’ = 4C5, we have fy(t b) /p(t b < 03,

7,7,0*
On the other hand, when (¢,b) < (W, 0), we have
3
(o) 5 _108QT°/0) m o e L
g = 22 B Iellz = =15

where the first inequality is due to update rule of 'yjf, and the second inequality is due to Condition 3.1.
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When (t,b) > (log(zT /3) 0), According to Lemma B.6, we have

A>3 Bi[mme( ) min{|Zy y N Sy N S_1],|Zey N Sy N Sh|}

(t",b")<(t,b)
—max (0 Ty 0S| -l
> S B ) i)y (') >
Bm(;}(C3C4H4 r{};pﬁi nqn&g/xﬁi ) nqr%x/xﬁi DI
>0,

where the first inequality is due to the update rule of *y]( :b) , the second inequality is due to Lemma B.6,

and the third inequality is due to Condition 3.1. O

C.2 Decoupling with a Two-stage Analysis
C.2.1 First Stage
Lemma C.9. There exist
=Csn 'Bm(P —1)"%0,%d" ", Ty = Cyn~ ' Bm(P — 1) 0, %d ™",
where C3 = ©(1) is a large constant and Cy = ©(1) is a small constant, such that

(T,
J,r*

. Oi) > 2foranyr* € S(OO ={rem: <W§??7-,$i> >0}, je{£1l} andi € [n] withy; = j.
« max;, 75" = O@) for all (t,0) < (T1,0).
« max;,; |p?| = max{3, O(n\/log(n/d)log(T*)//d)} for all (t,b) < (11,0).
S 1B 0
(t,0) _

* ming, v, Q) forall t > Ts.
* max; , p§7;110) = O(1) foralli € [n).

Proof of Lemma C.9. By Proposition C.2, we have that B§t}b2 > —fp — 10n,/ W& for all
j € {£1},r € [m],i € [n] and (0,0) < (t,b) < (T*,0). According to Lemma B.2, for 3 we have

B = 2max{|(wii”, ), (P = DI(wii” &)1}

)

< 2max{+/2log(12m/d) - oo || ||z, 2v/log(12mn/3) - oo(P — 1)o,Vd}
= 0(\/log(mn/3) - ao(P — 1)o,Vd),

where the last equality is by the first condition of Condition 3.1. Since Bﬁ-t;f’ﬁ < 0, we have that

max |p @, b)\ = max — (t,b)
3,7yt *J X gyryt T

2
log(ﬁg /9

= max {ﬁ, O(\/log(n/8)log(T*) - n/\/&) }

<B+10

Next, for the growth of v(t)

Jir?

t,b+1 (t,b t,b)
G = B 2 G (W oy ) - 3
ZGItb

we have following upper bound

t,b n
<y 4 w3,
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where the inequality is by |¢/| < 1. Note that 7( 0

times we have

= 0 and recursively use the inequality tB + b

tH +b
7P < D) (44)
m

Since n - SNR? = nl|p[|3/((P — 1)%02d) =7, we have
= Can~'Bm(P —1)"%0,2d"" = Csn~'m||p||5*7B/n.
And it follows that
(t) (tH +b) nnT
Vi S —— ez <
m mB
for all (0,0) < (¢,0) < (T1,0).

lell3 < G579,

For p( ) recall from (20) that

]7’1’

- - P12 up® o
(10 _ g0 AE D b or g8 g g2

Py;,ri Yi, i Bm i Yi,
According to Lemma C.8, for any r* € 5% = {r € [m] : (w}."s, &) > 009,V/d/V'2}, we have
<Wg(/i’,br)*v i) > 0forall (0,0) < (t,b) < (7,0) and hence

41,0 _(t0) NP —1)? b
R A

For each ¢, we denote by T(i) the last time in the period [0, T1] satisfying that ﬁz(/t 3)* ; < 2. Then for

(0,0) < (¢,0) < (Tl() 0), max;, T{|p]t b)| |Pjtrbl)|} = O(1) and max; ’YJ('J“) = O(1). Therefore,
we know that F_1(W®) ;) i (W®b x;) = O(1). Thus there exists a positive constant C
such that —ﬁ;(t’b) >C>Cyfor0<t< Tl(l).

Then we have 5 o
yu"" ) 2Bm

5(6:0)

yore; Will reach 2 within

Therefore, p
= Csn ' Bm(P —1)%0,%d"!

iterations for any r* € SZ-(O’O), where C'3 can be taken as 4/C.

(t,b) (t,b)

Pjri» We have

Next, we will discuss the lower bound of the growth of ~; /. For p

_, _wpy (P —1)? , , N
it =ptt) - MO LD 00 1wt €0) - I&il3 - 1(0s = )16 € Toa)
- 2Bm

According to (44) and p(o 0~ 0, it follows that

3,78

n(tH + b)

_(1b) < 3n(P —1)?0pd(tH +b) (t.b)
jra = 5Bm Vi

Therefore, max; ;. ; p§ . Z) will be smaller than 1 and ’y( b)
O(n - SNR?) = ©(7) = O(1) within

T, = Cyn~ ' Bm(P — 1) 20, 2d™"

< w3 (45)

smaller than ©(n||p||3/(P — 1)%07d) =

iterations, where Cj; can be taken as 2/3. Therefore, we know that
F_i(W®D x) Fry(WED x.) = O(1) in (0,0) < (t,b) < (1»,0). Thus, there exists a
positive constant C' such that E/(t b >Cfor0<t<Ts.
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Recall that we denote {i € [n]|y; = y} as Sy, and we have the update rule

b1 t,b n tb &b
) = vﬁ»,r’—Bm'[ > G (Wi G )
1€Zy NS4

b b
— Y 2w g >>]||u||%.

iEItybﬁS,

For the growth of 7( b) if (w S;b), @) > 0, we have

t,b+1 t,b n t t
R S NP SN A D SRl [
i€ pNS+ NSy i€Z; ,NS_NS1
>4 + g [CIZes NS4 N S| = [T N S_ N Sa] - a3

Similarly, if (w'"”, ) <0,

D 5 (60 % JCITe N Sy NSy = [Tip N S- N Sy] - el

Therefore, for ¢ € [T, T}], we have
t,0 U .
1z Y e lOmin{[Zey NSNSl | Zew 0 S: NS} = [Zia NS - 3
(t',b")<(t,0)

B
> L(CgtC;;HOZ — Ting) | pll3

Bm
N n
= =L (cseatCy = Ting) |ul3
c3csCtnl| |3
> nes ;BmHHHz (46)
c3caCCun| 3 2 5
——— 5 - =0(n-SNR”) =0
> P —1)y02d (n ) =060),
where the second inequality is due to Lemma B.6, the third inequality is due to ¢ < % in
Condition 3.1.
And it follows directly from (45) that
3n(P —1)2%02dThH  3C.
—(T1,0 3 (Th,0
pg»rlyi ) < 2Bmp = T9 p;,rl,i )= 0(1)7
which completes the proof. O

C.2.2 Second Stage

By the signal-noise decomposition, at the end of the first stage, we have

b b
R B 171 u+—2pf Jgilz %€ + Zp“bwan

j,ry

for j € [£1] and » € [m]. By the results we get in the first stage, we know that at the beginning of
this stage, we have the following property holds:

. pgj;l’ol) > 2 for any r* € Si(o,o) ={rem: <wg(,?,2), i) > 09opVd/V2}, 5 € {£1} and i € [n]
with y; = J.
* max;, |p(7;110)| = max{3, O (ny/log(n/5)log(T*)/Vd)}.

. ’YJ(TTMO) ©(7) forany j € {£1},r € [m].
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where 3 = n - SNR?. Now we choose W* as follows

w* W(OO)+M{i1(-_ Z)L}

J=Y .
e P-1 L 1€:l13

Lemma C.10. Under the same conditions as Theorem 3.2, we have that ||W(T1’O) - WHp <
O(m'2nY/2(P — 1)"o td=1/2(1 + max{B,n/log(n/5) log(T*)/V/d})).
Proof.

[W0 — W
< (WO — WO 4 [ W — WO

SO(xﬁ)H}aX%T el +P70 ) max

+O0(m 1/2 1/Qlog(l/e)(P - 1)_1op_1d 1/2)
= O(m'*F||ull ") + O(m"/*n'/2(P = 1) o, d /(1 + max{B, n\/log(n/5) log(T*) /V/d}))
+O0(m'?n'?log(1/e)(P — 1)71051(171/2)
=O(m**n-SNR - (P — 1)_1ap_1d_1/2(1 + max{3, n+/log(n/d) log(T*)/Vd}))
+O( 1/2 1/210g(1/6 ( 1)—10_;1(1—1/2)
= O(m"*n'/*(P — 1) "o, d™*/*(1 + max{B, n/log(n/5) log(T") /Vd})),
where the first inequality is by triangle inequality, the second inequality and the first equality are by

our decomposition of W(71:0) 'W* and Lemma B.1; the second equality is by n - SNR? = 07)
and SNR = ||p|| /(P — 1)o,d"/?; the third equality is by n'/2 - SNR = O(1). O

T1 0) ’i - le
D p )
Z G 141 Z*J” ||€ ||2

=1

2

Lemma C.11. Under the same conditions as Theorem 3.2, we have that
yi(V (WD %), W) > log(2/e)
Sorall (T1,0) < (t,b) < (T*,0).

Proof of Lemma C.11. Recall that f(WD) = (1/m)Y; 5 - [o((wii”, Giw) + (P —
1)(7((wj(-’t;b)7 &;))), thus we have

y‘<Vf(W(t’b) x;), W¥)

PO P-1 .
== Zo (Wi G wion, 3w5 ) + ——— 30 (Wi €0)) (Wi dw3 )
Jsr
LS S . ) 20108(2/0) 1 = 31 e
7,r i'=1 v

+ — Z Z jtrb),yl )201og(2/€) 1(j = ysr) - M

g oi=1 HSZ'/HQ

(0,0 P-1 b . (0,0
+— Z ] r 7y2“>)<y1y1p’7]w§r )> + T ZUI(<W§'TT )7£Z>)<y15’b7jw;,r )>

Jir

1 (t.b) 20log(2/e) — w( £.9)2010g(2 |(&ir, &)l
> m% o' (w3, €:))201og(2/e€) JZ%: wiil 60)20log(2/e) - ST
1 Q) |(Gip, &) 1 (t,b)
YOS o (Wi Gi))20Tog(2/e) - —2 > o (Wi Gim)) B
M= €113 m =
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> 3 o (wlY €0)20108(2/e) — - 37 o' (w1, €0))20los(2/e)O (n/og(n/5)/ V)

7,7
Io Tio
1 _ 1
= =0 (Wi i) O (n/log(n/0) - SNR - d™2) = — 370" (Wi i) B, (47)
Jsr Jsr

Iia Iz

where the first inequality is by Lemma B.2 and the last inequality is by Lemma B.1. Then, we will
bound each term in (47) respectively.

For 1,9, I11, I12, I14, we have that

10| < O(ny/log(n/6)/Vd), |T11| < O(n+/log(n/6) - SNR - d~*/?),

(48)
Ii2| < O(B),

Forj =y, andr € Si(o), according to Lemma C.3, we have

log(4n2/6
(P 1w, €) = (P 1w &) + 712 — 5y PED
2
>2—p—5n 7105;(4; /5)04
>15—-08>0,

where the first inequality is by Lemma C.3; the second inequality is by 574/ W < 0.5; and

the last inequality is by 5 < 1.5. Therefore, for Ig, according to the fourth statement of Proposition
C.8, we have

Iy > %lﬁit”’)l‘m log(2/€) > 2log(2/e). (49)
By plugging (48) and (49) into (47) and according to triangle inequality we have
yi(VF(WED x;) W*) > Tg — [Tio| — [T1| — [Taa| — [T1a| > log(2/e),
which completes the proof. O
Lemma C.12. Under Assumption 3.1, for (0,0) < (¢,b) < (T*,0), the following result holds.
IV Lz, ,(WED)|3 < O(max{|ull3, (P - 1)%0pd}) Lz, , (W),

Proof. We first prove that
IVF(WED, %) || = O(max{|ullz, (P — 1)opVd}). (50)

Without loss of generality, we suppose that 7; = 1. Then we have that

1
195 W x| < — S

Jr

[0 (W' )+ (P — 1)’ (W'Y €06

2
1 t,b P-1 (t,b
< Do (w )l + = D (w &) &l
m e mo =
< dmaxc{]|palz, 2(P — 1), V),
where the first and second inequalities are by triangle inequality, the third inequality is by Lemma B.1.
Then we upper bound the gradient norm ||V Ls(W ) || as:

2
VLI,,,5<WWJ>>||%<[ S P (WD ) [V (WD, xz>||F}

761} b
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2
[ S Otmax{ |l (P — Doy ( — ¢ (g f (WD, x,)))

i€Lyp

< Olmax{ 3, (P~ 1%2d}) - 5= 37 ¢ (uf (W, x))

iGItyb
< O(max{||p])3, (P = 1)opd}) Lz, , (WD),

where the first inequality is by triangle inequality, the second inequality is by (50), the third inequality
is by Cauchy-Schwartz inequality and the last inequality is due to the property of the cross entropy
loss —¢' < /. O

Lemma C.13. Under the same conditions as Theorem 3.2, we have that

WD — W3 — (WD — W3 > nLg, , (W) — pe
Sorall (T1,0) < (t,b) < (T*,0).
Proof of Lemma C.13. We have

[WED — W3, — [WH — w2
= 2(Vi,, <w“7b>> WD W) — [V Ls (WD)

= 2 O WD ) — (VA WD, ), W] — 7P [V L, , (WD) [
lEth
2N (WO, )~ To(2/e)] — 7P VL (WD)
’LGItb
2
> 20 ST 0 WD, %)) — /2] — 7P|V Lz, , (WD)
€Lt

>nLz, ,(WED) —pe,

where the first inequality is by Lemma C.11; the second inequality is due to the convexity of the
cross-entropy function; the last inequality is due to Lemma C.12. O

Lemma C.14. Under the same conditions as Theorem 3.2, with probability 1 — §, we have that
Lty (WED) — Loy (WED)| < e

Sorall (T1,0) < (t,b) < (T*,0).

Proof.

[ (WD) — Loy (W)

1
<5 D0 f (WD ) — ey (WD) )|
i€l
1
< B Z yif(w(t’b),xi) *yif(W(t’O),xi)
1€L¢ b
DY Z(( 10— Wit ]+ (P 1) [l w60
- B 7, Jr ) g, jT <)
1€L¢ b 7,7
Hy(P —1) Hy(P—1)2_
<——F 21 — s 9 1 2
< — g lullzop\/210g(6n/0) + —=5———20,\/dlog(6n*/9)
<e

where the first inequality is due to triangle inequality, the second inequality is due to |¢}| < 1, the third
inequality is due to triangle inequality and the definition of neural networks, the forth inequality is due
to parameter update rule (17) and Lemma B.1, and the fifth inequality is due to Condition 3.1. [J
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Lemma C.15. Under the same conditions as Theorem 3.2, for all Ty < t < T*, we have
max; i |B§t;bg| = max {O(y/log(mn/d) - oo(P — 1)o,V/d), O(n+/log(n/8) log(T*)/V/d) }. Be-

sides,

1 ||W(T1’0) W*HQ
L W(t b) F
(s— TH > ol ) s GomE ¢
(T1,0)<(¢,0)<(s,0)
forall Ty <t < T*. Therefore, we can find an iterate with training loss smaller than 2¢ within

T="T + LHW(Tl) - W*||%,/(ne)J =T+ 5(n’1e*1mnd’1052) iterations.

Proof of Lemma C.15. Note that max;, ; j” =  max{O(y/log(mn/d) - oo(P —

1o,V/d),0(ny/log(n/8) log(T*)/V/d) } can be proved in the same way as Lemma C.9.

For any 71 < s < T, by taking a summation of the inequality in Lemma C.13 and dividing
(s — T1)H on both sides, we obtain that

1 W0 — w2
—_— Lz, , (WD) < E ye
(s —T)H 2 7o )< ns—TH

(T1,0)<(t,0)<(s,0)

According to the definition of 7', we have

1
TR 2 m. W<
Y (1y,0)<(8.6)<(1,0)

Then there exists an epoch 77 < ¢ < T such that

1 H-1
o > Lz, (W) < 26
b=0

Thus, according to Lemma C.14, we have

Ls(W®0) < 3¢,

Lemma C.16. Under the same conditions as Theorem 3.2, we have
pr ) /) = ©(SNR2) (51)
forall jj' € {£1}, r,1" € [m] and (I3,0) < (t,) < (T*,0).

Proof. Now suppose that there exists (0,0) < (T,0) < (T*,0) such that S 15;?2/7](’5 i? =
O(SNR™2) for all (0,0) < (¢,0) < (T',0). Then for ﬁ(-t’b? according to Lemma C.1, we have

2,750
t+1,0 tb Ui 108 4 (@68 <
%(r = 7J(‘ﬂ‘)_Bm'Z:{ Z 2 0(<WJ7” Ui 1)
b<H “i€S NIy,
1(t,b$) by <
= > G ) | w3,
i€S_NZep

1L0) _ —toy NP —12% p® £, )
PO = gt = T D (D 6) - 1w = ),

It follows that
(T,0)
Z%m
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= Z p(f’o.)
7.7,

1Yi=]
_(F-10 1P -1)? (T—1,0(T~ 1) (T-1,0T~V
= YAt Y o' (Wl ) €)lE3
i'yz:ﬂ iy =j
o0 n(P—1) (T—1,6T )
—Z R &1
1‘655?1*55%_1))
n(P—1 202dHP(—1 (T-1)
Z gy MEZ VD) ™) (52)
’ 8m ie5EP=DnT

where the last equality is by the definition of S](T Y as {i€n]:y =7, ( (T~ 1),£z> > 0}; the last
inequality is by Lemma B.1 and the fifth statement of Lemma C.8. And

10 N (T—1,6T~D) (T-16771) -
SO <o LS o (T G ) - Il
€S
= H 2 =
< ’Y](-TT/LO) + M . max MZ(T 1)|. (53)
/ +

o m i€S

H(T—1,6T 1>)|

According to the third statement of Lemma C.8, we have maxeg, |/;

C5 min F10FD), |£;(T 2 |. Then by combining (52) and (53), we have
€S,
n 7(T,0) n 7('1:71,0) 2 2
r oDy P —1)°0czd
Liz1Pirii_ > min izt i ; ( ) o ¢ = O(SNR™?). (54)
(T.,0) (T-1,0) 16Cs||pll3
’}/J r ’Yj’,’r‘/
n —(4,0)
On the other hand, we will now show % < ©(SNR™?) for t > T by induction. By Lemma
B.1 and (52), we have o
L (T:-10) | 3n(P — 1)205dn

gpsz’ Z I 2Bm

< 317(P - 1)20-[2)dnT2.
- 2Bm
And, by (46), we know that at ¢ = T5, we have

(T20) -, nezcaCTon|pl3
it = 8Bm '
Thus,
S Py .
(Tiﬂo) < ©(SNR™?).
Vi
DOy
Suppose % < ©(SNR™?). According to the decomposition, we have:
Tb) ~ 0) ~ B ~
(Wi Gip) = <W(-0 O G +5 -0 g
T, Iy
ng,rz 1€ill3 2 (€3, Gim) + Z () ||gill5 2 (&, Gim). (55
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And we have that

n

(Wi Gm) +—pr”> €112 (& ) + Z 0 l&illy (&, Gm)

1 J)
<p2+ 13 A 4””'], i

O(SNR 1)y
Nz

< B/2+

(T,0)

SV
where the first inequality is due to triangle inequality and Lemma B.1, the second inequality is due
to induction hypothesis, and the last inequality is due to Condition 3.1.

Thus, the sign of (wﬁ’b), Yi ) is persistent through out the epoch. Then, without loss of generality,

we suppose (wf;’b), w) > 0. Thus, the update rule of  is:

(£,b+1)
7T
b n T,b T,b
ST N SR AL TS SR AL -
i€Zr, msmsl i€Lr ,NS_NS;
(T,b) n (T, 2
> At . _ ) )
2%t g [érngbf [ Zrp 1 84 N S| Jnax Zrp N S— N S]] - |13
Therefore,
T{" 7,6(0)
S L iR EA AP TR ) B PR CY
And, by (52), we have
“ P —1)%02dH®(-1) (1)
(T+1 0) ,(To /(T,b;" ")
2 Pjms z:: o - -max |£] : (57)
Thus, combining (56) and (57), we have
s STH0)
1= 7,70
(T+1,0)
7,7
n  —(T,0 ASE
S ey (P —1)%02dn®(~1) -m |é’< )
< max (T0) 7’ (1,5 (1,7
8 [min €715, 8] max 751 A S ] - i3
< O(SNR™?), (58)

where the last inequality is due to the induction hypothesis, the third statement of Lemma C.8, and
Lemma B.5. Thus, by induction, we have for all 7} < ¢ < T that

S Py

N
And for (T1,0) < (t,b) < (T™,0), we can bound the ratio as follows:
LA A

ST

< O(SNR™2).

< O(SNR™?),

(,0)

where the first inequality is due to the update rule of p; .- and p§ . 2 Thus, we have completed the

proof. O
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C.3 Test Error Analysis

In this section, we present and prove the exact upper bound and lower bound of test error in
Theorem 3.2. Since we have resolved the challenges brought by stochastic mini-batch parameter
update, the remaining proof for test error is similar to the counterpart in Kou et al. (2023).

C.3.1 Test Error Upper Bound

First, we prove the upper bound of test error in Theorem 3.2 when the training loss converges.

Theorem C.17 (Second part of Theorem 3.2). Under the same conditions as Theorem 3.2, then
there exists a large constant Cy such that when n||p||3 > C1(P — 1)'o,d, for time t defined in
Lemma C.15, we have the test error

By (3 # sign(f(WEO, %)) < p + oxp ( ol (Ca(P — 1)40,%d>) ,
where Co = O(1).

Proof. The proof is similar to the proof of Theorem E.1 in Kou et al. (2023). The only difference is
substituting £ in their proof with (P — 1)&. O

C.3.2 Test Error Lower Bound

In this part, we prove the lower bound of the test error in Theorem 3.2. We give two key Lemmas.

Lemma C.18. For (11,0) < (t,b) < (1™,0), denote g(§) = 3_; . j(P — L)o((w; (2:) )). There

N )

exists a fixed vector v with ||v||2 < 0.060,, such that

S €+ v) — 9(7'€) > 4Cs max {3740 (59)

jre{£1} Je{£1}

forall &€ € R4,

Proof of Lemma C.18. The proof is similar to the proof of Lemma 5.8 in Kou et al. (2023). The only
difference is substituting & in their proof with (P — 1)&. O

Lemma C.19 (Proposition 2.1 in Devroye et al. (2018)). The TV distance between N (0, ngd) and
N(v,021q) is smaller than ||v||2 /207

Then, we can prove the lower bound of the test error.
Theorem C.20 (Third part of Theorem 3.2). Suppose that n||p||3 < Csd(P — 1)*0}, then we have
that L%fl (W(t’o)) > p + 0.1, where Cs is an sufficiently large absolute constant.

Proof. The proof is similar to the proof of Theorem 4.3 in Kou et al. (2023). The only difference is
substituting & in their proof with (P — 1)&. O

D Proofs for SAM

D.1 Noise Memorization Prevention

The following lemma shows the update rule of the neural network
Lemma D.1. We denote (; (0 — g [y; - fF(WED) x,)], then the adversarial point of W®:?) s
W) L et ywhere

/(t,b) . (2:b)
cltd) _ T ZieL,b Zpe[P] 4

] Yio (< 7, 7xi7P>)xivP
ST IVwLz, ,(WED)||
Then the training update rule of the parameter is
W(t+1 b) _ (t b) 77 Z Z E/(t b) / (t b) 1 e ~(t,b) Xi,p>)j Xip

VR ] T
lEIt b pe[P]
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Wit = L ST S A (W i)+ @ Xip))i i

lEItbpe[P]
(trb) Z E /(t,b) / §trb)’y“>+<€t,j,rayli>)ju
lEIrb
n(P —1) b b b .
~ Bm Z 7' (( JtT)7€Z> + (€ jfr)7£i>)3yi£i~
€Lt

NoiseTerm

We will show that the noise term will be small if we train with the SAM algorithm. We consider the
first stage where t < T} where Ty = mB/(12nn]||p||3). Then, the following property holds.

Proposition D.2. Under Assumption 3.1, for 0 < t < T3, we have that

7o B, ping =0 0
0<5,” <1/12, ©D
0.<p <1/12, ©
log(6n2/9)
00 > g 10/ 2= LY
02p5,52-F-10 a " .

Besides, fy( 20 = =Q(1).

Lemma D.3. Under Assumption 3.1, suppose (27), (28) and (29) hold at iteration t. Then, for all
re€[m],je{£l}andi€ [n]

321og(6n/5
(Wi — Wi ) — - vj(ib | < SNR 70%(1 ) (64)
(tb) . (0,0) pa log(6n2/4) ‘
’<Wj7r —W, &) — P_1 Py Z)| S P ] na, j # yi, (65)
b b 5 log(6n2/6 )
(Wit —win? &) = 5y < (d L) (66)

Proof of Lemma D.3. Notice that 1/12 < «, if the condition (61), (62), (63) holds, (27), (28) and
(29) also holds. Therefore, by Lemma C.3, we know that Lemma D.3 also holds. O

Lemma D.4. Under Assumption 3.1, suppose (61), (62), (63) hold at iteration t,b. Then, for all
je{£1}andi € [n), Fj(WEt’b),xi) < 0.5. Therefore —0.3 > ¢ > —0.7.

Proof. Notice that 1/12 < q, if the condition (61), (62), (63) holds, (27), (28) and (29) also holds.
Therefore, by Lemma C.4, we know that for all j # y; and i € [n], F} (W(f -b) x;) < 0.5. Next we

will show that for j = v;, Fj(Wy b), x;) < 0.5 also holds.

According to Lemma D.3, we have

FWE ) = S ol(wl, yan)) + (P = Dor((wil) &)

r=1

< 2max{|(w{;” g, (P — D(w''), €)1}

I 32log(6n/d
< 6max{|<w§.f1?,ym>|,(P_ 1)[(w'%,&)],SNR %m,
1 2
5 MnOQl (t b)| |p§trbl)|}
21 1 2
< 6maX{5,SNR\/3 og((i6n/5) na,S\/ Og(6§ /6)71 |7](th l, p§trbz}
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< 0.5,

where the second inequality is by (64), (65) and (66); the third inequality is due to the definition of 3;
the last inequality is by (25), (61), (62).

Since Fj(W§-t’b), x;) € [0,0.5] we know that

1 1
03> ———"— >l > > (.7
~ 14exp(0.5) = "7 14exp(—0.5) —

O

Based on the previous foundation lemmas, we can provide the key lemma of SAM which is different
from the dynamic of SGD.

Lemma D.5. Under Assumption 3.1, suppose (61), (62) and (63) hold at iteration t,b. We have that
if (W' &) > 0,k € Ty and j =y, then (w';” + €17 &) <0

J T j roo
Proof. We first prove that there for ¢ < 77, there exists a constant C5 such that

IVwLz, , (W) ||p < C2Po,y/d/B.

Recall that
Lz, , (W) Z Uy f (WD, 7)),
ZeIfb
we have
Ve, Lz,, (W) Z Vi, Ly f (WD x,))
’L€I1b
B Z yil yz t.b) Xz))ijﬁrf(w(tvb)yxi)
ZEItb
— Z (O (WD ) it o' (WY€) - (P - 1)E.
ZEItb
‘We have
IIij Lz, , (WD
b b
< || ST o ) | | ST o () €) - (P - 1
i€Lyp i€Ly 2

<0.7m Y|pls + 1.4(P - 1)m~to,/d/B
<2Pm™'o,\/d/B,
and
IVw Lz, , (WO 5 = [V, Lz, (WO < 2m(2Pm™"0,/d/B)?,
g,

leading to
IVw Lz, , (W) g < 2v2Poy,\/d/Bm.

From Lemma D.1, we have

b T
@5 &) = = VwLz, (WO Y Ze’% io ((w)1), % ) (i 1 &)

€Lt pE[P
T _ b) . b
=M||vazt,b(w<fvb)>||F1-( > 6y (P =10’ ((wy')” €)) (& 60)
€Ly p,iFEk

+ 00 jyi - (P =)o’ (W), €4)) (€x, &)
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+ Z El(t b) 0' Eth)ayl )<p‘7§k>)

1€2L:p
T

<—|08B opy/dlog(6n?/§) + 0.4Bc 2log(6n2/4)
mcngp@[ (P — 1)0%/dlog(6r2/3) a2/ Tog(672/3)

—0.15(P — 1)0;54

707%\/;1
mvB
1
- _ 67
T (67)
where we the last equality is by choosing 7 = e ';‘F 7 Now we give an upper bound of (w 52, &),
by (66) we have that
log(6n2/4

(wii), €x) < 3max{|< Wi €l 5y/ B g b)l} <1@P-1). (63
Combining (67) and (68) completes the proof. O]

Lemma D.6. Under Assumption 3.1, suppose (61), (62), (63) hold at iteration t,b. Then (62) also
holds fort,b+ 1.

Proof. Now consider the SAM algorithm. Recall that

P—1) . .
plt D) — gy P ZD7 et rqp® L @0 g0y 2 Ay = 5) 10 € Toy).

it Bm i gr

Case 1:i ¢ Z, ;. In this case, clearly we have that pﬁt b *gtrbl) <1/12.

Case 2:i € Z;;, and (w jtrb ,&€;) > 0, then by Lemma D.5, we have that <w( )+ e] r7£k> 0,
therefore we have that p *(t b+1) p(t b) < 1/12.

7,7y

—(t;b)

R

Case 3:0 € 7, ; and (wjy; ,&i) < 0 then by (66) and triangle inequality, we can conclude that 5
can not reach a constant order,

1 2
og(ﬁg /9,

since we only take one small step further,

—(t,b) <(P—l)‘<w(-t’b) 00)751 ’+5

pgrz— 7,r

Then we can give an upper bound for ﬁgt:' 11 -b)

log(6n2/4 P—1)?
,51’&;1’);%1) < (P—1)|<Wj(’t;b) 00)751 ’_|_5 %na%_%Qda}% < 1/12_
O

Proof of Proposition D.2. We will use induction to give the proof. The results are obvious hold at
t = 0 as all the coefficients are zero. Suppose that there exists T < Ty such that the results in
Proposition D.2 hold for all time (0,0) < (¢,b) < (T — 1,b — 1).We aim to prove that (61), (62),
(63) also hold for iteration (7' — 1, b).

First, we prove that (61) holds for hold for iteration (7' — 1, b). Notice that

t,b+1 tb t,b t,b t,b Ui
= A e 30 (WY ) -l < gl
€Lt p

/(t,b+1)

where the last inequality is by the fact that |¢; \ < land o’ < 1. Notice that T — 1 < T}, we

can conclude that,

T.b n
VIV STy (n/B) - Ll < 1/12.
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Second, by Lemma D.6, we know that (62) holds for (T — l,g).

Last, we need to prove that (63) holds ( -1 b) The proof is similar to previous proof without
SAM.

When Bf;jkl’b*l) < —0.5(P —1)8 — 64/ %na, by (31), we have

(T-15-1) (0,0) L Foipo 5  [log(6n*/d)
<W]r £k> < <Wj,r 7€k>+ P_lgj,r,k +P—1 d no
1 [log(6n2/é

og(6n?/0)

= P-1 d ’

and we have

@6 = —lIVwlz, ,,  (WTHD) Gy,
J

ieIf"—l,E—l p€E[P]
T—1,b—1
o' (WD i )) (i €
T_15— _ T—1,b—1) .
- Vwlz, ,, (WP 1>>||F1-( T,
ieIfflvgfl,i;ék

(P—1)o' (WD g0 (g, 60) + 00 jye - (P — 1)’ (W', €0) (&, &)
S 4”‘1”"%-a’<<w§i‘1=b‘l>,yiu><u,sk>)

ieIf—1,5—1

T {o 8B(P — 1)o%+/dlog(6n2/5) + 0.4Bop | u||2 /2 log (612 /)

<
~ mCyPo,VBd

<C 7V Bo,+/log(6n2/6)
<Oy

m
o B+/log(6n?/9)
Y PV
2
<1 log(6n?/0) o
P d ’

and thus (w770 4 &7 =171 ) < 0 which leads to

2 - ~
(T— 1b)7p(T 1,b— 1)Jr n(P —1) .é{(T—l,b—l),gl«

T-1,b—1
pt w) &) - &3

=j,r =j,r Bm ? 71,7
Wy =—j)1(i € Z5_ 15— )
(T-15-1).
7]'rz

Therefore, we have

log(6n2/6) ot

p(irll,b) p(T 1,6-1) > (P—1)8—5P ;

7,7 =g,

When B§1~;;1,E—1) > —0.5(P — 1) — 54/ %na, we have that

n(P—-17% (F-15-
pT18) > (T—1b— 1)+7)~£'( B 613

7,7 =g, Bm i
Fo13— 0.4n(P —1)2

(T—-1,b—1) _ . 2

= B 2dap
1 2

>—(P-1)8-5P Mna

d
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Therefore, the induction is completed, and thus Proposition D.2 holds.

Next, we will prove that ’y](tr) can achieve Q(1) after 77 = mB/(12nn|w||3) iterations. By

Lemma B.6, we know that there exists c3 - T} epochs such that at least ¢4 - H batches in these

epochs, satisfy
c B 3B
4’ 4

for both y = +1 and y = —1. For SAM, we have the following update rule for ;

7 ;
,yj(trbﬂ) (trb) " Z E;(tb)al« (tb)+A§th),yz R

(1),

iGIt,bﬁS@
n t,b t, t,b
o > (W &y ) - lul.
i€ pNS_
If (w; (t, b)—i—Agth),u) > 0, we have
(t,b+1) _  (t,b) n /(t) /(t) 2
=28 N DU DI [ -
€Ly NSNSy 1€T: NSNS _1
> a0 % (0.31Z0p N Sy N Sy| = 07Ty NSy NS ) - [|pa2-

If (w; (t b4 A(trb), @) < 0, we have

t,b+1 t,b n t t
r = [ >oodr- Y 4 ﬂ e
1€Ly bﬁS+ﬁS 1 1€Ly bﬁ5+ﬁsl
> 7,('3’}7) + % (0.3|Z15 NS NS_1| = 0.7|Z; 5 N Sy N S1]) - llf3-

Therefore, we have
0) n 2
> 37(03 . Cng . C4H -0.25B — 07T17’L(])H/1,H2
m

= == (0.075cse4Tin — 0.7Tinq) | a3

n 2
> — T
= 163m6304 1 plls
C3Cq
= —— = Q(1).
192 (1)

Lemma D.7. Suppose Condition 3.1 holds. Then we have that ||W(T1’O) H2 O(ooVd) and

(Wi ) = (1),
(w <_7;z°>,m> =-Q(1),
5 71,0 T1 0
B = 2max{|(wii " w)l, (P = DItwii . )]} = 0(1).
Besides, for Sgt’b) and S ](f;b) defined in Lemma B.3 and B.4, we have that
|59 = Q(m), Vi € [n]

5] = Q(n), Vj € {£1},r € [m].
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D.2 Test Error Analysis

Proof of Theorem 4.1. Recall that

t,b 0,0 tb _
wit? = w00 g 0 )72 ij I&N2 - &,

by triangle inequality we have

w2, = w1 | < 521 el

n

t,b _
ST Nl - &
i=1 2

\/ﬁ 2 —1/2
m(%dﬂ) /

1
< - -1
< Sl

1 _
< <l
By the condition on oy and Lemma B.2, we have
lwir 2, = e (lwis” ) = © (oo Va).

By taking the inner product with @ and &;, we can get
t,b 0,0 t,b t,b -
(witom) = (wit o)+ 5 5 szz I€illz* - (&, o),
and

b b) _ 1 - b
(win? &) = (Wi &)+ 5 - elly® s &)+ 5 D0 A - € lla® - (6o &)

=1

0,0 t,b) _ 1 b
= (w0 )+ o el e ) + )

b
+ 51 2 A gl - (6o ).
i’

Then, we have

71,0 0,0 Ty 0 I & (mo _ .
(win ™ gm) = (Wi )+ 5 Yo €l - (6
i=1

0,0 0,0 1 &, (mo _
>y O W ] = 5 OIS €l 6 )]
=1

n _
](Trl 9 — \/210g(12m/6) - oo ull2 — m(ggd/Q) pllzop - /21og(6n/6)
> Lm0
> 2y,
and
T1,0 0,0 T1,0 I &~ (10 .
(W gy = (w0 ey — 4710 ﬁz POl ()
1=1
Ty, 0,0 Ty,0 _
< AT L (WO |+ Z|p<;,r,2-|-||si||22-\<£i7u>|
71,0 n _
< -0 4 210g(12m/5)'Uo||N||2+m(03d/2) Hpell2op - /210g(6n/5)
_1 (T1,0)
>~ 2 g, )
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(Tl »O)

where the last inequality is by the condition on o and ;. = Q(1). Thus, it follows that

(w0 gy = (1), (w0 ju) = Q).

By triangle inequality, we have

s 5 s b _
e e [ e Z|p§32|-||£i||22~|<si,u>|
<lep Lo Lizamyt 2108 (61,/9)
= — : og(bn
=P T TP 1 12 Kii20p &
1 1
=B+ + = |u]l2/210g(6n/3) /(0,d)
2 12 (P—l)
1
<7a
~— 6

and

71,0 00) 71,0 - 1 71,0
Wi €] < [(w] ,sz>|+|~y“ I lalla? - s €]+ 5— 1S

T.,0 _
e SR w3 -1 e €0
i

1
< = — -
< 38+ s 0y VEIORER/D) + 5o

n 2 “16 2
+ 2P =1) (0,d/2)" 20, dlog(6n?/5)
<lgp 1 Liste, . Jiog@no)
=27 TP —1) "Mz Trr VIR
1
< —.
=56

This leads to

B = 2max{|(wi;", W, (P - DI(wiz &)} = 0(1).

1,9,r
In addition, we also have for t < 77 and j = y; that

(Wit &) — (wl% g

> L D 5 ) ;m el 1€ €]
> 0l |<u,si>|—Pll;pj 1 Newllz? - I¢6 &)

> — 5l 1o €01 — g el I )

ZfiHulerl% 210%(671/5)*ﬁ(aﬁd/?)’%aj TToa(672/5)
= Hullz oy - v/2log(6n/5) — \/W

> —gnun; oy 108 (6/9).

Now let S‘Z-(O’O) denote {r : <W7(£52), ) > 0po,V/d)} and let 5‘;)0;0) denote {i € [n] : y; =

7, <w75i’f7r), &) > 090,\/d}. By the condition on o, we have for ¢ < T} that

(Wit gy > —(wl% g,

_\f
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forany r € S ori € 5](?;0). Therefore, we have 5% € §"*% and gj(-?;o) C SJ(-’TTI’O) and hence

0.8 (—v2)m < |5V < 1870 = Q(m),
Lo -
0.250(—v2)n < [S50] < STV = (),

where ®(-) is the CDF of the standard normal distribution. O

Now we can give proof of Theorem 4.

Proof of Theorem 4. After the training process of SAM after T}, we get W (71:0) | To differentiate
the SAM process and SGD process. We use W to denote the trajectory obtained by SAM in the
proof, i.e., W(T1:.0) By Proposition D.2, we have that

n n
_(T1,0) _ ~(0,0) , . ~(T1,00 M 1 ~(11,00 & 1 ~100 &
W =w. )+ . +=——=> Piri vrmmts5—=) P )
Jr s Jr 3 P-1 — Pt 1€13 1 Zlﬂv”z 1€:13

- (69)

~(71,0)

where 7707 = (1), 5,1 € [0,1/12], P00 e (-8 — 10y/1og(6n?/5)/dn,0]. Then the

SGD start at W00 := W(T1.0) Notice that by Lemma D.7, we know that the initial weights
of SGD (i.e., the end weight of SAM) W (0:0) g1l satisfies the conditions for Subsection C.1 and
C.2. Therefore, following the same analysis in Subsection C.1 and C.2, we have that there exist
t =O0(n~'e 'mnd=" P25, %) such that Ls(W ")) < ¢. Besides,

n

(t0) _ L (0,0) . _(t0) _M 1 —t0) & 1 oy &
W, =W ) s +7 Piri " + 5 Pl
” r a3 1 ; gl P—1 ;*J’“ €113

for j € [+1] and r € [m] where

y =e(sNR?) YA, A e 0,0, ptY € [~a,0). (70)

J 50 =7,
i€[n]

Next, we will evaluate the test error for W (%), Notice that we use (¢) as the shorthand notation of
(t,0). For the sake of convenience, we use (x,y,y) ~ D to denote the following: data point (x, y)
follows distribution D defined in Definition 2.1, and ¥ is its true label. We can write out the test error
as

P gy~ (¥ # sign(f (W), x)))
= Py (uf (W, x) <0)
= Plcy)nn (9 (WO, %) 0,9 # §) + Py (uf (W, x) <0y =5) (7D
=1 Prgyn (5F(WY,x) 2 0) + (1= p) - Py (5/ (W, x) < 0)
<P+ Pregy~n (HF (W, x) <0),

where in the second equation we used the definition of D in Definition 2.1. It therefore suffices to
provide an upper bound for P(x 5).p (7f(W®,x) < 0). To achieve this, we write x = (ju, £),
and get

WY x) = — Zw Wik i) + o (wj.). €))]
:%Z[ (w0, 51)) + (P = Da((wl), )]

—fZ (w g + (P =)o ((w! &), (72)
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The inner product with j = ¥ can be bounded as

(Wil Gh) = (wi) )+, Zpy €052 (€ )
—2 ~
y i N&ill2" - (€ m)
(0) (t) 2log(6m/4) (t)
> <WAr,y,u>+ ﬁ"jp”/”b 2d/2 Zpyrz Z|py,7t

= 510+ L2 — O TG0 (Pod) ) - (SNR2) )
— (w19, 550) + 1 - O(V I Pop/ sl )
=

©) (t)
Wi ) +0(5 )

— o),

(73)
where the inequality is by Lemma B.1; the second equality is obtained by plugging in the coefficient
orders we summarized at (70); the third equality is by the condition SNR = ||p||2/Po,\/d; the
fourth equality is due to [|]|3 > C'- P?02 log(n/4) in Condition 3.1, so for sufficiently large constant
C the equality holds; the last equality is by Lemma D.7. Moreover, we can deduce in a similar
manner that

(w' w) = (w% ) =2, +Zp<f>w~||si\|;2~<ei,—yu>

Zpg &illz* - (& T
<(w <2,r,§u> 79, (74)

210g(6n/5) - oyl - (73d/2)” [Zp_y,mZp_y,m]

@ (*)
=(w_;,.um) —O0(v3,)

=-Q(1)<0
where the second equality holds based on similar analyses as in (73).

Denote g(§) as ), 0(<w(_t)§_r, £)). According to Theorem 5.2.2 in Vershynin (2018), we know that

for any = > 0 it holds that

2

P(9(€) — Eg(€) = @) < exp ( — ), 75)

opllglitp

where c is a constant. To calculate the Lipschitz norm, we have

9(6) — 9(¢") = ia &) ﬁ:a <f§,,m|
giia«w&“@r,e» o((w ., €))
<fjl<w“3,,«,£ ¢
<3 w0l 16~
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where the first inequality is by triangle inequality, the second inequality is by the property of ReLU;
and the last inequality is by Cauchy-Schwartz inequality. Therefore, we have

lglluip < S 1w L, (76)
and since < y &) ~N(0, ||w(_%,r||§ag), we can get

£) = ZEO’(< gjws Z ||W,y THQ P Z ”W(t) H2
r=1

Next we seek to upper bound the 2-norm of w
tion, namely:

t

j( ... First, we tackle the noise section in the decomposi-

2

@ &l

i 1) 2 _ t _
=S A0 T e 2 DT o o g7 IR (€ 6
=1

1<i1 <ia<n

n 2
<4020 P T2 ST o\ 6\ |- (160, 1d72) - (202/dlog(6n2/6))
=1

1<i1<i2<n

n n
— 405247057 o0 7 4 32072472 /log (607 /5) [(Z |pjt21|> Zpﬁ,ﬂ
=1 1=1

ot 3 Bl ()

i=1

S [@( 2d 1 *1)+é(052d73/2 (Z|p§77‘l|+2’p-]71)
n 2

<0 —zd 1 —1 (Zp;t7)“1> ,
i=1

where for the first inequality, we used Lemma B.1; for the second inequality, we used the definition
of p, p; for the second to last equation, we plugged in coefficient orders. We can thus upper bound

the 2-norm of w( )

t — t —
w2 < w2 + 70 - pllz? <,’,-\|a||22

< lIwgillla #7520l +O(P oy M= 2n742) zp“)

]’I"Z
i=1

= O(0oVd) + O(P 1o, td 2012 N 5l (77)
i=1

where the first inequality is due to the triangle inequality, and the equality is due to the following
comparisons:

t —
W wll3?

O(P~1oy td-1/2n=1/2) S0, 7).

= O(P0,d"/*n'/? ||, 'SNR?)

O(P~ o, 102l l2)
o)
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based on the coefficient order Y ., p] e Z/’Y] ) = ©(SNR™?), the definition SNR = ||pt||2/(c,V/d),

and the condition for d in Condition 3.1; and also ||w(0) |2 = ©(0pV/d) based on Lemma D.7. With
this and (73), we analyze the key component in (80):

>, o((w “),am) . o(1)
(P—1)o, >, || _y, H2 " O(0gVd) + O(P-lo, td-1/2n-1/2) . S 155‘21
o(1) (78)
~ O(0pVd) + O(P~to, td=1/2n1/2q)
> min{Q(oy 'dY?),Q(Po,d/?n"2a71)}
> 1.
It directly follows that
® a2y P=Dopx~ o)
, > 0. 79
Zo« g T1) = = 2::1 W Iz (79)

Now using the method in (75) with the results above, we plug (74) into (72) and then (71), to obtain

]P(xyyw'D yf )X)<O)

gmx,y,ym( ) 6) > ()P 1) Y ollw “%am))

T

—P<xyy>~p<g > (1/(P = 1) Y o((wl), ) - Zu )

s

(/P = 1), 0wt Gin)) — (o/v/2m) 1y [ H)]
o2 (S w0 0,)
5, 0wl gu)) ’
:exp[_c<<P—1>opzr w1, _W%) }
Soo(wi) gu) 2
(P—1)op 3 1HW(—27 H2> ),

where the second inequality is by (79) and plugging (76) into (75), the third inequality is due to the
fact that (s — )2 > s2/2 — t2,Vs,t > 0.

And we can get from (78) and (80) that

< exp(c/27) exp ( - O.5c< (80)

>, o((wi) ) ))
(P - 1)Up Z'r:l Hw(—t)§r||2
< exp (% — Cmin{oy2d7t, Pozz)dn_la_Q})

Px5,y)~D (;’g\f(W(t)7 x) < O) < exp(e/2m) exp < — O.5(:<

< exp ( — 0.5Cmin{o;?d™", Pagdnfloz”})
<e

where ¢ = O(1), the last inequality holds since o2 < 0.5Cd~!log(l/e) and d >
2C~ 1P~ ?na?log(1/e).

O
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