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Abstract

Gradient Descent (GD) is a powerful workhorse
of modern machine learning thanks to its scalabil-
ity and efficiency in high-dimensional spaces. Its
ability to find local minimisers is only guaranteed
for losses with Lipschitz gradients, where it can be
seen as a ‘bona-fide’ discretisation of an underly-
ing gradient flow. Yet, many ML setups involving
overparametrised models do not fall into this prob-
lem class, which has motivated research beyond
the so-called “Edge of Stability” (EoS), where
the step-size crosses the admissibility threshold
inversely proportional to the Lipschitz constant
above. Perhaps surprisingly, GD has been em-
pirically observed to still converge regardless of
local instability and oscillatory behavior. The in-
cipient theoretical analysis of this phenomena has
mainly focused in the overparametrised regime,
where the effect of choosing a large learning rate
may be associated to a ‘Sharpness-Minimisation’
implicit regularisation within the manifold of min-
imisers, under appropriate asymptotic limits. In
contrast, in this work we directly examine the
conditions for such unstable convergence, focus-
ing on simple, yet representative, learning prob-
lems, via analysis of two-step gradient updates.
Specifically, we characterize a local condition in-
volving third-order derivatives that guarantees ex-
istence and convergence to fixed points of the
two-step updates, and leverage such property in
a teacher-student setting, under population loss.
Finally, starting from Matrix Factorization, we
provide observations of period-2 orbit of GD in
high-dimensional settings with intuition of its dy-
namics, along with exploration into more general
settings.
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1. Introduction

Given a differentiable objective function f(#), where 6 €
R? is a high-dimensional parameter vector, the most basic
and widely used optimization method is gradient descent
(GD), defined as

9D =600 — vy f(0), 1)

where 7 is the learning rate. For all its widespread appli-
cation across many different ML setups, a basic question
remains: what are the convergence guarantees (even to a
local minimiser) under typical objective functions, and how
they depend on the (only) hyperaparameter 7? In the mod-
ern context of large-scale ML applications, an additional key
question is not only to understand whether or not GD con-
verges to minimisers, but to which ones, since overparametri-
sation defines a whole manifold of global minimisers, all
potentially enjoying drastically different generalisation per-
formance.

The sensible regime to start the analysis is 7 — 0, where
GD inherits the local convergence properties of the Gradient
Flow ODE via standard arguments from numerical integra-
tion. However, in the early phase of training, a large learning
rate has been observed to result in better generalization (Le-
Cun et al., 2012; Bjorck et al., 2018; Jiang et al., 2019;
Jastrzebski et al., 2021), where the extent of “large” is mea-
sured by comparing the learning rate 1 and the curvature of
the loss landscape, measured with A(0) := Apax [ng(&)},
the largest eigenvalue of the Hessian with respect to learn-
able parameters. Although one requires supg A(6) < 2/7 to
guarantee the convergence of GD (Bottou et al., 2018) to (lo-
cal) minimisers !, the work of (Cohen et al., 2020) noticed
a remarkable phenomena in the context of neural network
training: even in problems where A(6) is unbounded (as in
NNs), for a fixed 77, the curvature A(6(*)) increases along the
training trajectory (1), bringing A(#(Y)) > 2/n (Cohen et al.,
2020). After that, a surprising phenomena is that (")) sta-
bly hovers above 2 /7 and the neural network still eventually
achieves a decreasing training loss — the so-called “Edge
of Stability”. We would like to understand and analyse the
conditions of such convergence with a large learning rate
under a variety models that capture such observed empirical

'One can replace the uniform curvature bound by
SUPy, £ (9) < (60 A(0)-
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behavior.

Recently, some works have built connections between EoS
and implicit bias (Arora et al., 2022; Lyu et al., 2022;
Damian et al., 2021; 2022) in the context of large, over-
parametrised models such as neural networks. In this setting,
GD is expected to converge to a manifold of minimisers, and
the question is to what extent a large learning rate ‘favors’
solutions with small curvature. In essence, these works show
that under certain structural assumptions, GD is asymptoti-
cally tracking a continuous sharpness-reduction flow, in the
limit of small learning rates. Compared with these, we study
non-asymptotic properties of GD beyond EoS, by focus-
ing on certain learning problems (e.g., single-neuron ReLU
networks and matrix factorization). In particular, we charac-
terize a range of learning rates 1 above the EoS such that GD
dynamics hover around minimisers. Moreover, in the matrix
factorization setup, where minimisers form a manifold with
varying local curvature, our results give a non-asymptotic
analogue of the ‘Sharpness-Minimisation’ arguments from
(Arora et al., 2022; Lyu et al., 2022; Damian et al., 2022).

The straightforward starting point for the local convergence
analysis is via Taylor approximations of the loss function.
However, in a quadratic Taylor expansion, gradient descent
diverges once A(f) > 2/n (Cohen et al., 2020), indicating
that a higher order Taylor approximation is required. By
considering a 1-D function with local minima 6* of curva-
ture A* = A(0*), we show the existence of fixed points of
two-step updates around the minima with 7 slightly above
the threshold 2/\*, provided its high order derivative satis-
fies mild conditions as in Theorem 1, with generalization
into matrix factorization in Theorem 6 and experiments of
MLPs in Appendix B.3.2. A typical example of such func-
tions is f(z) = (2% — p)? with s > 0. Furthermore, we
prove that it converges to an orbit of period 2 from a more
global initialization rather than the analysis of high-order
local approximation.

As it turns out, the analysis of such stable one-dimensional
oscillations is sufficiently intrinsic to become useful in
higher-dimensional problems. First, we leverage the analy-
sis to a two-layer single-neuron ReLLU network, where the
task is to learn a teacher neuron with data on a uniform high-
dimensional sphere. We show a convergence result under
population loss with GD beyond EoS, where the direction
of the teacher neuron can be learnt and the norms of two-
layer weights stably oscillate, with empirical evidence of
16-neuron networks in Appendix B.3.1. We then focus on
matrix factorization, a canonical non-convex problem whose
geometry is characterized by a manifold of minimisers hav-
ing different local curvature. We provide novel observations
of its convergence to period-2 orbit with comprehensive
theoretical intuition of the dynamics. Finally, we extend
previous works by proposing two models with observations

in matrix factorization compatible for future analysis. A
further discussion is provided in Appendix M.

2. Related Work

Edge of stability. Cohen et al. (2020) observes a two-
stage process in gradient descent, where the first is loss
curvature grows until the sharpness touches the bound 2/7,
and the second is the curvature hovers around the bound
and training loss still decreases in a macro view regardless
of local instability. Gilmer et al. (2021) reports similar
observations in stochastic gradient descent and conducts
comprehensive experiments of loss sharpness on learning
rates, architecture choices and initialization. Lewkowycz
et al. (2020) argues that gradient descent would “catapult”
into a flatter region if loss landscape around initialization is
too sharp.

Some concurrent works (Ahn et al., 2022; Ma et al., 2022;
Arora et al., 2022; Damian et al., 2022) are also theoretically
investigating the edge of stability. Ahn et al. (2022) suggests
that unstable convergence happens when the loss landscape
of neural networks forms a local forward-invariant set near
the minima due to some ingredients, such as tanh as the
nonlinear activation. Ma et al. (2022) empirically observes
a multi-scale structure of loss landscape and, with it as
an assumption, shows that gradient descent with different
learning rates may stay in different levels. Arora et al. (2022)
shows the training provably enters the edge of stability with
modified gradient descent or modified loss, and then its
associated flow goes to flat regions. Under mild conditions,
Damian et al. (2022) proves that GD beyond EoS follows an
optimization trajectory subjected to a sharpness constraint
so that a flatter region is found. Note that our learning rate
is strictly larger than that of Damian et al. (2022) so that
their proposed manifold does not exists in our settings, as
discussed in Section 6.2.

More related works on implicit regularization, balancing
effect and learning a single neuron are provided in Ap-
pendix N.

3. Problem Setup

We consider a differentiable objective function f(#) with
6 € R?, and the GD algorithm from (1).

Definition 1. A differentiable function f is L-gradient Lips-
chitz if

IVF(01) = V(0] < L|6r— b2, V61,0 (2)

The above definition is equivalent to saying that the spectral
norm of the Hessian is bounded by L, or the local curvature
at each point is bounded by L. Then 1 needs to be bounded
by 1/L in GD so that it is guaranteed to visit an approximate
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first-order stationary point (Nesterov, 1998). The perturbed
GD requires = 1/L to visit an approximate second-order
stationary point (Jin et al., 2021), and stochastic variants
share similar assumptions (Ghadimi & Lan, 2013; Jin et al.,
2021).

However, in practice, such an assumption may be violated,
or even impossible to satisfy when || V2 f| is not uniformly
bounded. Cohen et al. (2020) observes that, with learning
rate 7 fixed, the largest eigenvalue \; of the loss Hessian of
a neural network is below 2 /7 at initialization, but it grows
above the threshold along training. Such a phenomena is
more obvious when the network is deeper or narrower. This
reveals the non-smooth nature of the loss landscape of neural
networks.

Furthermore, another observation from Cohen et al. (2020)
is that once A\; > 2/7), the training loss stops the monotone
decreasing. This is not surprising because GD would diverge
in a quadratic function with such a large curvature. However,
despite of local instability, the training loss still decreases
in a longer range of steps, during which the local curvature
stays around 2/7). A further phenomena is that, when GD is
at the edge of stability, if the learning rate suddenly changes
to a smaller value 7, < 7, then the local curvature quickly
grows to 2/n; — indicating the ability to ‘manipulate’ the
local curvature by adjusting the learning rate.

Besides the analysis of GD, the local curvature itself has
also received a lot of attention. Due to the nature of over-
parameterization in modern neural networks, the global
minimizers of the objective f form a manifold of solutions.
There have been active directions to understand the implicit
bias of GD methods, namely where do they converge to
in the manifold, and why some points in the manifold are
more preferable than others. For the former question, it is
believed that (stochastic) GD prefers flatter minima (Barrett
& Dherin, 2020; Smith et al., 2021; Damian et al., 2021; Ma
& Ying, 2021). For the latter, flatter minima brings better
generalization (Hochreiter & Schmidhuber, 1997; Li et al.,
2018; Keskar et al., 2016; Ma & Ying, 2021; Ding et al.,
2022). It would be meaningful if flatter minima could be
obtained via GD with a large learning rate.

More specifically, it has been shown that the eigenvalues
of the hessian of a deep homogeneous network could be
manipulated to infinity via rescaling the weights of each
layer (Elkabetz & Cohen, 2021). Fortunately, gradient flow
preserves the difference of norms across layers along the
training (Du et al., 2018). As a result, a balanced initializa-
tion induces balanced convergence, while GD would break
this balancing effect due to finite learning rate. However,
recently it has been observed that GD with large learning
rates enjoys a balancing effect (Wang et al., 2021), where
it converges to a (not perfect) balanced result despite of
imbalanced initialization.

Motivated by the connections of optimization, loss land-
scape and generalization, we would like to understand the
training behavior of gradient descent with a large learning
rate, from low-dimensional to representative models.

4. Stable oscillation on 1-D functions: fixed
point of two-step update

In this section, we provide conditions of existence of fixed
points of two-step GD on generic 1-D functions, which are
on the third or higher derivatives at the local minima (Theo-
rem 1 and Lemma 1). More specifically, in the regression
setting, these local conditions allow many differentiable
non-linear activation functions to the base model (Prop 1),
and a composition rule is established to build complicated
base models with simple base models (Prop 2).

Within the framework of Theorem 1, we identify a specific
1-D function to investigate more: we show the convergence
to the fixed points (Theorem 2), along with its 2-D extension
in Prop 3, serving as the foundation of nonlinear (Section 5)
and high-dimensional (Section 6) cases. Empirical verifica-
tion of all theorems are provided in Appendix B.

4.1. Existence of fixed points

Definition 2. (Period-2 stable oscillation and fixed point
of two-step update Fg.) Consider GD on a function f in
domain Q). Denote the update rule of GD as F,(x) for
x € Q with learning rate 1. A period-2 stable oscillation
is 3 x € Q such that F,,(F,(x)) = x and x is not a minima
of f. Equivalently speaking, 3 x € ) is a fixed point of the
two-step update F}(-) = F,(F,(-)).

Remark. 1t is obvious that fixed points of Fg exist in pairs
by the nature of period-2 oscillation.

We initiate our analysis of existence of fixed point of F,f
in 1-D. Starting from a condition on general 1-D functions,
we look into several specific 1-D functions to verify our
arguments. Then, focusing on a function in the form of
f(x) = (2% — p)?, we present the convergence analysis as
a foundation for the following discussions. Furthermore, to
shed light on the multi-layer setting, we propose a balancing
effect on a 2-D function to make a connection to the 1-D
analysis.

General 1-D functions. Consider a 1-D function f(x)
with a learnable parameter « € R. The parameter updates
following GD with the learning rate 7 as

2 = F (20 = 2® —

nf' (z). 3)
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Assuming f is differentiable and all derivatives are bounded,
the function value in the next step can be approximated by

t4+1 t 10 (8)\12 N ey (¢
D) = f@®) = nlf @O (1 - 1))

+o((zt+D) — g1)2),

Ifn < 2/f"(x®), this approximation reveals that the func-
tion monotonically decreases for each step of GD, ignoring
higher terms. Such an assumption would guarantee the
convergence to a global minimum in a convex function.
However, our interest is what happens if n > 2/f"(z).
For instance, if f is a quadratic function, the second-order
derivative f” is constant. As a result, once n > 2/f", GD
diverges except when being initialized at the optimum. How-
ever, when trained with a large learning rate n > 2/ f" (%),
there is still some hope for a function to stay around a local
minima Z, as stated in the following theorem.

Theorem 1. Consider any 1-D differentiable function f(x)
around a local minima %, satisfying (i) f®)(z) # 0, and
(ii) 3[f®)2 — f"f& > 0 at T. Then, there exists € with
sufficiently small || and € - f®) > 0 such that: for any point
xo between T and T — €, there exists a learning rate 1 such
that F} (o) = w0, and

2
SIS @ e 9@

f(z)

Remark 1. Here obviously we have > 2/ f”(z) beyond
EoS. If we take f”(z0) ~ f"(z) — ¢ f®)(Z) with ¢ ~ ¢,
2

it holds n < F0)" Symmetrically, it holds m <
2

) Hence, n upper bounded by the EoS at one point in
the period-2 orbit.

Remark 2. We prove the key condition, 3[f(*)]2 — f” f(*) >
0, in the case of matrix factorization around any minima
as Theorem 6 in Appendix J.1. Meanwhile, we verify this
condition in multi-layer networks on MNIST, as shown

in Figure 9, 10, 11 in Appendix B.3.2.

The details of proof are presented in the Appendix C. As
stated in the Theorem 1, we provide a sufficient condition
for existence of fixed point of Fg around a local minima.
But still we cannot tell whether or not some functions have
it with f®)(Z) = 0. For instance, a quadratic function
does not satisfy this condition since f B) = f4) =0 and
it diverges when GD is beyond the edge of stability. But
for f(z) = sin(z) around z = —% where f®)(z) = 0, it
turns out the fixed point exists. Therefore, we extend the
argument in Theorem 1 to a higher order case in Lemma 1.
As a result, we verify that the sine function does allow
stable oscillation as in Corollary 1, because its lowest order
of nonzero derivative (except f’) at the local minima is

f@(z) <o.

Lemma 1. Consider any 1-D differentiable function f(x)
around a local minima %, satisfying that the lowest order
non-zero derivative (except the f") at 7 is f*)(z) with
k > 4. Then, there exists € with sufficiently small |e| such
that: for any point xo between T and & — ¢, and

1. ifkis odd and e - f*)(z) > 0, f*+1)(z) < 0, then
2

; 2
there exists 1) € (7, W)

2. if k is even and f*)(Z) < 0, then there exists 1 €
2 2
(W; f//_;,_f(k)ék—Q )’

such that F}(xo) = xo.

The details of proof are presented in the Appendix D.

Lo loss on general 1-D functions. However, we have to
admit that the local conditions above are 1) too abstract to
directly write down a meaningful function in this family, or
2) too complicated to compute the higher-order derivatives
of a given non-trivial function.

Fortunately, both Theorem 1 and Lemma 1 provide a guaran-
tee that squared-loss on any base function g provably allows
stable oscillation once g satisfies some mild conditions, as
stated in Prop 1. Moreover, we provide a straightforward
method to build a more complicated model from two simple
base models, as stated in Prop 2.

Proposition 1. Consider a 1-D function g(x) , and define
the loss function f as f(x) = (g(x) — y)2. Assuming (i) g’
is not zero when g(z) = v, (ii) ¢'(z)g® (z) < 6[¢g"(z)]%,
then it satisfies the condition in Theorem I or Lemma 1 have
a fixed point ofF,? around X.

This setup covers a broad family of generic non-linear least
squares problems, including the base model g being sine,
tanh, high-order monomial, exponential, logarithm, sig-
moid, softplus, gaussian, etc. Many of these nonlinear
(activation) functions are widely used in empirical or the-
oretical deep learning, together with the composition rule
(Prop 2), shedding light for future analysis of practical mod-
els with these as building blocks.

Proposition 2 (Composition Rule). Consider two 1-D func-
tions p,q. Assume both p(z),q(y) at x = T,y = p(T)
satisfies the conditions of g in Prop 1. Then q(p(x)) also
satisfies the conditions to have a fixed point of F,? around
T =T

In Appendix D and E, we provide the proof details of these
settings of g(z) as Corollaries 1-8, along with all lemmas
and proposition.

After the above discussions on local conditions, a natural
question rises up as
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Q1: with existence of a fixed point of F2, can iterative
runnings of F,? converge to it?

With such a question, we are going to present a careful

analysis on g(z) = 22

4.2. Convergence to fixed points

A special 1-D function. Consider f(z) = 1(2? — p)?
with 1 > 0, f®(/R) = 6/, f”(/H) = 2u. Note that
this function is more special to us because it can be viewed
as a symmetric scalar factorization problem subjected to the
squared loss. Later we will leverage it to gain insights for
asymmetric initialization, two-layer single-neuron networks
and matrix factorization. Before that, we would like to show

where it converges to when 7 > % as follows.

(V)

Theorem 2. For f(z) = 1(22 — p)% consider GD with
n:K-iwherel < K < V45 —1 ~ 1.121, and
initialized on any point 0 < xo < /1. Then it converges to
an orbit of period 2, except for a measure-zero initialization
where it converges to /1. More precisely, the period-2 orbit
are the solutions x = 01 € (0, /i), x = 02 € (\/It,2\/11)
of solving § in

1
n= . 4

62( - +)

The details of proof are presented in the Appendix F. As
shown above, Theorem 1 and Theorem 2 stand in two dif-
ferent levels: Theorem 1 restricts the discussion in a local
view because of Taylor approximation, while Theorem 2
starts from local convergence and then generalizes it into
a global view. However, Theorem 1 builds a foundation
for Theorem 2 because the latter would degenerate to the
former when K is extremely close to 1.

o

59
N[

A special 2-D function. Similarly, consider a 2-D function
f(z,y) = 3(zy — p)? under different initialization for x
and y, which we would call “in-balanced” initialization.
Note that all the global minima in 2-D case form a manifold
{(z,y)|zy = p} while the 1-D case only has two points of
global minima. So we need to distinguish all points in the
manifold by their sharpness. When xy = p, the leading
eigenvalue of the loss Hessian is \; = (z—1)?+2u. Hence,
in the global minima manifold, the local curvature of each
point is larger if its two parameters are more imbalanced.
Among all these points, the smallest curvature appears to be
A1 = 2p when x = y = /ji. In other words, if the learning
rate 7 > 2/2u, all points in the manifold would be too
sharp for GD to converge. We would like to investigate the
behavior of GD in this case. It turns out the two parameters
are driven to a perfect balance although they initialized
differently, as follows.

Theorem 3. For f(z,y) = % (zy — 1)?, consider GD with
learning rate n = K - % Assume both x and y are al-
ways positive during the whole process {z;,y;}i>0. In
this process, denote a series of all points with xy > p
as P = {(z;,y:)|ziy; > u}i>o. Then |z — y| decays to 0
inP, forany 1 < K < 1.5.

Theorem 3 shows an effect that the two parameters are
squeezed to a single variable, which re-directs to our 1-
D analysis in Theorem 2. Therefore, actually both cases
converge to the same orbit when 1 < K < 1.121, as stated
in Prop 3.

Proposition 3. Follow the setting in Theorem 3. Further
assume 1 < K < \/4.5—1 =~ 1.121. Then GD converges to
an orbit of period 2. The orbit is formally written as {(xz =
y = 0;)|i = 1,2}, with 6, € (0,\/1n), 02 € (\/11, 2\/11) as

the solutions of solving ¢ in

A natural follow-up question is what implications Theo-
rem 2 and Prop 3 bring, because 1-D and 2-D is far from the
practice of neural networks that contain multi-layer struc-
tures, nonlinearity and high dimensions. We precisely in-
corporate two layers and nonlinearity in Section 5, and high
dimensions in Section 6.

5. On a two-layer single-neuron homogeneous
network

We denote a two-layer single-neuron network as f(x;6) =
v-o(w'z) where v € R,w € R, the set of trained pa-
rameters § = (v,w') € R¥*L and the nonlinearity o is
ReLU. We will keep such an order in 6 to view it as a vector.
The input 2 € R? is drawn uniformly from a unit sphere
S?~1. The parameters are trained by GD subjected to Lo
population loss, as

9t+1 = 9t — UVQL(Qt)7

We generate labels from a single teacher neuron function, as
y|z = o(w " x). Hence 1 is our target neuron to learn. We
denote the angle between w and w as a > 0. Note that «v is
set as non-negative because the loss function is symmetric
w.r.t. the angle. Moreover, the rotational symmetry of the
population data distribution results in a loss landscape that
only depends on w through the angle « and the norm |jw||.
Indeed, from the definition, we have

vllwl = 20 (sina + (x — @) cosa) ||

1
Vol = -

2

L(0y) = Epesa— (f(x:60:) —y)~.

d [v?w— Z(m — o+ £sin2a) - @ — L(—Lcos2a+ 3) @] @)’
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where we denote w, as the normalized of w — proj; w.
Consider the Hessian

2L  0,0,L
- v wYv
= {87,8“,L 2L

2
ifow=w 1 [lw]|* vw’ € R@+Dx(d+1)
d| vw VI ’

&)

Hence, in the global minima manifold where vw = w, the
flwl|*+v? A
d s N2..d

eigenvalues of the Hessian are \; =

%, Ad+1 = 0. Therefore, the largest eigenvalue A\; mea-
sures the imbalance (i.e., | ||w]|| — v|) between the two layers
again as \; = Mj””w“ similar to the 2-D case in
Section 4.2. So we would like to investigate where GD
converges if 7 > 52y = d/ |[@]] that is too large even
for the flattest minima. Note that a key difference between
the current case and the previous 2-D analysis is that the
current one includes a neuron as a vector and a nonlinear
ReLU unit.

From the second row of VgL, which is V,, L, it is clear
that updates of w always stay in the plane spanned by w
and w(®). Hence, this problem can be simplified to three
variables (v, wg, w,) with the target neuron w = [1, 0]. The
three variables stand for

v® = 0® w® = proj, w®,

wff) = projs, w® = O] - iy

We keep w, as nonnegative because the loss L is invariant
to its sign and our previous notation « > 0 requires a non-
negative w,. Then we show that w, decays to 0 as follows.
Theorem 4. In the above setting, consider a teacher neuron
w = [1,0] and set the learning rate n = Kd with K €
(1,1.1]. Initialize the student as ||w(0) H =00 £ ¢ ¢
(0,0.10] and (w® @) > 0. Then, fort > Ty + 4, w?(f)
decays as

1.35
w{?h <0.1-(1-0.030K)""""* Ty < ’710g2456 ﬂ_ﬁz—‘

52(1+M)6.
0

The details of proof are presented in the Appendix 1.

With the guarantee of w, decaying in the above theorem,
the dynamics of the single-neuron ReLU network follow the
convergence of the 2-D case in Section 4.2, with a conver-
gence result as follows.

Proposition 4. The single-neuron model in Theorem 4 con-
verges to a period-2 orbit where w, = 0 and (v,w,) € YK
with vy = {(61,61), (62,62)}. Here 61 € (0,1),62 €
(1,2) are the solutions § in

# (

1

K= ©6)

+

;

NI
=

1
52

Remark. Actually this convergence is close to the flattest
minima because: if the learning rate decays to infinitesi-
mal after sufficient oscillations, then the trajectory walks
towards the flattest minima (v = w, = 1,w, = 0). Note
that we provide an experiment on 16-neuron networks
in Appendix B.3.1, where GD converges to the period-2
orbit near the flattest minima while being initialized near
unbalanced (sharp) minima.

To summarize, the single-neuron model goes through three
phases of training dynamics, with an intialization of the
angle £(w,w) as 5 at most. First, the angle decreases
monotonically but, due to the growth of norms, the absolute
deviation wy, still increases. Meanwhile, the imbalance v —
w, stays in a bounded level. Second, w,, starts to decrease
and the parameters fall into a basin within four steps. Third,
in the basin, w, decreases exponentially and, after w, at a
reasonable low level, the model approximately follows the
dynamic of the 2-D case and the imbalance v —w,, decreases
as well, following Theorem 3. The model converges to a
period-2 orbit as in the 1-D case in Theorem 2.

6. Matrix Factorization and beyond

In the last two sections, we have presented theoretical re-
sults that GD beyond EoS converges to the fixed points of
Fg from initialization that is far away. In this section, we
address these follow-up questions, by raising observations
in Matrix Factorization and discuss whether existing models
can explain our observations or not:

Q2: does such a period-2 orbit exist in more complicated
settings?
Q3: what does the appropriate model need to cover such
oscillation in high-dim problems?
Q4: what will happen if the learning rate grows more?

6.1. Observations from Matrix Factorization

Consider a matrix factorization problem, parameterized by
learnable weights Y € R4¥¢, Z € R?*? and the target ma-
trix is C € R%*?, which is symmetric and positive definite.
The loss L is defined as

L(Y,Z)= < |YZ" - 3. (7)

1

2
Obviously {(Y,Z) : YZT = C} forms a minimum mani-
fold. Although we prove that the necessary 1-D condition
holds around minimum as Theorem 6 (in Appendix A.2),
which is analogous to Theorem 1, it is more attracting to
investigate GD in high dimensions. We propose our first ob-
servation that Matrix Factorization converges to a period-2
orbit, i.e., fixed points of F, 2 " as follows.

Observation 1 (Matrix Factorization with period-2 or-
bit). Consider GD with learning rate 1 satisfying nos €
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(1,1.121) and 1) (03 + 03) < 2 where 03,03 are the first
and second largest eigenvalues of C. Then, there exists
non-measure-zero initialization, from which GD converges
to a period-2 orbit in the form of (i € {1,2})

d
— T T
Y = piuv +§ Ty,jUy,5Vy,j>
=2
d
Z = pjuv + E O2,jUz,50; 55
Jj=2

where u is the leading eigenvector of C, v is arbitrary unit
vector in R?, {pi}ti=1,2 are the two positive roots of

; ®)

and the decompositions of Y, Z are SVD.

Remark. At any minimizer (X,Y) satisfying XY " = C,
the largest eigenvalue of loss Hessian w.r.t. parameters is
Omax(X)? + omax(Y)2 Consequently, the flattest min-
ima has sharpness as 207, because 07 = Apax(C) <
Jmax(X)Umax(Y) <0.5 (UmaX(X)2 + Umax(Y)2)~

To our knowledge, this observation is beyond all previous re-
sults. Damian et al. (2022) tracks the trajectory’s projection
onto the manifold with sharpness < 2/5. Wang et al. (2021)
proposes that GD in a sharper region (sharpness> 2/r) con-
verges to flatter region (sharpness< 2/n) for matrix factor-
ization problem. But such a manifold (or flatter region)
containing any minimizer does not exist in our setting be-
cause o2 > 1 makes the flattest minima sharper than 2/7,
which means the probability of converging to a stationary
point is zero (Ahn et al., 2022).

However, it is difficult to prove Observation 1 rigorously.
Meanwhile, general initialization cannot illustrate well the
phenomena that GD walks to flatter minima from a sharper
one. Therefore, we provide an observation of a limited ver-
sion of matrix factorization, called quasi-symmetric, along
with sufficient intuition on its dynamics and careful discus-
sion on what is remaining to prove it.

Definition 3 (Quasi-symmetric Matrix Factorization).
Given a symmetric and positive definite target matrix C £
XOXJ, where X, = R4x4, Quasi-symmetric MF is solv-
ing the factorization problem with initialization near an
unbalanced minima, where the minima is (aXg,/aXg)
with o # 1.

Observation 2 (Quasi-symmetric Matrix Factorization with
period-2 orbit). Consider the above quasi-symmetric ma-
trix factorization with learning rate n € (1/42,1.121/52),
Consider a minima (Yo = aXo,Zo = YaXp),a > 0.

The initialization is around the minimum, as Y1 = Yo +

AYl,Zl :Z()-f—AZl When
J% 2 2 U% 2 2
7) - max (?4-020[ 7?—4—0101) <2 )

GD would converge to a period-2 orbit v, approximately
with error in O(¢), formally written as, (i = 1, 2)

(Yi,Z¢) = v + (AY,AZ),  [JAY]], [[AZ] = O(e),
Yo ={(Yo + (pi — a) orusvy , Zo + (p; — Vo) orusvy )},

where p1 € (1,2), p3 € (0,1) are the same as in Eq.(8)

Remark. The intuition on the dynamics in Observation 2 is
provided in Appendix J.2, along with a discussion on what is
missing for rigorous proof for future development. Without
loss of generality, assume Xy = diag([o1, 02,...,04]) €
R4 where (Xg);; = 0; and 0 in all other entries. Intu-
itively, the dynamics of the system is following

_ { ao | L0 {Pi Lo,
0 | diag(faci]iL,) 0 | diag(faoi]d_,) '
- [ = +0(g) - [" +0()
0 | diag([/ol_,) 0 | diag([o+/a]_) ’
r_fedl o A
Yz { 0 | diag([o7]i,) T [ 0 | diag([02]%,) |

Note that the top singular values of Y, Z are always the
same in the orbit although it is unbalanced at initialization.
A benefit of this is that, if ) decays below /4?2 after reaching
the orbit, it would converge to Y, Z with same top singular
value oy, satisfying YZT = C.

How tight are Observation 1 and 2? There are two aspects
we would like to address: no? and no3. The former no? is
a natural constraint because it is necessary to carefully set
its upper bound in 1-D analysis to contain the oscillation
in some finite level set. However, the second 7705 is novel
(and tight) to our knowledge, which is respectively n(o? +
03) < 2in Observation 1 and - (7i/a® + 03a?) < 2 in
Observation 2. The tightness of this bound is verified in
Figure 1, where it approximates the linearity of the empirical
boundary between infinite and finite well when no? > 1
slightly. Furthermore, although we do not prefer asserting
too much beyond our theorems, the linear trend between 70%
and no3 keeps well when no? goes beyond 1.121 for a long
range. Intuitively, We gain the insight of this bound from the
analysis of Observation 2 in Appendix J.2. More precisely,
it appears in Eq.(203) to guarantee a transition matrix to be
semi-convergent, whose largest absolute eigenvalue is no
larger than 1.

Is there any other phenomena beyond period-2 orbit
when 7 grows larger? The answer is yes. We conduct
experiments of matrix factorization with generic initial-
ization with different n’s, as shown in Figure 2. It turns
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+ finite
o diverge
predicted bound

« finite
« diverge
nie? +od) <2

2 2
n-o? n-o?

(b) Quasi-sym init (o« = 0.9)

« finite
+ diverge
predicted bound

n-of
(c) Symmetric init (v = 1 in Quasi case)

Figure 1. Matrix Factorization: grid search of njo? v.s. no2 on
whether GD diverges or not. (a) Generic initialization: it verifies
the condition n (0% + 03 ) < 2. (b-¢) Quasi-symmetric initializa-
tion: it verifies the predicted bound 7 - (v1/a2 4+ 030°) < 2in
Eq.(9) as a sufficient condition.

out when nof € (1,1.23), it converges to period-2 orbit.
When no? € (1.23,1.28), it converges to a period-4 or-
bit, although the period-2 orbit still exists once nof < 1.5
as shown in Eq.(36) (because the existence cannot guar-
antee convergence, and even local convergence does not
hold). When 770% > 1.28, it is rather chaotic. How-
ever, during most of these, the balancing effect holds, i.e.,
UmaX(Y) = UmaX(Z)~

o Omax(Y)
© Omax(Z)

0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6
2
noi

Figure 2. Matrix Factorization: omax(Y), 0max(Z) for different
n’s. For each 7, the last 10 iterations are sampled for report, due
to periodic and chaotic phenomenon. Observations: (1) when
na% € (1,1.38), all cases have omax(Y) = 0max(Z); (2) when
noi € (1,1.23), it converges to a period-2 orbit; (3) when no? €
(1.23,1.28), it converges to a period-4 orbit; (4) when noi > 1.28,
it is rather chaotic; (5) when 770% < 1, there is no oscillation.

6.2. Implications for more complicated settings

Existing models from Ma et al. (2022) and Damian et al.
(2022). Maetal. (2022) proposes a decomposition of high-
dimensional functions into separable functions in eigendi-

rections, in the form of

FO) = [Pl 0) + fa(p3 0) + -+ fa(pg 0),  (10)
where {p; € R?} is an orthogonal basis of R?, § € R? is
the parameter and each f; is a function that allows stable
oscillation. Within such a framework, all p; = can stably
oscillation since the dynamics is separable in each eigendi-
rection. However, this framework cannot explain the dy-
namics of matrix factorization, because our experiments in
Figure 1 have shown that GD will blow up once noy > 1,
which means the eigen-directions associated with o7 and
o2 cannot be disentangled in this case.

Damian et al. (2022) proposes to track the trajectory’s pro-
jection onto manifold M = {6 : \(0) < 2/y, VL() -
u(6) = 0}, where () and u(6) are the leading eigenvalue
and eigenvector of Hessian of loss L. However, such a
manifold does not exist in the 2-D case we have studied in
Section 4.1 because our setting is strictly beyond EoS. Fur-
thermore, in high-order cases, such a manifold containing
any minimizer does not exist (Proposition 7).

Proposition 5. For L(z,y) = 1/2(zy — 1)?> withn > 1 on
{z > 0,y > 0}, such a manifold M does not exist.

Proposition 6. For L(z,y) = 1/2(zy — 1)? withn < 1
on{zr >0,y >0}, M= {(z,y) : 2y = L,z +y <
2+ 2/n}.

Proposition 7. For L({z;}1—,) = ~([T/; @ — 1)? with

n > 1lon{x; >0, Vi}, such a manifold M containing any
minimizer does not exist.

Moreover, although M exists when 1 < 1 (Proposition 6),
the size of M is limited, which means the trajectory’s pro-
jection onto it stays unchanged in the early steps, although
the trajectory is moving efficiently from sharper region to
flatter region, as shown in Figure 3(b).

I trajectory
1.754 — xy=1 1.754

I trajectory
— xy=1
wmm M from Damian et al.

(a)n =1.08 (b)n =0.95
Figure 3. Trajectories of minimizing L(z,y) = 1/2(zy — 1)? with
n = 1.08,0.95. For n = 1.08, the manifold M proposed by
Damian et al. (2022) does not exist. For n = 0.95, the manifold
M exists, but the projection onto it does not change for the first
few steps.
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Two candidate models. From the above discussion, we
would like to raise two candidate models to contain the
observations from matrix factorization, based on the models
proposed in Damian et al. (2022) and Ma et al. (2022).

Following Damian et al. (2022), we would like to propose

Definition 4 (Projection onto manifold). M, = {6 :
A2(0) < 2/n, VL(0) - u(0) = 0}, where A2(0) and u(0)
are the second largest eigenvalue and the leading eigenvec-
tor of Hessian of loss L.

The motivation of M, is to contain points that have the
leading eigenvalue greater than 1. For example, in the case
of 1/2(zy — 1)%, itis M. = {(z,y) : zy = 1} allowing to
track the trajectory walking from sharper region to flatter
region. Instead of constraining A < 2/, we set Ay < 2/5 to
make it compatible with our observations in matrix factor-
ization.

The gap between Ma et al. (2022) and observations from
matrix factorization is that they assume the orthogonal de-
composition of the loss function. However, even in the
simplest setting of matrix factorization, this assumption
does not hold. Taking a symmetric matrix factorization as
an example, we have

0= o[y 4

0 1|,
1 2 2

— (a2 =) (101 1)+
2(<Xo,:7X17:>)2), (11)

where the first two terms in the last line are f;(p, z) in
Eq.(10) since the included are orthogonal to each other.
However, the last term (X ., X .) breaks the separability
in the decomposition. Meanwhile, (X, ., Xl,:>)2 is im-
plicitly ((Xo.., X1..) — 0)?, because Xo., X1, € R? are
expressive enough to form an orthogonal pair satisfying the
constraints of norms.

In a similar spirit, we propose an extensive model of

Eq.(10) (Ma et al., 2022) as follows

d
hij(p; 0, p; 0;bij),

i,j)€E

d
FO)=>"g:(p] 0;0:) +
i=1 (
(12)

where g;, h;; are functions allowing stable oscillation pa-
rameterized by a;, b;;, {p;}_, are orthogonal basis of R?
and £ C [d] x [d] is a selected subset of tuples. A sim-
ple but effective example to imitate matrix factorization is
gil@ia) 2 (o] — a)? and hyj(z,ylb) 2 ((z.y) — b)?
and £ = [d] x [d]. Intuitively, such a model with larger
|€| allows fewer eigenvalues of Hessian to go beyond 2/y.

Conversely, if £ = (), it allows all eigenvalues beyond 2/,
which degenerates to Eq.(10) (Ma et al., 2022).

7. Conclusions

In this work, we investigate gradient descent with a large
step size that crosses the threshold of local stability, via
investigating convergence of two-step updates instead of
convergence of one-step updates. In the low dimensional
setting, we provide conditions on high-order derivatives that
guarantees the existence of fixed points of two-step updates.
For a two-layer single-neuron ReLLU network, we prove its
convergence to align with the teacher neuron under pop-
ulation loss. For matrix factorization, we prove that the
necessary 1-D condition holds around any minima. We pro-
vide novel observations of its convergence to period-2 orbit
with comprehensive theoretical intuition of the dynamics.
Finally, we extend previous works by proposing two mod-
els with observations in matrix factorization compatible for
future analysis.
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A. Additional Results
A.1. On a 2-D function

Similar to f(z) = § (2 — )2, consider a 2-D function f(z,y) = 1 (vy — ). Apparently, if = and y initialize as the same,
then (z(!), y(®) would always align with the 1-D case from the same initialization. Therefore, it is significant to analyze this
problem under different initialization for x and y, which we would call “in-balanced” initialization. Meanwhile, another
giant difference is that all the global minima in 2-D case form a manifold {(x, y)|xy = u} while the 1-D case only has two
points of global minima. It would be great if we could understand which points in the global minima manifold, or in the
whole parameter space, are preferable by GD.

Note that reweighting the two parameters would manipulate the curvature to infinity as in (Elkabetz & Cohen, 2021), so the
inbalance strongly affects the local curvature. Viewing f(z) as a symmetric scalar factorization problem, we treat f(z, y) as
asymmetric scalar factorization. The update rule of GD is

2D . (1) 77(gj(t)y(t) _ M)Z/(t)7 y(t+1) — y(t) _ n(x(t)y(t) _ M)x(t)_ (13)
Consider the Hessian as

92f 0,0 f] { 2 2zy—p
g2 | 0l el : 14
[(%E(‘)yf 6§f 20y — 1 x? (14

When zy = j, the eigenvalues of H are \; = 2% + 3%, Ay = 0. Note that \; = (x — y)? + 2u. Hence, in the global minima
manifold, the local curvature of each point is larger if its two parameters are more inbalanced. Among all these points, the
smallest curvature appears to be \; = 2 when x = y = /j. In other words, if the learning rate 1 > 2/2y, all points in the
manifold would be too sharp for GD to converge. We would like to investigate the behavior of GD in this case. It turns out
the two parameters are driven to a perfect balance although they initialized differently, as follows.

Theorem 5 (Restatement of Theorem 3). For f(z,y) = % (zy — ()%, consider GD with learning rate n = K - i Assume
both x and y are always positive during the whole process {x;,y; }i>o. In this process, denote a series of all points with
zy > pas P = {(x;,y:)|zy; > p}. Then |z — y| decays to 0in P, forany 1 < K < 1.5.

Proof sketch The details of proof are presented in the Appendix G. Start from a point (z(*), y(!)) where z(Vy®) > .
Because y(* ) — (0D = (y® — 2®)(1 4 n(z®y® — p)), it suffices to show

‘ y(t+2) 5 (t+2)

W =1 +77(96(t)y(t) — )1 +77(1,(t+1)y(t+1) —w)| <L (15)

Since 1 + n(zMy® — 1) > 1, the analysis of 1 + n(z(*+1y(*+D — 1)) is divided into three cases considering the coupling
of (‘fc(t%y(t))7 (x(t-i-l)’y(t-‘rl))' 0

12
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Remark. Actually, for a larger K > 1.5, it is possible for GD to converge to an inbalanced orbit. For instance, Figure 15 in
(Wang et al., 2021) shows inbalanced orbits for f(z) = % (zy — 1)* with K = 1.9.

Combining with the fact that the probability of GD converging to a stationary point that has sharpness beyond the edge
of stability is zero (Ahn et al., 2022), Theorem 3 reveals = and y would converge to a perfect balance. Note that this
balancing effect is different from that of gradient flow (Du et al., 2018), where the latter states that gradient flow preserves
the difference of norms of different layers along training. As a result, in gradient flow, inbalanced initialization induces
inbalanced convergence, while in our case inbalanced-initialized weights converge to a perfect balance. Furthermore,
Theorem 3 shows an effect that the two parameters are squeezed to a single variable, which re-directs to our 1-D analysis in
Theorem 2. Therefore, actually both cases converge to the same orbit when 1 < K < 1.121, as stated in Prop 3. Numerical
results are presented in Figure 7.

Proposition 8 (Restatement of Prop 3). Following the setting in Theorem 3. Further assume 1 < K < /4.5 — 1~ 1.121.
Then GD converges to an orbit of period 2. The orbit is formally written as {(x = y = ;)i = 1,2}, with 61 € (0,/n), 02 €

(/1 24/1t) as the solutions of solving § in

_ 1
n_52( uo_

Y

+

59
N[

Remark. Actually this convergence is close to the flattest minima because: if the learning rate decays to infinitesimal after

sufficient oscillations, then the trajectory walks towards the flattest minima.

However, one thing to notice is that the inbalance at initialization needs to be bounded in Theorem 3 because both x and y
are assumed to stay positive along the training. More precisely, we have

2Dy = 20y (1 — p(Wy® — )2 — @Dy — p)(@® -y )2, (16)

and then z(*+1) (1) < 0 when |z(*) — ()] is large with (") > 1 fixed. Therefore, we provide a condition to guarantee
both x, y positive as follows, with details presented in the Appendix H.

Lemma 2. In the setting of Theorem 3, denote the initialization as m = % and xoyo > p. Then, during the whole
process, both x and y will always stay positive, denoting p = ﬁ and q = (1 +p)% if
m m

4 3 (2., 1 gK? 9

A.2. On Matrix Factorization

In this section, we present two additional results of matrix factorization.

A.2.1. ASYMMETRIC CASE: 1D FUNCTION AT THE MINIMA

Before looking into the theorem, we would like to clarify the definition of the loss Hessian. Inherently, we squeeze X,Y
into a vector § = vec(X,Y) € R™P+P4_which vectorizes the concatnation. As a result, we are able to represent the loss
Hessian w.r.t. § as a matrix in R("P+P9)x(mp+r9) Meanwhile, the support of the loss landscape is in R”*?*P4. Similarly, we
use (AX, AY) in the same shape of (X, Y) to denote . In the following theorem, we are to show the leading eigenvector
A £ vec(AX, AY) € R™P+P4 of the loss Hessian. Since the cross section of the loss landscape and A forms a 1D function

fa, we would also show the stable-oscillation condition on 1D function holds at the minima of fa.

Theorem 6. For a matrix factorization problem, assume XY = C. Consider SVD of both matrices as X =
S min{m.p} O illy iV, ; and Y = s min{p.a} Oy, illy,iV, ;, where both groups of o. ;s are in descending order and both top
singular values 0,1 and o, 1 are unique. Also assume v;'—’ 1Uy,1 7 0. Then the leading eigenvector of the loss Hessian is
A= veC(C’lurylull, CQ'U:EJ'UT ) with C; = Ty.1 Cy = —=221___ . Denote fa as the 1D function at the cross

y,1 2 2 2 2
Y, ‘/o-:c,l—"_o-y,l \/‘Tm,1+‘7y,1

section of the loss landscape and the line following the direction of A passing vec(AX, AY ). Then, at the minima of fn, it

13
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satisfies

3012 - 1Y > 0. (17)

The proof is provided in Appendix J.1. This theorem aims to generalize our 1-D analysis into higher dimension, and it turns
out the 1-D condition is sastisfied around any minima for two-layer matrix factorization. In Theorem 1 and Lemma 1, if
such 1-D condition holds, there must exist a period-2 orbit around the minima for GD beyond EoS. However, this is not
straightforward to generalize to high dimensions, because 1) directions of leading eigenvectors and (nearby) gradient are
not necessarily aligned, and 2) it is more natural and practical to consider initialization in any direction around the minima
instead of strictly along leading eigenvectors. Therefore, below we present a convergence analysis with initialization near
the minima, but in any direction instead.

B. Additional Experiments

In Appendix B.1, we provide numerical experiments to verify our theorems. Then, we provide additional experiments on
MLP and MNIST.

B.1. Proven Settings

1-D functions. As discussed in the Section 4.1, we have f(z) = (2% — 1)? satisfying the condition in Theorem 1 and
g(x) = 2sin(z) satisfying Lemma 1, so we estimate that both f and g allow stable oscillation around the local minima. It

turns out GD stably oscillates around the local minima on both functions, when n > f,,i(w_) slightly, as shown in Figure 4.

0.010 1 1054 — —1.9251 -
_1'4-0 o0

~1.950 -
= 1.00 -
Z0.005{ X ) x X 16
A\ ~1.975 1
0.95 A .‘F
X3

e e
0.0004, . ~2.000 1 -1.81 ~S—

f(x)

0.9 1.0 11 100 100 102 -175 -1.50 100 100 102
X epochs X epochs
Figure 4. Running GD around the local minima of f(z) = 1(2® — 1)? (left two) and f(z) = 2sin() (right two) with learning rate
n=1.01> f/%@) = 1. Stars denote the start points. It turns out both functions allow stable oscillation around the local minima.

Two-layer single-neuron model. As discussed in the Section 5, with a learning rate ) € (d, 1.1d], a single-neuron network
f(x) =v-o(w'x) is able to align with the direction of the teacher neuron under population loss. We train such a model
in empirical loss on 1000 data points uniformly sampled from a sphere S*, as shown in Figure 5. The student neuron is
initialized orthogonal to the teacher neuron. In the end of training, w,, decays to a small value before the inbalance |v — wg|
decays sharply, which verifies our argument in Section 5. With a small w,, this nonlinear problem degenerates to a 2-D
problem on v, w,. Then, the balanced property makes it align with the 1-D problem where v and w,, converge to a period-2
orbit. Note that the small residuals of |v — w,| and w,, are due to the difference between population loss and empirical loss.

Quasi-symmetric matrix factorization. As discussed in the Section 6, with mild assumptions, the quasi-symmetric
case stably wanders around the flattest minima. We train GD on a matrix factorization problem with XoX ] = C € R8x8,
The learning rate is 1.02x EoS threshold. Following the setting in Section 6, for symmetric case, the training starts near
(Xo, Xp) and, for quasi-symmetric case, it starts near («Xg, 1/aX) with o = 0.8, as shown in Figure 6. Although starting
with a re-scaling, the quasi-symmetric case achieves the same top singular values in Y and Z, which verifies the balancing
effect of 2-D functions in Theorem 3. Then, the top singular values of both cases converge to the same period-2 orbit, which
verifies Observation 2.
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loss V, W_X, W_y |v-w_x| w_y

0.25 s 8 Ba0em 1071

1.09
0.20 1 107 4

0.8 4 BERLETTEEe

LY
0.15 0.6 1 wx | 10724
0.10 0.4 w_y
1072
0.05 4 021,
-3
0.0 * o covmemmmm— | 10
T T T T T T T T T T T T
10° 10! 10? 10° 10! 102 10° 10! 102 10° 10! 10?
epochs epochs epochs epochs

Figure 5. Running GD in the teacher-student setting with learning rate n = 2.2 = 1.1d, trained on 1000 points uniformly sampled from
sphere S! of ||| = 1. The teacher neuron is @ = [1,0] and the student neuron is initialized as w'® = [0,0.1] with v(® = 0.1.

| — alpha=0.8 o a(X) o o ......—4‘ e aY)
W algha=1 6.0 ! 71 €1 1
.
107! °
5.84 6
] -3 o o soee -
g0 s S
5.6
10-5 54
-7 5.4 4
10 ]
10° 10! 10? 103 10° 10t 10? 103
steps steps

Figure 6. Symmetric and Quasi-symmetric Matrix factorization: running GD around flat (o = 1) and sharp (o = 0.8) minima. In both
cases, their leading singular values converge to the same period-2 orbit (about 6.1 and 5.3). (Left: Training loss. Middle: Largest singular
value of symmetric case. Right: Largest singular values of quasi-symmetric case.)

B.2. 2-D function
As discussed in the Appendix A.1, on the function f(z,y) = 3(zy — 1)2, we estimate that |z — y| decays to 0 when

n € (1,1.5), as shown in Figure 7. Since it achieves a perfect balance, the two parameters follows convergence of the

corresponding 1-D function f(z) = % (22 — 1)2. As shown in Figure 7, zy with n = 1.05 converges to a period-2 orbit, as
p g 1 g Y n g p

stated in the 1-D discussion of Theorem 2 while 'y with 17 = 1.25 converges to a period-4 orbit, which is out of our range in
the theorem. But still it falls into the range for balance in Theorem 3.

B.3. High dimension and MNIST

We perform two experiments in relatively higher dimension settings. We are to show two observations that coincides with
our discussions in the low dimension:

Observation 1: GD beyond EoS drives to flatter minima.

Observation 2: GD beyond EoS is in a similar style with the low dimension.

B.3.1. 2-LAYER HIGH-DIM HOMOGENEOUS RELU NNS WITH PLANTED TEACHER NEURONS

We conduct a synthetic experiment in the high-dimension teacher-student framework. The teacher network is in the form of

16
Y|z = feacher(x30) = > ReLU(e] x), (18)
=1

15



Beyond the Edge of Stability via Two-step Gradient Updates

Xy X,y [%-yl
149 " 10°
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Figure 7. Running GD on f(z,y) = 3 (zy — 1)? with learning rate = 1.05 (top) and n = 1.25 (bottom). When 7 = 1.05, it converges
to a period-2 orbit. When n = 1.25, it converges to a period-4 orbit. In both cases, |z — y| decays sharply.

where © € R16 and e; is the i-th vector in the standard basis of R'¢. The student and the loss are in forms of

16
f(a:0) =Y v - RelU(w/ x), (19)
) 11:116
L(0:0) = — > (f(2:0) = ylz:)* (20)

Apparently, the global minimum manifold contains the following set M as (w.l.0.g., ignoring any permutation)

1

M = {(v,-,w,-)zlil | Vi€ [16], w; = k; - e;,v; = Pk

k; > 0}. 2D

However, different choices of {k;}1¢, induce different extents of sharpness around each minima. Our aim is to show that
GD with a large learning rate beyond the edge of stability drives to the flattest minima from sharper minima.

Initialization. We initialize all student neurons directionally aligned with the teachers as w; || e; but choose various k;, as
k; = 14 0.0625(i — 1). Obviously, such a choice of {k;}1¢, is not at the flattest minima, due to the isotropy of teacher
neurons. Also we add small noise to w; to make the training start closely (but not exactly) from a sharp minima, as

w; = ki - (e; +0.01¢), e~ N(0,1). (22)
Data. We uniformly sample 10000 data points from the unit sphere S*°.

Training. We run gradient descent with two learning rates n; = 0.5, 72 = 2.6. Later we will show with experiments that
the EoS threshold of learning rate is around 2.5, so 72 is beyond the edge of stability. GD with these two learning rates starts
from the same initialization for 100 epochs. Then we extend another 20 epochs with learning rate decay to 0.5 from 2.6 for
the learning-rate case.
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Results. All results are provided in Figure 8. Both Figure 8 (a, b) present the gap between these two trajectories, where
GD with a small learning rate stays around the sharp minima, while that with a larger one drives to flatter minima. Then GD
stably oscillates around the flatter minima.

Meanwhile, from Figure 8 (b), when we decrease the learning rate from 2.6 to 0.5 after 100 epochs, GD converges to a
nearby minima which is significantly flatter, compared with that of 1r=0.5.
Figure 8 (c) provides a more detailed view of w for all 16 neurons. All neurons with 1r=0.5 stay at the original ratio 2.

But those with Ir=2.6 all converge to the same ratio around k2 = “’;’—” = 1.21, as shown in Figure 8 (d). We compute the
relationship between the sharpness of global minima in M and different choices of &, as shown in Figure 8 (e, f). Actually,
k? = 1.21 is the best choice of {k;}18, such that the minima is the flattest.

Therefore, we have shown that, in such a setting of high-dimension teacher-student network, GD beyond the edge of
stability drives to the flattest minima.
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B.3.2.3, 4, 5-LAYER NON-HOMOGENEOUS MLPS oN MNIST

We conduct an experiment on real data to show that our finding in the low-dimension setting in Theorem 1 is possible to
generalize to high-dimensional setting. More precisely, our goals are to show, when GD is beyond EoS,

1. the oscillation direction (gradient) aligns with the top eigenvector of Hessian.

2. the 1D function at the cross-section of oscillation direction and high-dim loss landscape satisfies the conditions in
Theorem 1.

Network, dataset and training. We run 3, 4, 5-layer ReLU MLPs on MNIST (LeCun et al., 1998). The networks have 16
neurons in each layer. To make it easier to compute high-order derivatives, we simplify the dataset by 1) only using 2000
images from class 0 and 1, and 2) only using significant input channels where the standard deviation over the dataset is at
least 110, which makes the network input dimension as 79. We train the networks using MSE loss subjected to GD with
large learning rates 7 = 0.5, 0.4, 0.35 and a small rate n = 0.1 (for 3-layer). Note that the larger ones are beyond EoS.

Definition 5 (line search minima). Consider a function f, learning rate n and a point x € domain(f). We call & as the line
search minima of x if

t=z—c -nVf(z), (23)

¢* = argminepg ) f (x —c 0V (). (24)

The line search minima & can interpreted as the lowest point on the 1D function induced by the gradient at . If GD is
beyond EoS, 7 stays in the valley below the oscillation of z.

Results. All results are presented in Figure 9, 10 and 11.

Take the 3-layer as an example. From Figure 9 (a, b), GD is beyond EoS during epochs 10-14 and 21-60. For these epochs,
cosine similarity between the top Hessian eigenvector v; and the gradient is pretty close to 1, as shown in Figure 9 (c),
which verifies our goal 1.

In Figure 9 (d), we compute 3[f(®]? — () f(4) at line search minima along training, which is required to be positive in
Theorem 1 to allow stable oscillation. Then it turns out most points have 3[f (3)}2 — f@ 4 > 0 except a few points, all
of which are not in the EoS regime, and these few exceptional points might be due to approximation error to compute the
fourth-order derivative since their negativity is quite small. This verifies our goal 2.

Both the above arguments are the same in the cases of 4 and 5 layers as shown in Figure 10 and 11.
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Figure 8. Result of 2-layer 16-neuron teacher-student experiment.
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Figure 9. Result of 3-layer ReLU MLPs on MNIST. Both (c) and (d) are for learning rate as 0.5.
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Figure 10. Result of 4-layer ReLU MLPs on MNIST.
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C. Proof of Theorem 1

Theorem 7 (Restatement of Theorem 1). Consider any 1-D differentiable function f(z) around a local minima T, satisfying
(i) fONZ) # 0, and (ii) 3[fP]? — f"f@ > 0 at z. Then, there exists € with sufficiently small |e| and € - f3) > 0 such
that: for any point xg between T and T — ¢, there exists a learning rate 1 such that the update rule I, of GD satisfies
F,(F,(x0)) = xo, and ) )

) =" @ —e o)

Proof. For simplicity, we assume f®)(z) > 0. Imagine a starting point zp = Z — e,e > 0. We omit
(@), (@), fO(z), fD(z)as £, f7, f3, 4. After running two steps of gradient descent, we have

To =T —e,
Flao) = J' et 51— 2[0S 4 O(e)
= et LS - LIS L o),
w1 =0 —nf (@) =~~~ e+ 1 fOS — LfOS) 4 O(e),
Flan) = =2+ 5 fO = 2P+ fY (- )+ O,
£ =y = nf'(21),

— 1 1 1 1
.1]217-1’0 :_(_f//6+2f(3)€2_6f(4)63> _f//' (_e_n(_f//€+2f(3)€2_6f(4)63)>

2
=59 (memnl= £t 3IO@ - GO ) = G (e ni=f"0) + O

_ (2f// _ nf//f//) €+ <_1f(3) + %ﬁf"f(g) _ lf(?))(_l + nf//)Q) 62

1
# (G190 = GO+ ST O T — LU PO ) E 4 O,
When n = f,,, it holds
To —T 1 1
== (g = oW ) € 10, (25)
n 2 3
which would be positive if 17f) f(3) — 1]‘(4 3},/( [f®)])2 — ff®)) > 0 and || is sufficiently small.
When n = ﬁ thennf’ =2+ fo(,,) € + O(e?), it holds
— 1 1
w = —2f®e 4 (—2f<3) + &~ 2f<3>) E+0() = —2f® e 4+ O(e?), (26)

which is negative when |¢| is sufficiently small.

Therefore, there exists a learning rate n € (-2 such that o = x¢ due to the continuity of (x2 — x¢) with respect

to 7.

Fo m)

The above proof can be generalized to the case of g = Z — € with € € (0, €] and the learning rate is still bounded as
1€ (Frs ey )- O

D. Proof of Lemma 1

Lemma 3 (Restatement of Lemma 1). Consider any 1-D differentiable function f(x) around a local minima T, satisfying
that the lowest order non-zero derivative (except the f"') at & is f¥) (z) with k > 4. Then, there exists € with sufficiently
small |e| such that: for any point xy between T and T — €, and
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1. ifkisoddand e - f®)(z) > 0, f#+1)(Z) < 0, then there exists n € (%, W),

2. ifk is even and fF)(z) < 0, then there exists 1) € ( - W)

such that: the update rule F, of GD satisfies F,,(F,)(zo)) = xo.

Proof. (1) If k is odd, assuming f*) > 0 for simplicity, we have

g =T — €,
1 41
f/<$0> — _f//6 + (k - 1)!f(k)6k 1 HJc(k-‘rl)ek + O(€k+1)7
1
w1 =0 —nf'(0) =T —e+nf"e - = 1),77f(k)6k_1 + Enf(’“rl)ek +O(MHY,

f’(a:l):f”~(9:1—ﬂ_3)+m

T2 — o _ T —Uf/(ﬂh) — Xo _
n n
= 2f" = nf"f")e

b 1 wetk)
+< TR LA

(k i 1)'f(k) . (_1 + nf//)k—l) 6k:—l

1 1 1
+ <k'fk:+1 o ynf//f(kJrl) _ Ef(kJrl) . (_1 + nf/,)k> Ek: + O(ekJrl)

When n = f,,, it holds
Ta—To 2 g1y k k+1
P _Hf "+ O(e").
When 1 = 25— then 5" = 2+ 2272 4 O(¢%~4), then it holds
T2 — o _ _2f(k)6k—1 + O(Gk)
n

7f(k+1) . (Il _ f)k + (9(el€+1)7

27)

(28)

Since k is odd and ¢ - f*)(z) > 0, f*+1)(Z) < 0, the above two estimations of #2—=o/ have one positive and one negative

exactly. Therefore, due to the continuity of x5 — x¢ wrt 7, there exists a learning rate n € (-2
T2 = Zo-

The above proof can be generalized to any x( between T and & — € with the same bound for 7.
(2) If k is even, we have
rog =2 — €,

f’(l‘o) — 7f”6 _ ]'

(k—1)!

1 =xz0—nf'(x0) =T —e+nf'e+

f(k)€k71 + O(Ek),

1 _
mﬂf(k)ﬁk L+ 0O("),

FO (2 = 2) "+ O(),

Pla) =1 -9+

o —xo a1 —nf'(x1) —xo

= = —f'(w0) — f'(21)
n n
= (2f" —nf"f")e
1 1 " 1 et .
i ((k—l)!f(k) I 7 - oS )¢ >e’“ +O(eM).
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When 7 = £, it holds

To — T 2
2 ; 0 _ _(k_ 1)!f(k)6k71 —l—O(Ek).

When 1 = — with ¢ > 0 as some constant implying 7 f” = 2(1 — cff(/,) €*=2) + O(e2k—4), then it holds

£ +c- f(k)E
Ty — T 1 (k) k—1 k
Y
; (c = 1)!> e + O(e"),

where we then set ¢ = 1.

Hence, the above two estimations of z2—2o/5 have one positive and one negative with sufficiently small |e|. Therefore, due

to the continuity of zy — ¢, there exists a learning rate 1 € (-2 77 W) such that x5 = xg.

The above proof can be generalized to any x( between T and & — € with the same bound for 7. O

Corollary 1. f(x) = sin(x) allows stable oscillation around its local minima Z.

Proof. Its lowest order nonzero derivative (expect f)is fMz = sin(Z) = —1 < 0 and the order 4 is even. Then Lemma 1
gives the result. O

E. Proof of Prop 1

Proposition 9 (Restatement of Prop 1). Consider a 1-D function g(x) , and define the loss function f as f(x) = (g(z) —y)>.
Assuming (i) g' is not zero when g(%) = y, (ii) ¢'(z)g® (%) < 6[g"(Z)]?, then it satisfies the condition in Theorem I or
Lemma 1 to allow period-2 stable oscillation around .

Proof. From the definition, we have

F(@) = 2[g(x) — ylg" (x) + 2[¢' (x)]?, (29)
fO(z) =2[g(x) - y]g(B)( )+ 69" (z)g' (x), (30)
F (@) = 2[g(z) — ylg™ () + 69" (x)g" () + 8¢' ()9 (z). 31)

Then at the global minima where g(x) = y, we have f”(x) = 2[¢'(x)]? and f®)(2) = 6¢" (x)g' (). If we assume y is not
a trivial value for g(x), which means ¢’ (x) # 0 at the minima, and g is not linear around the minima (implies g”" # 0), then
f satisfies f(®)(Z) # 0 in Theorem 1. Meanwhile, we need 3 () f(3) — f” f(4) > ( as in Theorem 1, hence it requires

36" (2)g" ()9 (2)g' () — 5 (69" (2)g" (x) +8/(2)g® (@) > 0 ()

69" (x)g" () > ¢'(2)g"¥ (). (33)

29'(x)g' (x)

The remaining case is, if ¢’(z) # 0 and g’ = 0 at the minima, it satisfies the condition for Lemma 1 with k = 4, because
f® =0and f < 0 due to (31, 33) O

Corollary 2. f(x) = (2% — 1)? allows stable oscillation around the local minima T = 1.

Proof. With g(x) = 2?2, ithas ¢'(1) = 2 # 0,¢”(1) = 2 # 0. All higher order derivatives of g are zero. Then Prop 1 gives
the result. O

Corollary 3. f(z) = (sin(z) — y)? allows stable oscillation around the local minima T = arcsin(y) withy € (—1,1).

Proof. With g(x) = sin(z), it has ¢'(Z) = cos(z) # 0,9®(Z) = — cos(z). We have ¢©® (%) is bounded as ¢'g(*) —
6[g"]> = — cos?(z) — 6sin?(Z) < 0. Then Prop 1 gives the result. O
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Corollary 4. f(z) = (tanh(z) — y)? allows stable oscillation around the local minima & = tanh™ " (y) withy € (—1,1).
Proof. With g(x) = tanh(z), it has ¢/ (Z) = sech?(Z) # 0, and ¢®®) (z) = —2sech(Z) + 4sech?(zZ) tanh?(Z) is bounded
as

g'g® —6[¢")?> = —2sech® + 4sech? tanh? —24sech* tanh® = —2sech® — 20sech* tanh? < 0.
Then Prop 1 gives the result. O
Corollary 5. f(z) = (2 — y)? (with k € Z,k > 2) allows stable oscillation around the local minima & = y'* except
y=0.
Proof. With g(x) = z®, ithas ¢'(Z) = az®~',¢"(Z) = a(a — 1)z*2,¢®)(z) = a(a — 1)(a — 2)z*3. Then we have
g g® —6[g")? = a?(a — 1)(—5a + 4)22*~* < 0. Then Prop 1 gives the result. O
Corollary 6. f(z) = (exp(z) — y)? allows stable oscillation around the local minima & = logy for y > 0.
Proof. With g(z) = expz, it has ¢/'(z) = ¢”(z) = ¢©® (Z) = exp(&). Then we have ¢'g(® — 6[¢""]?> < 0. Then Prop 1
gives the result. O
Corollary 7. f(x) = (log(x) — y)? allows stable oscillation around the local minima & = expy.
Proof. With g(z) = logz, ithas ¢'(z) = 1,¢"(z) = —%,9® () = —3. Then we have g'g®® — 6[¢g”]? < 0. Then
Prop 1 gives the result. O

Corollary 8. f(z) = — )2 allows stable oscillation around the local minima & = sigmoid " (y) fory € (0,1).

1
( 1+exp(—z)

. . _ X T xp(x)(exp(x)—1 -
PVOOf: With g(.%') = 1+ex11)(793) » it has g’(:v) = (ex?)(p( )Jr)1)2 ’ g ( ) = =< Iz(ex)pffx)pwflg?’ ) ’ 9(3) (LL') =
CXp(z)(_Elei’gz%i‘;ﬁp(hyrl). Then we have ¢'g(®) — 6[g"]?> x —4exp(x) + exp(2z) + 1 — 6(exp(x) — 1)2 < 0. Then
Prop 1 gives the result. O

Proposition 10 (Restatement of Prop 2). Consider two functions f, g. Assume both f(x), g(y) at © = T,y = f(T) satisfies
the conditions in Prop I to allow stable oscillations. Then g(f(x)) allows stable oscillation around x = .

Proof. Denote F(x) = g(f(x)). Then we have
Fl(z) = g'(f(2))f'(2),
F"(Hf) =9 ( @) (@) + g (f(2) f" (),
V(w) = gD (F@)f (@) +3¢" (F (@) f () f" (@) + ¢ (f () f P ().
Thus, omitting all variables Z and f(Z) in the derivatives, it holds

F'(@)FD @) = 6[F" @) =g f (9P () +39"F "+ D) =6 (4" (/) + 1)
< gg/ l/(f/)2 1

where the inequality is due to all conditions in Prop 1. So the only problem is whether we can achieve g'g” f" > 0. The
good news is that, even if it holds ¢’'¢” f”" < 0, we can still find functions to re-represent g(f(z)) as §(f(x)) such that
J'§" f < 0 and all other conditions in Prop 1 are satisfied by g, f.

For ¢'g" f < 0, construct §(y) 2 g(—y), f(z) £ —f(x). In this sense, it holds §(f(z)) = g(f(z)). It is easy to verify
that both g, f aty = — f(Z), x = T satisfy the conditions in Prop 1, because

JW) =—d(—y) =g (f@), ") =9"(~y) = 9" (@), 3 () = 9P (~y) = —g® (f(@)),
fl@)=-f@, f'@=-f"@. f=-1a).
Then, it has §'(y)§" (y) f"(x) = —g'g" f"" > 0 at y = — f(&), z = &. Therefore, we have F’(z)F®)(z) — 6[F" (z)]2 < 0
and Prop 1 gives the result. O
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F. Proof of Theorem 2

Theorem 8 (Restatement of Theorem 2). For f(x) = +(2? — p)?, consider GD withn = K - i wherel < K < /45—-1~
1.121, and initialized on any point 0 < xo < ,/u. Then it converges to an orbit of period 2, except for a measure-zero
initialization where it converges to \/ji. More precisely, the period-2 orbit are the solutions x = 01 € (0, \/[1),x = 03 €

(/1 24/ 1) of solving § in
_ 1
52 ( E-3+

n (34)

;

=

Proof. Assume the 2-period orbit is (Zg, Z1), which means

T =0 —1- f'(To) = To + 1 - (1 — T5)To,

Zo =21 —n- f'(71) =T+ (p— 7).
First, we show the existence and uniqueness of such an orbit when K € (1, 1.5] via solving a high-order equation, some
roots of which can be eliminated. Then, we conduct an analysis of global convergence by defining a special interval /. GD

starting from any point following our assumption will enter I in some steps, and any point in I will back to this interval
after two steps of iteration. Finally, any point in I will converge to the orbit (Zo, Z1).

Before diving into the proof, we briefly show it always holds > 0 under our assumption. If z;_; > 0 and z; < 0, the GD

rule reveals n(pu—a?_;) < —1 which implies z7_; > u+ % However, the maximum of z+n(u—2?)zonx € (0, \/p + %)

is achieved when 2% = 5 (u + 1) so the maximum value is /5 (1 + 3)(3 + 3np) < 1.4\/§(,u +5) < \/,u +5. Asa
result, it always holds > 0.

Part 1. Existence and uniqueness of (Z, Z1).

In this part, we simply denote both Xy, Z1 as x¢. This means x in all formulas in this part can be interpreted as o and Z1.
Then the GD update rule tells, for the orbit in two steps,

xo = o1 =20 + n(p — zg)xo,

x> 20 =1+ — 23z,
which means
0= n(p —a3)zo +1 (N — (w0 +n(p — x8)$0)2) (o +n(p — 25)x0) ,
0=p—a5+ (u — (w0 +n(p — x%)mo)z) (T+n(p—23)).
Denote z := 1+ n(u — x3), it is equivalent to
0= p—ad+ (u—2222)2 = (2 + 1)(=a32% + 2B+ — 2?)
— G+ 1) (~abe- 3P 4= 3.

If z + 1 =0, it means x1 = —xo which is however out of the range of our discussion on the z > 0 domain. So we require

—x3(z — %)2 +p— %x% = 0. To ensure the existence of solutions z, it is natural to require

3 9
— —x5 > 0.
Y 4330_

Then, the solutions are

N

Il
N

H
3

Mo
5 )
Lo
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However, 2 = § —, /1> — § can be ruled out. If it holds, n(x — 3) = z — 1 < —5 which means z3 > y + 5. Since we
0

restrict nu € (1,1.121], it tells 23 > (1 + 45) contradicting with y > 323

Hence, z = % +4 /L - % is the only reasonable solution, which is saying
0

;

+

N =
Shl=
oo

n(p —xg) = —

Given a certain 7, the above expression is a third-order equation of 22 to solve. Apparently 23 = 1 is one trivial solution,
since for any learning rate, the gradient descent stays at the global minimum. Then the two other solutions are exactly the
orbit (Zo, Z1), if the equation does have three different roots. This also guarantees the uniqueness of such an orbit.

Assuming 2 # i, the above expression can be reformulated as

1

n= :
3 1
@ (yE-5+3)

(35)

One necessary condition for existence is p1 > %x%. Note that here g can be both Zg, Z1, one of which is larger than ,/z. For
simplicity, we assume Ty < /gt < Z1. Since 1) from Eq(35) is increasing with x3 when pu < 23, let 23 = %u and achieve
the upper bound as

3
<3, (36)

which is satisfied by our assumption 1 < nu < /4.5 — 1 ~ 1.121.
Therefore, we have shown the existence and uniqueness of a period-2 orbit.
Part II. Global convergence to (Z, Z1 ).

The proof structure is as follows:

1. There exists a special interval I := [z, /1) such that any point in I will back to this interval surely after two steps of
gradient descent. And zg € I.

2. Initialized from any point in I, the gradient descent process will converge to Z, (every two steps of GD).

3. Initialized from any point between 0 and /1, the gradient descent process will fall into I in some steps.

(IL.1) Consider a function F,,(z) = = +n(u — )z performing one step of gradient descent. Since Fi(z) =14+np— 3nx2,

we have F)(z) > 0 for 0 < 2* < 3 (,u + %) and F)(x) < 0 otherwise. It is obvious that the threshold has 7 =
% (,u + %) < p. In the other words, for any point on the right of x5, GD returns a point in a decreasing manner.

To prove anything further, we would like to restrict £y > x5, which is
1 1 1 w3 1
=2 2yt —2 H o1 .
x0_3<u+n> <u+x0< 2 4—1—2))

342
7

w

Solving this inequality tells

T > L. (37)

Consequently, by applying Eq(35), we have

nu < V45 —1~1.121. (38)
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With the above discussion of x,, we are able to define the special internal [ = [z, \/ﬁ) From the definition of F;),
consider a function representing two steps of gradient descent Fg (x) = F,,(Fy,(x)). From previous discussion, we know
F?2(Zo) = Zo. What about F? (x)?

It turns out F2(z,) > z: we have F(z,) = x4(1 + nu — nz?) = x, - 3(1 + nu) and, furthermore, F2(z,) =
Fy(zs-2(1+np)) =z 2(1+np) - (14 np — 55 (1 +np)?). Then we get F2(z5) > x, because

§(1+nu)~(1+nu—247(1+nu)3> >1 if pue (1,vV45—1). (39)

Combining the following facts, i) F> () — x is continous wrt x, ii) F;’(xs) — 4 > 0, and iii) F}}(Zo) — o = 0 is the only
zero point on x € [z, Zo|, we can conclude that

Fl(z) >z, V€ [y, Z0). (40)

Meanwhile, we can prove F;(z) < x for any z € (Zo, \/p). Since F}(p) — p = 0 and F}(Zo) — Zo = 0 are the only
two zero cases, we only need to show 3 & € (o, /), such that F?(i) < 2. We compute the derivative of F}}(z) — x at
2?2 = p, which is &L F2(2) — z[2—, = =1 4 F/(F(2))F'(z)|2=, = =1+ [F'(/m)]> = =1+ (1 — 2pu)? > 0. Then
combining it with F,(Zo) = Zo, there exists a point & € (Zo, \/p) that is very close to /i such that F/(i) < &. Hence, we
can conclude that

Fi(m) <z, Yz € (To, V/1b)- 41)

Since F))(-) is decreasing on [z, 00) and F, () > x, for x € [z, \/p], it is fair to say F)}(x) is increasing on = € [z, \/Ji].
Hence, we have Fg(x) < Fg(fo) = Zo, Vx € [zs, To]. And Fg(x) > Fg(io) = To, Yo(To, /1)

Combining the above results, we have

Fg(x) € (z, %), Vx € [z4,T0), 42)
F}(x) € [Zo,2), Va € (To, /). (43)

(I1.2) A consequence of Exp(42, 43) is that any point in I will converge to Zy with even steps of gradient descent. For
simplicity, we provide the proof for x € [z, o).

Denote ag € [xs, To) and a,, = Fg(an,l), n > 1. The series {a; };>0 satisfies

To 2 Qp41 > An > Ag. 44)

Since the series is bounded and strictly increasing, it is converging. Assume it is converging to a. If a < Zo, then
To > Fg(a) >a > Fg(an).
Since F7(-) is continuous, so 3 d > 0, such that, when |z — a| < , we have
2 2 2

|F7; (l‘) _Fn (Cl)‘ < Fn (a’) —a. (45)
Since a is the limit, so 3 N > 0, such that, whenn > N,0 < a — Fnz(an) < 6. So, combining with Exp(45), we have

2( 2 2 2

|Fn (Fn (an)) — Fy (a)| < Fy (a) —a.

But LHS = F(a) — any2 > F;(a) — a, so we reach a contradiction.
Hence, we have {a; } converges to Z.

(IL.3) Obviously, any initialization in (0, \//7) will have gradient descent run into (i) the interval I, or (ii) the interval on the
right of | /11, i.e., (/I, 00). The first case is exactly our target.

Now consider the second case. From the definition of x in part II.1, we know F,(z) = max,e(o, /u) Fy(%). So it is fair
to say this case is z,, € (\/f, F;)(,)]. Then the next step will go into the interval I, because

Fy(xn) > Fn(Fn(mS)) = Fi(xs) > T,
where the first inequality is from the decreasing property of F, () and the second inequality is due to Fg(x) > x on

x € [z, Zo). O
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G. Proof of Theorem 3

Theorem 9 (Restatement of Theorem 3). For f(x,y) = % (zy — ,u)2, consider GD with learning rate n = K - ﬁ Assume

both x and y are always positive during the whole process {x;,y; }i>o. In this process, denote a series of all points with
xy > pas P = {(zi,yi)|ziy: > p}. Then |x — y| decays to 0in P, forany 1 < K < 1.5.

Proof. Consider the current step is at (x¢, y;) with x;y; > p. After two steps of gradient descent, we have

Tpp1 = g + (1 — Ty Ye (46)
Yir1 = Yo + (1 — Ty s 47)
Tpyo = Tegp1 + (1 — Tep1Ye41) Y41 (43)
Yir2 = Yer1 + 01 — Te41Y41)Tes1, (49)

with which we have the difference evolve as

Yer1 — Tep1 = (Yo — 2¢) (1 =0 (1 — z0y2)) (50)
Yer2 — Ty = (Yer1 — Ter1) (1= 1 (0 — Teg1y241)) - (5D
Meanwhile, we have
Te1Yer1 = TeYe + 1 (10— Teye) (:r,f + th) + 02 (1 — zaye) ey
=z (140 (1 —20y0)” + 0 (= 2) (20— y0)° (52)
Note that the second term in Eq(52) vanishes when x and y are balanced. When they are not balanced, if z,;y; > u, it holds
Ter1Yer1 < ey (1470 (p— a:tyt))Q. Incorporating this inequality into Eq(50, 51) and assuming y; — x; > 0, it holds

Yrr2 — Tea < (yr — 1) (1 =0 (1 — 22m1)) (1 i (M — iy (L7 (p— fUtyt))Q)) : (53)
To show that |z — y| is decaying as in the theorem, we are to show

L Yo — Xpqo < Yr — T4

2. Ypro — Tpqo > —(Ye — x¢)
Note that, although z,y; > pu, it is not sure to have xy,9y;+2 > . However, for any 0 < x;y; < pand K < 2, we have

LTi+1l — Yit+1
[res 2] =gl < 1. (54)
lzs — il
which is saying |z — y| decays until it reaches xy > u. So it is enough to prove the above two inequalities, whether or not
Ti2Yt+2 > [
Part 1. To show Yi42 — Tipo < Y — T

Since we wish to have y; 10 — Ty42 < Yy — T4, it is sufficient to require

(I =n(p—zy)) (1 - (u —zy (L +n(p— xtyt))z)) <1 (55)
Since we assume x4 1, yr+1 > 0, Eq (46, 47) tells ) (1 — z4y1) > — min{%7 z—i}, which is equivalent to 1 —n (u — zy¢) <
i Te Yt
1+m1n{yt, .
LD I n(p — zep1y11) > 5
Then we have 1 — (s — y419441) < 3. As aresult,
Y —Z L Ty Y 1
2SR (L= (= maye)) (1= (= Teayes)) < (1 +min{=", = ) X 5 (56)
Yt — Ty Yt Tt 2
1 ]. . Tt Yt
=>4 -min{%, % 57
2+2m1n{yt,xt (57)
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(1.2) If n(u — mt+1yt+1) < % and Ttr1Yt+1 < Jﬁg = % (,U + %)

The second condition reveals

—x 1 1
M=1—U(M—$t+1yt+1) Sl—ﬁ(ﬂ— (/L‘F))
Yirl — Tig1 3 7
4 2
= - - -K. 58
373 (58)

The first condition is equivalent to Ty y1Yys+1 > § — % Since the second term in Eq(52) is negative, we have
1
ziye (140 (1= 2e9)” > 1= 50, (59)
with which we would like to find an upper bound of x;y;.

Denoting b = 21, consider a function q(b) = b(1+ 7 (u —b))>. Obviously q() = p. Its derivative is ¢/(b) =
(I+mnu—mnb) (1+nu—3nb) < 0 on the domain of our interest. If we can show an (negative) upper bound for the
derivative as ¢’(b) < —1 on a proper domain, then it is fair to say that, from Exp(59), z;y; < p + % Then we have

-z 1 3
M=1—n(u—xtyt)<1—n<u—(u—>)=- (60)
Yt — Tt 2n 2
Then, combining Exp(60, 58), it tells
Yt+2 = Te42 <2_-K. ©61)
Yt — Ty

The remaining is to show ¢’(b) < —1 on a proper domain. We have ¢'(b) = (1 + nu — 2nb)? — (nb)?, which is equal to
1—2nu < —1 when b = u. Meanwhile, the derivative of ¢/(b) is ¢ (b) = —2n(nb+ (1 +nu—2nb)) = —2n(1+ nu —nb),
which is negative when b < p + % As aresult, it always holds ¢/(b) < —1 when b < p + %

3 If 2y 1 > 22
Denoting again b = z;y,, the above inequality in is saying, with b > p,

p®) = (L =n (=) (1=n (b0 +n(u-1)")) <1 (62)
After expanding p(+), we have

p(b) =1 =n (= b) (=24 n(u—b) +20b = 1 (= b) = b (1 — b)") .
Apparently p(p1) = 1. So it is necessary to investigate whether p’(b) < 0 on b > p, as
P'(0) =2 —=2nb+ (=) (1> (1 +n (1 = b)) (= + 3b) + 7°b (u — b)) .
Since nb > 1 and b > p, it is enough to require
(L4+n(un—10)(—p+3b)+nb(u—0) >0

(L+n( = b)) (—p +b) +nb(p — b) + 2b(1 + n(p — b)) > 0.

It suffices to show

n(p—0) +2(L+n(p—b)) =2+ 3n(p—b) > 0. (63)

Since Ty41Yi+1 > :z:f = % (,u + %), it holds

b(1+n(u— b))

IV
W =
N\
=
+
| =
N———

24 3n(p—b)

Y
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where the last inequality holds because: if b > 3 (,u + %), then 1 + n(p — b) < —2nu — 2 < 0, which contradicts with the
assumption that both x;1, Y41 are positive. As a result, the above argument gives

Y2 T2 ) < 1— 2(K — 1)(b— p). (64)
Yt — Tt

Part IL. To show y; 0 — 2110 > —(y; — 2¢)

Since x;y; > p, we have 1 — n(p — xpy;) > 1. Combining with 1 — n(p — zy¢) < 2, it holds

Yt+1 — Te41 1

- - € (1,2).
— n(e — ) € (1,2)

So the remaining is to have % > —0.5. Actually itis 1 — n(p — 2441y¢+1) > 1 —nu = 1 — K. Therefore, we have

Y2 T2 14 (3 2K), (65)
Yt — Tt

as required.
Part II1. To show y; — x; converges to 0

From Exp (57, 61, 64, 65), we have for points in P, |y — x| is a monotone strictly decreasing sequence lower bounded by
0. Hence it is convergent. Actually it converges to 0. If not, assuming it converges to € > 0, the next point will have the

difference as € < € as well as all following points. Hence, the contradiction gives the convergence to 0. O
H. Proof of Lemma 2
Lemma 4 (Restatement of Lemma 2). In the setting of Theorem 3, denote the initialization as m = % and xoyo > p.
. . o ; o 4 _ 2 -
Then, during the whole process, both x and y will always stay positive, denoting p = 7(m+ V) and g = (1+p)* if
4 3 2 5, 1 gK? 9 9
—n),—=(1+K K —-K+ ——— — K <p.
maX{??(xoyo )y on (14 K) +<3 Kt s ™ )1 p

Proof. Considering z;y; > i, one step of gradient descent returns
Ter1 = T+ 00— Teye)ys
Yer1 = ye + 0 — Ty
To have both ;1 > 0,y;+1 > 0, it suffices to have
(ye
n(zyy: — p) < min {t, t} . (66)
Tt Yt
This inequality will be the main target we need to resolve in this proof.

First, we are to show

: {yo 960} 4
mmdq —,— p > 5.
To Yo (m+vm? +4)

With the difference fixed as m = (yo — x0)/+/H, assuming yo > xo, we have m/yo = (1 — x0/yo)/\/1t- if 2oy increases,
both xy and yo increase then m/yq decreases, which means x/yo increases. As a result, we have

. Yo o . ) 4
mm{,} >In1n{,} = 5
To Yo To Yo | (m +vm? + 4)

0Yo=H
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Therefore, at initialization, to have positive £ and y;, it is enough to require
4 a
s 2
(m +vm? + 4)
From Theorem 3, it is guaranteed that |z; — y;| < |xo — yo| with ¢ > 2 until it reaches x;y; > i, with which 7 is still a

good lower bound for min{y;/x¢, x:/y: }. So what remains to show is it satisfies n(z:y; — ) < r for the next first time
x4y > p. If this holds, we can always iteratively show, for any z;y; > p along gradient descent,

n(zoyo — p) < r.

n(xye —p) <r < min{yt»xt}o
Tt Yt

Note that r itself is independent of x;y; and all the history, so it is ideal to compute a uniform upper bound of n(zy: — 1)
with any pair of (z;_1, y:—1) satisfying z;_1y;—1 < u. Actually it is possible, since we have |z;_1 — y:—1| bounded as in
Theorem 3.

Assume x;y; > 4 and it satisfies the condition of n(z;y; — ) < r and |x; — y;| < |xo — yo|- Asin (50), we have

Tit+l — Yit1 _ 1

—n(p—=za) € (1,1+7). 67
p— n(p—ziyi) € (1,1+7) (67)

Hence, it suffices to get the maximum value of ¢(z), with z € (0, i), as
9(z) = 2 (Lt (i —2))° + 0k — 2)(1+ 1) (@0 — y0)?, (68)

which is from (52). Denote z = argmax g(z). Obviously z < (p + %) £ 2, because the first term of g(z) achieves
maximum at z = %( o+ %) and the second term is in a decreasing manner with 2. Then let’s take the derivative of g(z) as

g'(z) = (L+n(p—2) (1 +nu—3n2) —n(l+7)*(z0 — y0)*

(1 +7)*(zo — yo)2>
L+n(p—z) ’

=1 +nlp—2)) (1+W—3nz—
where the first term is always positive, so we have

(L +7)* (w0 — yo)*

1+nu—3nz— — =0, (69)
1+n(p—2)
which means
1 14 7)%(zo — yo)?
z:(l—i— M_U( +1)* (2o _Z/o)) (70)
3n L+n(p—2)
1 14 7)2(z0 — yo)?
oL (1 g MO o) o
3 L+n(p—3(u+3))
1 1 3(1+7r)? 9
3 (M " 2(7]+1)( 0~ %) (72)
£ 2, (73)
where the inequality is from z < %(,u + %) As aresult, it is safe to say
9(z) Sz tnn—2)"|  +nlu—2)1+7)*(@0 —y0)” (74)
Z=Zb Z2=2Zg
4 1 2 1 2
=—(1 oo dp(l4r)? (Sp— — —90)? —y0)? 75
27( + ) 7 +n(l+r) (3N 30 + mH—l(xO Yo) >($0 Y0)~, (75)
with which we are able to compute max 7(g(z) — i), which is exactly the final result. O
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I. Proof of Theorem 4

Theorem 10 (Restatement of Theorem 4). In the above setting, consider a teacher neuron w = [1,0] and set the learning
rate ) = Kd with K € (1,1.1]. Initialize the student as |[w® || = v(©) £ ¢ € (0,0.10] and (w®), @) > 0. Then, for

t>1T) +4, wét) decays as

7 1.35 1.1
wz(/t) <0.1-(1—0.030K)" o< POgQ.% W“ , B= (1 + 7T> €.

Proof sketch The proof is divided into two stages, depending on whether w, grows or not. The key is that the change of
w, follows (omitting all superscripts )

W,
Aw 1

Yy Wa t+1

X —vwg + *mv wZ(J

Wy T o

) = wy + Aw,| . (76)

where the second term in Awy/w, is bounded in [0, %] In stage 1 where vw,, is relatively small, we show the growth ratio
of w, is smaller than those of w, and vw,, resulting in an upper bound of number of iterations for vw,, to reach i, SO
max(w,) is bounded too. Although the initialization is balanced as v = Hw(o) H for simplicity of proof, v — w, is also
bounded at the end of stage 1. From the beginning of stage 2, thanks to the relatively narrow range of K, we are able to
compute the bounds of three variables (including v — w,,, vw,, and w,) and they turn out to fall into a basin in the parameter
space after four iterations. In this basin, w, decays exponentially with a linear rate of 0.97 at most. ]

Proof. We restate the update rules as

(t) (1) (t)
Av® = oD —p® = Ko | (—o®u® 1 1) — pDe® D U arctan (@) @ ]
O 7 Ol WO

x

1 w® wBHp®
= Kw® [ (—0Ww® +1) — = [ arctan % - =
") o]

() (e, vOwy”
+ K —(v®)2 4 —2 (77)
o  [[w®|
(t) (), ()
1 @
Aw® = wttD) — ® = Kp® | (—o®w® 1+ 1) — = [ arctan % _ wiu’yQ , (78)
T we' ) [Jw®]
(t),,®)
Awét) = wz(/t) K| —(w®)? + v7wy2 , (79)
m [lw®]
w{t) = ‘wl(f) + Aw?(f)‘ . (80)

For simplicity, we will omit all superscripts of time ¢ unless clarification is necessary. From (80), if the target is to show w,
decaying with a linear rate, it suffices to bound the factor term in (79) (by a considerable margin) as

9<K <—v2 4y ) <0. 81)

2
|||

The technical part is the second inequality of (81). If v, w, > 0, it is equivalent to

Wy Wy Wa Wy
VWy > =
Tom el w(wd wh)’

where the RHS is smaller than or equal to % Hence, iﬂ is a special threshold with which we will frequently compare

vw,. Another important variable to control is v — w,, that reveals how the two layers are balanced. If it is too large, for the

iteration v(t“)wg(fH) may explode as shown in the 2-D case.

The main idea of our proof is that
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W Wy

* Stage 1 with vw, < pTTE: : in this stage, w, grows but it grows in a smaller rate than that of v and w,. Therefore,
since we have an upper bound for vw,, to stay in this stage, we are able to compute the upper bound of #iterations to
finish this stage, which is T} in the theorem. At the end of this stage, both of v — w,, and w,, are bounded under our

assumption of initialization.

Wy Wy

e Stage 2 with vw,, > : in this stage, w, decreases. Since our range of a large learning rate is relatively narrow

mllw||?”
(1 < K <1.1), we are able to compute bounds of vw,, v — w, and w,,. After eight iterations, it falls into (and stays
in) a bounded basin of these three terms, in which w,, decays at least in a linear rate.

Stage 1.
We are to show that, in the last iteration of this stage, there are three facts: 1) vw, < %, 2)v —w, € [—0.017,0.17], and
3) wy < 0.44.
At initialization, we assume v(¥) = ||w(®||. Denote ag = arctan(w(” /w{?) € [0,7/2]. So for next iteration we have
(1) — (0 onz , L.
wy, ) =wv 1+ K[| —0w"Y) —l—;smao , (82)

(83)

wH = ©) [cos ao+ K (1 — ()2 cos ap + cos ay sin oy — ao)] .

™

Apparently w@(ll) increases with ag increasing. And

-2 2
K - -1
8a0w9(61) =@ {_ sin ag -+ <(v(0))2 sin ag + sin® ag + cos? ﬂ

T
. — sin? Qg
sinog + —— | | .
T

sin g > 01in (82). So it follows 8a0w3(51) < 0. Combining

— {_ sinag + K <((v(0))2 _ sinag
T

1

T

Since in stage 1 it holds Aw, > 0 which means —(v(?))? +
the above arguments, we have

w® > W], s = K0
xT - xT ap=35 2 9
K K
wi) < wP|ag=z = <1 +—- K(v(o))2) v < <1 + W) 0@,
(1) 2K
Wy + ==
—— < T < 2.7.
WO
Regarding -, it has (@ > wéo) at initialization due to v(®) = Hw(o) H From (77, 78, 79), we have vAv = w,Aw, +

Aw, _ (t)

2
wy Aw,. So it holds vAv > yAy. Meanwhile, =+ = K (—vw, + ﬁ) € [0, £]. From Lemma 5, given v > w,

and % € [0,1] for any ¢ in this stage, it always holds v(**1) > wg(fﬂ).

Therefore, it is fair to say

W)
— T 2

1
(w2 =27

Additionally, to bound the term vw, / [|wl|® in Aw,, we would like to show it always has vw, < [wl|®. At initialization, it
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naturally holds. Then, for the every next iteration, given it holds in the last iteration, we have

(v + Av)(wy, + Awy,) — [(wy + Aw,)* + (w, + Aw,)?]
We AW, + wyAw,

=(v+ Y(wy + Awy) — [(we + Awg)? + (wy, + Aw,)?]

Aw,
v

v

= vwy + vAwy + wawx(% + )+ (wyAw, + (Awy)z)% — [(wy + Awg)? + (wy + Awy)?]
< vwy + vAwy, + wyAwy% — (w? + wz + 2w, Aw, + (Aw,)?)
< vAwy + wyAwy% — 2w, Aw, — (Aw,)?
= vAwy (1 — %)2 — (Aw,)?
< vAw, — (Aw,)?
where the first equality uses vAv = w,Aw, + wyAw,, the first inequality uses the proven v > w, and v > Aw,, the

second inequality uses the assumption vw, < |w]|®. Now we are to show vAw, — (Aw,)? < 0. We have

w? 1 2
vAw, — (Aw,)* < Kv*—Y— — K*0? (1 - = 'y(t)> ,
™ [|w]] 2

1 W\ w®p®
t — = v oy = Y
o= (o (25) -5

Since we have proven wg(,l) / wg(tl) < 2.7, it is easy to check that
1
w (o
m(1+ (wfu )
Y

As aresult, vAw, — (Aw,)? < 0 at time 1. Furthermore, by checking each term, vAw, — (Aw,)? decreases with wy, /w,
decreasing. We will soon show that w, /w, itself decreases, by showing the growth ratio of w,, is larger than that of w,.

Our target lower bound of the growth ratio of w,, is that

Aw,, 1
- >1-— 7, (84)

Wy

which is larger than the growth ratio of w,, bounded by < due to vAw, < |wl|®. So it suffices to show Kv/w, > 1.

Assuming Kv/w, > 1 for the current step, we need to show K p(+1) / w;(l.tﬂ) > 1 also holds for the next step. Let’s denote

1 w® w® @
A = K [ (—oWw® +1) — = [arctan | —= | — ——2% || . (85)
) o)
Then
1 wy Av
R > _ 7
(v + Av) K(wx + Aw,) > v+ Aw, e 7
Wy 1
=(v— -2)(1- — A
(v % )( KA)+v(K K)A (86)

If KA <1,since K > 1and A > 0, we have (86) as positive, which is what we need. If KA > 1, then

(86) > (v~ 52)(1— K?) + oK - %)A

— (—K + Ao+ wy) (K — %),
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where the first inequality is due to A < K and the assumption of Kv(®) / mne > 1. Then it suffices to show (—K + A)v +
wy > (=K + £)v +w, > 0. Note that —K + 1/K € (—0.2,0] when K € (1, 1.1]. It is easy to verify that v(}) < 5w,

Then, for the next step, we need to show v(*+1) < 5w§t+1) given v(®) < 5w+, To prove this, we are to bound v — w,, as

2

w
oD D = (1= A) (0 — w) + K2 (—0? + —2Y 5)
v 7 [lw||
w? K
<04(v—w)+ Kwyiy2 <04(v—w)+ wy’ (87)
7 ||| ™

where the first inequality is due to, when w,, /w, < 2.7,
) (t) (t)
1wy 1
A=K |—v®p® 4+ 7w7wy2 + K |1 — — arctan wit
)] P

1 w®
> K |1— = arctan | — > 0.6.
T w;t)

We will later show that v+ — 1) > —0.1(v® — ("), Combining this with (87), it is safe to say

Kw, §0.4><4w+KX5w
T T

< 4w

— )

) — D < 0.4(0 — w) +
where the second inequality is due to v < 5w and v > w,,. Since w1 > w® (due to A > 0) in this stage, we have
D) < 5wg(ct+1).

Combining the above discussion, we have prove (84). Obviously, when w,, Jw, < 2.7, RHS of (84) is at least 0.55, larger
than 1.1/7, which is the upper bound of the Aw,,/w,. As a result, w, /w, keeps decreasing.

The next step is to show the growing ratio of vw, is much larger than that of w,,. From (78, 79), it holds
v — (4 4 Av)(w, + Awy) > vw, + KAW? + w?) + K2A%0w,
> vw, (1 + A)?,
where the first inequality is due to Aw, > 0. It follows v(t“)wgﬂ)/v(”wgf) > 1.62 = 2.56.

So far, we have shown the following facts: under the defined initialization at time 0, starting from time 1, we have

1. vw, <1/2m.
2. Aw,/w, +1 > 155,
3. Awy/wy +1 <1+ K/m.

4. wy/w, < 2.7 and keeps decreasing.

5. v(t"’l)wg(fﬂ)/v(t)w;(f) > 2.56.

Now we are to use the above facts to bound vw,, w, and v — w,, to the end of stage 1.
For vw,, in previous discussion, we have shown that vw, < % Actually, there is another special value
W Wy

(w2 + w?)

= 0.104 when w, /w, = 2.7. (88)

This value is slightly larger than 1/47. Hence, we would like to split the analysis into three parts: in the first step of stage 2,
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1
L vwy > 5-.

1 1

1
3. vwy < 4.

Note that, although we are discussing the stage 1 in this section, investigating the lower bound of the first step in stage 2

helps calculate the number of iterations in stage 1. Furthermore, it helps bound several variables in stage 1.

Case (D). If vw, > 2L in first step of stage 2:

— 27

(1) (1)
Since we have prove ”(w(fjﬂ)g >1/2.7 and v““)wg(ct“)/v(t)w;” > 2.56, the number of iterations for vw, to reach 1/2
Yy

is at most

1
T1 < |logy. — 2 |, (89)
{ “6<w£,“>2/2-7w

Meanwhile, starting from time 1, the growth ratio of wy is
(wy + Awy)/wy < 1+ K(—v® +1/7) <14+ 1.1/m = ()2 <14+ 1.1/7 — (wV)?, (90)

where the first inequality is due to vw, < ||lwl|®, the second is due to K > 1 and the third is from v > wy. Therefore,
combining with (89), we can bound w, in the end of stage 1 as

log,. 7ﬁ —‘
'U.)y S (]. + 11/7T — (wél))2> ’V 256 (wél))"’/zﬂ . (91)
Since it initializes as ||w(0)|| < 0.1, we have wél) < 0.1(1 + 1.1/7) = 0.135. Then, it can be verified that, when
wiM € (0,0.135), it holds

w, < 0.44. (92)

The next is to bound v — w,. Combining the update rules of v and w,, in (77, 78), we have
Al =w,) = (00 = D) - (00— wl)

_ Wawy 2
arctan (wy /s flwi® ) + ﬂ(— 2, Yy

5)- 93)

m 7 [Jw]]

=K(v—wy) <wa—1—|-

Note that

Wa Wy
flwl]?

arctan(w, /w;) — arctan(wy /w,)

—1<ovw, —1+ < -1+ ; o4

™

where the left is due to vw, > 0 and , the right is from Aw, > 0. When wy/wgC < 2.7, the RHS follows —1 +
w < —0.6. So combining both sides tells

Wa Wy
flw]|?

arctan(w,/wy) —

1+ K (vwm —1+ ) €[-K+1,0.4] C [-0.1,0.4]. (95)

™

2 2
Since Aw,, > 0, we have 0 < K% (702 4+ ) < K w—yg Note that at initialization wéo) < v Then it is easy to
Y v 7 ||w]| ™ Y Jw]|

verify that

—0.01 < —0.1(v® — w@) <M — M < (1 + K g)u@) < 0.082. (96)
T
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Because the coefficient on the positive side in (95) is larger than 0.4 > 0.1, it is appropriate to upper bound the v — w,, as

K 7(t)2
v—ww<max{0082 0.082 - 04T+Zo4t T (wy) }

= Y o]

T
< max { 0.082,0.082-0.4" +) 0415 0 1
m Y 1 (s \2UY
S ()
. 1+K/m
a 1.1-44 1
< max { 0.082,0.082-0.47 + ) "0.4" 1 === e
t=1 7r 14+ L ( 1.55 )
27 \14+1.1/x

where the second inequality is from the different growth ratios of w, and w,. Note that here we take all 7" > 1 and pick the
largest value of RHS to bound w,,. It turns out

v—w, <0.17. )
Furthermore, to lower bound v — w,, since obviously |v — w,,| < 0.17, it follows

v —wy > —0.1|v — Wg|max > —0.017. (98)

Case (ID. If .1 < vw, < 5 in first step of stage 2:
Similar to the discussion in Case (I), we are able to compute the number of iterations for vw,, to reach 1/4mx. It is at most

1

Ty < [logy s W] 99)
Accordingly, w,, is bounded as
w, < (1 + 117 — (wlV)? )( e W1 <0.37. (100)
For simplicity, we just keep the bounds for v — w,, as in Case (I), as
v —w, € [-0.017,0.17]. (101)

Case (IID). If vw, < - in first step of stage 2:

From the condition, we know vw, < ﬁ as well in the last step of stage 1. Since Aw, > 0 in stage 1, it tells

1wy

= < pw, < —, (102)

T [Jw]| 4m
which means

max{ -2, 7}>2+\f (103)
Wy

Since 2 + /3 > 2.7, if w, /w, > 2 + /3, then for time 1, (v(V), wi, wl! )) is already in the stage 2. However, it is not
possible because Hw(o) H = v(® < 0.1, which means v(l)wa(c ) can not reach i 1+2772

Therefore, the only possible is = > 2 4+ /3. In this case, we are able to bound Wy as

[1
wy < (2 — V3w, < (2—V3) < 4 +0.0085° + 0.0085) <0.078, (104)
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where the second inequality is due to vw, < ﬁ and v — w, > —0.017. Note that here we still use the bound of v — w,,
from Case (I), although it is loose somehow but it is enough for our analysis.

We leave the analysis of the bound of number of iterations to the end of this section.

Stage 2.

In the case (I) of stage 1, where the first step in stage 2 is with vw, > %, it has v — w, € [-0.017,0.17] and wy < 0.44.
In the case (IT), where the first step of stage 2 is with vw,, € [%7 5=, ithas v — w, € [-0.017,0.17] and w, < 0.37. In the
case (IIT), where the first step of stage 2 is with vw, € [ ], it has v — w, € [—0.017,0.17] and w,, < 0.078.

4w 21
To upper bound vw,, in the first step of stage 2, there are two candidates. One is from the case (I),

2

w7 w /w-’l‘/
t Wy\ o Wy/Wz )
U(tJrl)wg(CtJrl) =vwg | 1+ K(l — VWy — e an(wz) 1+ (wy /wa)? ) + K% —v? + VWy 2
i v 7 [lw||
+Kw—w)? 1+ K1 —vw, — N e
T

2
Wyw
LY —ow, + wIwa
Wa 7 [|wll

K (0 —wp)? (1 + K(1—vw,))

1 1.\? 11 1
<o (1 +1.1(1 — 2)) +1.1-0.44% (— + ) +1.1-0.17? (1 +1.1(1 — 2))

T T 4 27 T

< 0.668, (105)

<vwy (14 K(1—vwy))? + K

where we use vw, > 1/4m, z/(1+ %) < 0.5 for any .

One is from the case (II),

wyw?
oD D <y, (14 K(1—vw,))? + K Y —vw, + wmwyz
W ™ [|wll

+ K(v—w,)*(14+ K(1 —vw,))

1 1.)\? 1 1
< = 1(1-— 1-037%( — 10172 11— —
< <1+11(1 47T)> +1.1-0.37 <27T)+11 0.17 <1+11(1 47r)>

0.48, (106)

IN

where we use vw, < 1/4m, x/(1 + %) < 0.5 for any z.

Therefore, we can see that, in the first step of stage 2,
vwy; < 0.668. (107)
Next we are going to show how the iteration goes in the stage 2. In Case (I), there are three facts:

1. w, <0.44,
2. v—w, € [-0.017,0.17].
3. vw, € [5=,0.668].

Similarly, in Case (II), there are three facts as well:
1. w, <0.37.
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2. v —w, € [—0.017,0.17].
3. vw, € [ﬁ, i]
The main idea is to find a basin that any iteration with the above properties (i.e., in the interval) will converge to and then

stay in. The method is to iteratively compute the ranges of the variables for several steps, thanks to the narrow range of K.
Before explicitly computing the ranges, let’s write down the computing method, depending on whether or not vw, > 1.

Consider any iteration with vw, € [my, ms],v — w, € [d1,ds],w, < e, we compute the bounds of Pt D D g (t41)
wg(ctH), wg(fH) in the following process (naturally assuming d; < 0 < dg)
1. If m; > 1:
(a) Compute w, > \/my + (do/2)2 —dy/2 = f.
(b) Compute 3 <e/f £ g.
(c) Compute amtan(wy/:w)iw < arCtan(g);g/(HgQ) £ h.
(d) Compute vt+Dw{™ > my(1 4+ 1.1(1 — mo — h))? + 1.1(1 — mo — h) max{|d:|, |d2|}? — 1.1e2ms. This is

from

wew?
o DD >, (1+ K(1 — vwy — h)? + K—Y (1}2 Wy )
v

ol
+ K(v—wg)* (1 4+ K(1 — vw, — h))
2vwgg(l—i-K(l—vwz—h))2—Kw§-vw$
+ K(v—wy)? (1 + K(1—vw, —h)).

(e) Compute vV w{™ < my (1 + 1.0(1 — my))2. This is due to 2:(1 + K (1 — x))? decreases with z increasing
when x > 1.

(f) Compute vt —w{™) € [dy (14+1.1(ma—1+h)— 112 (\/ma + (d2/2)2+d2/2)), do(141.1(ms— 1 +h))].
This is due to

1 v ;
Av — Aw, = K(v — wy) <vwm — 1+ —(arctan(a) — v wy)> + jre (—u2 4 W ) ,
T v

2 2
[[]] ™ [Jw]]

where vw, > 1, the last term is between — K vwi and 0.

(g) Compute wl(,tﬂ) < e-max{|j1], |j2|}, where

. \/m1+(d2/2)2+d2/2

=1+1.1 (= 108
J1 + m1—|—(d2/2)2—d2/2 ( m2)7 ( )
o= 14+ 1.0V T (di/2) = di/2. (—mi + i). (109)

\/m1+(d1/2)2+d1/2 2w

This is due to A )
wy Ki(—vwx n 7wxw§,
wy Wy T |lw]|

),

then we would like to have the smallest value as j; — 1 and the largest value as j, — 1. Since w, is always
non-negative, taking the maximum absolute value gives the upper bound.

2. Iftmge < 1t

\/ 1+(d2/2)2—d2/2éf.

(a) Compute w, m
e/f =g

(b) Compute *

w

2
<
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Therefore, with the above process, we are able to brutally compute the ranges of v(**Hw

Tul? _ arctan(g)—g/(1+¢>) 5 p

(d) Compute Pt DD > MiNge [, my) (1 + 1.0(1 — z — h))? — 1.1e?2. Compared with the case of my > 1,
we drop the term 1.1(1 — mg — h) max{|d;|, |d2|}? because it is possible to have v — w,, = 0 in some iterations.
(e) Compute v(t+ DT < MaX,em, mo] £(1+ 1.1(1 — 2))? + 1.1(1 — ) max{|d1], |d2|}*. Compared with the
case of my > 1, we add a term depending on the |v — w, |max because it enlarges vw, in the in-balanced case.
(f) Compute v+1) — ™ € [dy (14+1.1(my—1+h)—1.1e2-(\/ma + (d2/2)%+d2/2)), do(14+1.1(ma— 1+ 1))].
In fact, a rigorous left bound should include more terms to select a minimum from. Here it is simple because it
keeps 1 + K(my — 1) > 0 in the following computing, so we do not need to worry about the flipping sign of d;
and ds.
(¢

(g) Compute wy, +1) < e-max{|j1],|j2|}, where ji1, jo are the same with those in the case of m; > 1.

arctan(wy /wg ) —

(c) Compute

;gH) L) _ w£t+1) w&tﬂ)

from the current ranges. Note that this process plays a role of building a mapping from one interval to another interval,
which covers all points from the source interval. However, it is loose to some extent because gradient descent is a mapping
from a point to another point. The advantage of such a loose method is feasibility of obtaining bounds while losing tightness.
To achieve tightness, later we will also include some wisdom in a point-to-point style.

Also note that, a nice way to combine tightness and efficiency in this method is to split and to merge intervals when

necessary.
For Case (I):
Now we are to compute the ranges starting from the interval where I = {w, < 0.44,v — w, € [-0.017,0.17], vw, €
[5-,0.668]}. First, we split it into three intervals:
1. I = {wy <0.44,v — w, € [-0.017,0.17], vw, € [0.213,0.4]}.
2. I = {w, <0.44,v — w, € [-0.017,0.17], vw, € [0.4,0.668]}.
3. I3 = {wy < 0.44,v — w, € [-0.017,0.17], vw, € [5,0.213]}.

Then, following the above method with splitting and merging intervals, we have

L.

Starting from 1,

(a) Step 1: I mapps to Is = {w, < 0.416,v — w, € [-0.162,0.068], vw, € [0.55,1.12131]}.
(b) Step 2: Splitting I3, we have

i I = {w, <0.416,v — w, € [—0.162,0.068], vw, € [0.55,0.8]}.
ii. Is = {w, <0.416,v — w, € [—0.162,0.068], vw, € [0.8,0.9]}.
iii. I = {w, < 0.416,v — w, € [~0.162,0.068], vw, € [0.9,1.0]}.
iv. I; = {w, < 0.416,v — w, € [-0.162,0.068], vw, € [1.0,1.12131]}.

Then, we have
i. I, mapps to
Is = {wy, <0.214,v — w, € [—0.309,0.0545], vw, € [0.942,1.25786]}.
ii. I5 mapps to
Iy = {wy <0.0966,v — w, € [—0.335,0.0613], vw, € [0.880,1.19649]}.
iii. Ig mapps to
Iy = {wy, <0.0756,v — w, € [—0.362,0.068], vw, € [0.777894,1.11178]}.
iv. I7 mapps to
Iy = {w, <0.134,v — w, € [—0.394,0.0782], vw, € [0.595, 1]}
(c) Step 3: Splitting and merging Ig, Ig, 119, [11, we have
i. I1o = {wy <0.134,v — w, € [-0.394,0.078], vw, € [0.595,0.777]}.
ii. 1z ={w, <0.214,v — w, € [—0.394, 0.078], vw, € [0.777,1]}.
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iil. I14 = {w, <0.214,v — w, € [-0.362,0.068], vw, € [1,1.11178]}.
iv. Iy = {wy <0.214,v — w, € [-0.309,0.061], vw, € [1.11178,1.25786]}.
Then, we have
i. 110 mapps to

I = {w, <0.0372,v — w, € [—0.317,0.061], vw, € [1.14493,1.31246]}.
ii. Iy3 mapps to

Iz = {wy, <0.0432,v — w, € [-0.448,0.078], vw, € [0.943633,1.24393]}.
iii. 14 mapps to

s = {w, <0.0662,v — w, € [—0.462,0.077], vw, € [0.77846, 1]}.
iv. 115 mapps to

Iyo = {w, < 0.0998,v — w, € [—0.456,0.0785], vw, € [0.550,0.878]}.

2. Starting from I,

(a) Step 1: I mapps to Iz = {w, < 0.332,v — w, € [—0.205,0.114], vw, € [0.864,1.25894]}
(b) Step 2: Splitting I»;, we have
i. Ioo = {wy <0.332,v —w, € [-0.205,0.114], vw, € [0.864,1]}.
ii. Jog = {w, <0.332,v — w, € [-0.205,0.114], vw, € [1,1.125894]}.
Then, we have
i. Iy9 mapps to
Iny = {w, < 0.081,v — w, € [-0.336,0.114], vw, € [0.858,1.14813]}.
ii. Is3 mapps to
Ins = {w, < 0.184,v — w, € [—0.409, 0.148], vw, € [0.463,1]}.
(c) Step 3: Splitting and merging o4, I»5, we have
i Ips = {wy, < 0.184,v — w, € [—0.409,0.148], vw,, € [0.463,1]}.
ii. In; ={w, <0.081,v —w, € [—0.336,0.114], vw, € [1,1.14813]}.
Then, we have
i. Isg mapps to
Ing = {w, < 0.083,v — w, € [—0.452,0.148], vw, € [0.952783,1.31778]}.
ii. Io7 mapps to
Iy = {w, <0.034,v — w, € [—0.399,0.133], vw, € [0.777,1]}.

3. Starting from I3,

(a) Step 1: Isp mapps to I3; = {wy < 0.44,v — w, € [—0.124,0.037], vw, € [0.422,0.767]}
(b) Step 2: Splitting 131, we have
i. Isp = {wy, < 0.44,v — w, € [-0.124,0.037], vw, € [0.422,0.5]}.
ii. Is3 ={w, <0.44,v —w, € [-0.124,0.037], vw, € [0.5,0.6]}.
ii. I3q4 = {wy, <0.44,v —w, € [—0.124,0.037], vw, € [0.6,0.767]}.
Then, we have
i. I35 mapps to
I35 = {w, < 0.301,v — w, € [—0.218,0.0185], vw, € [0.901,1.20971]}.
ii. Is3 mapps to
Is¢ = {w, <0.262,v — w, € [—0.245,0.023], vw, € [0.96322,1.25093]}.
iii. Is4 mapps to
I3z = {w, < 0.213,v — w, € [—0.288,0.029], vw, € [0.947,1.25345]}.
(c) Step 3: Splitting and merging I35, Isg, I37, we have

i. Isg = {w, <0.301,v —w, € [—0.288,0.029], vw, € [0.901, 1]}.
ii. Isg = {w, < 0.301,v — w, € [0.288,0.029], vw, € [1,1.1]}.
iii. Ijo = {wy, < 0.301,v —w, € [~0.288,0.029], v, € [1.1,1.25093]}.
iv. Ly = {w, < 0.262,v — w, € [~0.245,0.029], vw, € [1.25093, 1.25345]}.

Then, we have
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i. I3g mapps to
Lip = {w, <0.0404,v — w, € [—0.392,0.029], vw, € [0.888,1.11696]}.
ii. I39 mapps to
Iz = {w, < 0.0740,v — w, € [—-0.428,0.033], vw, € [0.741,1]}.
iii. Iy mapps to
Iy = {wy <0.125,v — w, € [—0.482,0.038], vw, € [0.497,0.891]}.
iv. 147 mapps to
Iis = {w, <0.109,v — w, € [—0.400, 0.038], vw, € [0.534,0.702]}.
(d) Step 4: Splitting and merging 4o, I43, 144, 145, we have
i. Ing = {wy <0.125,v — w, € [-0.482,0.038], vw, € [0.497,0.891]}.
il. Iy7 = {w, <0.074,v — w, € [-0.428,0.033], vw, € [0.891,1]}.
iii. Iys = {wy <0.041,v — w, € [—0.40,0.029], vw, € [1,1.11696]}.
Then, we have
i. I¢ mapps to
Iig = {wy, < 0.0424,v — w, € [—0.442,0.034], vw, € [1.07853,1.34708]}.
ii. I47 mapps to
Iso = {w, < 0.0110,v — w, € [—0.435,0.033], vw, € [0.993,1.13943]}.
iii. I4g mapps to
Is1 = {w, <0.0109,v — w, € [—0.454, 0.033], vw, € [0.497,0.891]}.

For Case (II):

Now we are to compute the ranges starting from the interval where I = {w, < 0.37,v — w, € [-0.017,0.17],vw, €

[ﬁ, %]}. First, we denote it as

1. Isy = {w, < 0.37,v — w, € [—0.017,0.17), vw, € [, 5=].
Then, following the above method with splitting and merging intervals, we have

1. Starting from I59,

(a) Step 1: Iso mapps to Is3 = {w, < 0.37,v — w, € [-0.079,0.0271], vw, € [0.222,0.616]}.
(b) Step 2: I53 mapps to [54 = {w, < 0.343,v — w, € [-0.171,0.017], vw, € [0.621,1.24894]}.
(c) Step 3: Splitting I54, we have
i. Iss = {wy, < 0.343,v — w, € [—0.171,0.017], vw, € [0.621,1}.
ii. Isg = {wy, <0.343,v — w, € [—0.171,0.017], vw, € [1,1.24894]}.
Then, we have
i. I55 mapps to
Is7 = {w, < 0.150,v — w, € [—0.305,0.017], vw, € [0.840,1.25908]}.
ii. Isg mapps to
Iss = {w, < 0.137,v — w, € [—0.367,0.022], vw, € [0.472,1]}.
(d) Step 4: Splitting and merging I57, Isg, we have
i
ii. Isg ={w, <0.150,v — w, € [—0.367,0.022], vw, € [0.472,1}.
iii.
iv. Igo = {wy < 0.150,v — w, € [—0.305,0.017], vw, € [1,1.25908}.
Then, we have
i. I59 mapps to
Is1 = {w, < 0.0705,v — w, € [—0.393,0.022], vw, € [0.971,1.304]}.
ii. Igp mapps to
Iso = {w, < 0.0613,v — w, € [—0.421,0.0219], vw, € [0.583,1]}.
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For both Cases (I, II):

From Ii6_20, I28, 129, 14951, I61, Is2, we can see that it has fallen into an interval Iy = {wy < 0.1,v —w, €
[—0.462,0.148], vw, € [0.497,1.34078]}. Something special here is that w, has been much smaller than w,. More
broadly, let’s define an interval I, generated by I, = {w, = 0,v—w, € [—0.464, 0.148], vw, € [1,1.5]}. Here “generated”
means

Is = U {(U(T)ng(cT)vwg(,T))|(vt(t),wf,f),wl(f)) €l,}. (110)
T>t

Then each element (v, w,, w,) € I has the following properties:

1. wy, =0.
2. vw, € [0.181,1.5].
3. If vw, <1, then v —w, € [-0.735,0.23]. If vw, > 1, then v — w, € [—0.474,0.148].

The first property is obvious. The third can be proven as follows: for each element (v, w5, wy) € I, it has pt+) — w,itﬂ) =
(v—w;) (14 K(vw, — 1)), where the ratio 1 + K (vw, — 1) € [1,1+1.1(1.5 — 1)] when vw,, € [1, 1.5]. Furthermore, in

U(t+2)7’w(t+2) ”
o € (=1,1)". Actually
it can be tighter as ==, € (—0.2,1) because here K < 1.1 while the original bound is for X' < 1.5. The condition

of bounded |v — w,,| can also be verified, the purpose of which is to keep v, w, always positive. Then the bound [—0.2, 1]
will tell v — w,, € [—0.474,0.148] on vw, > 1, because

the proven 2-D case, we have shown that “if vw, > 1 with some mild conditions, then
)

0.148 0.474

D250 g2 22 g
0ars > "% g1 0

For the second property, the left bound can be verified as

nﬁirlls] z(1+1.1(1 —2)* + 1.1(1 — ) - 0.474% = <x(1 +1.1(1—2)? + 1.1(1 — z) - 0.4742>
re(l,1.

z=1.5
> 0.181.

The right bound can be verified as

max (1 +1.1(1 —2))* + 1.1(1 — ) * 0.735% < 1.5.
xe|0,

After proving these three properties, we would like to bound how far I is away from I,. More precisely, the distance is
measured by w,. We are going to show w, decays exponentially.

2
Remind the update rules in (77, 78). Denote v = & (arctan(a) — w“ﬁ’f) againand § = K ~*(—v? + %), then it is

[|lw
Av = Kw,(—vw, + 1) — Kwyy + 6, (111)
Aw, = Kv(—vw, + 1) — Kvy, (112)
§ € [-Kvw,,0]. (113)

Note that both -y and ¢ are very small, so we are to show their effects separately, which is enough to be a good approximation.

Consider an iteration where v(Vw!”) > 1 and the corresponding 7). Let’s denote v(t+1), w{™™) as the next parameters

with no corruption from +(*). Similarly, we denote 5(+1) 15, **Y) are corrupted with v(*). From the 2-D analysis, we
know

(t+2) _ wg(f“)

— = (1+ K@D —1))1 + K w{*) — 1)) < 1. (114)
p® — )
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We would like to show, with a small 4(*) and ignoring §,

p+2) _

o (t)

W, (t+2)

Wy
where y(*+1) is in time (¢ +

(115) — (114) =

= (1+ K(vWDuw®

— 1)K (00D, D — g

— 1441 4+ K@D, D — 1 4 40Dy <1,

1) accordingly. The difference of LHS of the above two expressions turns out to be
(t)(1 + K(U(Hl)w(tﬂ) —-1))
+ 1+ KwYwd

x

(t+1)wg(ﬂt+1) +,Y(t+1)) + 0(72)

= Ky (1 4+ KDy — 1))

+ K1+ KwYw®

< Kyt (1 + (14 K@Owl) 1) (= K®)? = K(w)? + 2

< K~® (1 + (14 KDw® - 1))( - 2K0Pw® + 7

Since % = K- (—vw; + 1 — ), we have

DO K@) +47) + 0
+1)

2
)+ o0
(1)

e )) +0O(y?).

(t+1) o®
i =1+K (—vDw® +1-4®) <1,
0 @ @
x x
Also we have
wtD w(EHD 4 (¢+1)
(D) arctan( WD ||’w(t+1z)!H2
® - ® ®, 0
Y arctan( Yy ) — T2,
Clo) = ool
Since w§t+1) < w?(f) and
arctan(mx) — —2%—
(M) ~ Tz <m3, forany m > 0,z > 0,
arctan(r) — 1757
we have
A1) 1
(t) - () 3"
Y (1+ng)(—() O - U))
For general vw, € (1,1.5], (120) holds as
(t+1) 1
7 <922,

Since 1 + K(U(t)wa(f) -
(115)

Actually v is bounded by
)

7 <

<
OB (1 + 1.1¥LE0.074240.074 _ 5 4 1))3

"7 V/140.0742-0.074

1) <1+ 1.1%0.5 = 1.55, it is fair to say

—(114) S KyW (1 + 155 % (=2 + 22)) + O(7?) = 35.29 + O(¥?).

0.099
= 0.1066,
V1 +0.0742 — 0.074
arctan(z) — %5
@)~ mw <2.6x 1074,

™
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As a result,
(115) — (114) 5 0.0084. (125)

Note that this small value is very easy to cover in (114), requiring

(t+2) _ wi(ct+2)

-~ >0.0084 12
NORNG > 0.0084, (126)

except when vw,, is pretty close to 1. When vw, — 1, from the analysis of 2-D case, (derived from the case of
Ter1Yip1 > TF)
(t+2) _ ,, (t+2)
1 -2 T s 9K — 2)(0®w® —1). (127)
() — wg(f)

For (115) — (114), denote a function p(z) as

1
p(x)=1+(1+Kz) | —2K(z+1)+ -, (128)
(1 + Kw%(—x))
where 2 = v®w!?) — 1in (116, 120). It is obvious that p(0) = 1 + (—=2K + 1) < 0. When x is small, it turns out
o® ,
p(r) = 2K+2+K _QK_1+3ﬁ x + O(z?) (129)
Wy

Asaresult, (115) — (114) < 0 when vw, — 1 = o(K — 1). What if vw, — 1 = Q(K — 1)? Actually, we can get a better
bound by a more care analysis, as

(115) — (114) ), (t) ()2 (2 (D)
WSH(HK(U wl — 1)) (- K(®)? = K(w)? + ®
+ K [o 0wl (14 K (1= ou)? -1], (130)

where the last term is due to v(t“)w;gﬂ) < v(t)wg(f) (1+K(1- v(t)wg(f)))Q. Hence, with this bound, by expanding the

last term, (129) becomes

®)
pla) = 2K +2+ K (_2K -l 31}@)) z+ K(1 - 2K)x + O(z?) (131)
Wy
o ® ,
= 2K +2+K (—4K+3(t)> z+0(z7), (132)
Wy

which is definitely negative because

@ V/140.0742 +0.074 4
vVt + <116 < =, (133)
w® T V1 +0.0742 — 0.074 3

Meanwhile, we are to prove the 0 in (111) will not make f s make v — w, < —0.474 starting from v — w, > —0.462. First,
in the region of {vw, € [1,1.5],v —w, < 0.148}, we have Kvw; < 1.1- (V1.5 + 0.0742 +0.074)  0.12 < 0.0144. Also
note that in this region with v — w, > —0.462, we have

wy ™ VIT0231% 0231 0.37
wy ~ VI+0.2312+0.231

Hence Kv(w!)? + Kv(w{™)? < 0.0144 (1 4+ 0.372) = 0.0164. Since [v(t+2) — w(t+2)| < [v® — w®] if there is no
6, we shall see that there is no need to discuss the case of v — w, > —0.462 + 0.0164 = —0.4456 because it still holds

(134)
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P+ wg(fﬂ) > —0.462. When v®) — wg(f) € [—0.462, —0.4456], we shall see that in (55), after adding the term of J in
v,

(t+2) _ w;tJr?)

(®)

<1-(14K(vwy — 1)) - Kw,0, (135)
v®) — sy

which means the absolute value of v — w,, decays at least by a margin depending on §. After multiplying the current
difference v(t) — wg(f) on both side, it gives

(2 — D) — (v® — ) > OO s, (136)
st+1)

Note that here v(t+2) — wg+2) does not include §® and §(t+1). As stated above, we have s S 0.372 < 0.16 due to the
decay of w,. So it is safe to say §*) + §(+1) > 1.165(Y). Combining with the above inequality, it gives

(02— p{H2)) = (p® — (D) 4 50 4 50+ > (WD) 4 1.16)50), (137)

where

0.4456 )2 0.4456
2 2

vOwOw® +1.16 < vw, - (\/Uwz +( )+ 1.16 < 0.6. (138)

Furthermore, from our previous discussion, wéﬂ_z) < wy(f+2) gives that the sum of (137) is bounded by

06 . 06

-(—0.0144) > —0.0103. 13
1-0.16 —1-0.16 (=0.0144) = —0.0103 (139)

Since —0.474 — (—0.462) < —0.0103, we shall see that the term of § cannot drive v — w, < —0.472. Note that (137) shall
include a factor (< 1) in front of §(*), but we have ignored it to show a more aggressive bound.

Therefore, we are able to say an Interval I, generated by Iy also has the following properties: for each element (v, w,, wy) €

IS’

1. vw, € [0.181,1.5].

2. If vw, < 1, then v — w, € [—0.735,0.23]. If vw, > 1, then v — w, € [—0.472,0.148].

Then the decreasing ratio of Aw,, /w, is bounded by

A 1
D g v, = (140)
Wy Wa T |wl]
€ {—1.1(\/1.5+o.0742 +0.o74)2,—o.030K} (141)
= [~1.87, —0.030K]. (142)

Hence, w,, decays with a linear ratio of 0.97 (or 1 — 0.030K) at most for Cases (I, II) in stage 2.

For Case (III), in the first step of stage 2, it already has w, < 0.078 and v — w, € [—0.017,0.17]. So surely it will also
converge to I,.

Here we present the time analysis for Case (III) of both stages. The number of iterations in the first stage is apparently
similar to that of case (I, II), as

2.7@[1—‘ 7 (143)

Ty < logy 56 [32
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where ¢ < ﬁ is the value of vw,, in the first step of stage 2. In stage 2, since our target is to find how many steps are
necessary to get vw, > 0.181, so it is

arctan(2 — /3) — —2=V3

VDD > pO® 10,181+ 1 — LHEVO? g g2 (144)
™
> 3.280Mw®. (145)

where obviously it still holds 2% < 2 — /3 and wg < 0.12 in stage 2. Since 3.28 > 2.56, we have the total number of steps

W

to have vw, > 0.181 bounded as

2.7 0.181 [ 0.675 0.181
logs 56 Nz + |logs 28 o < |1oga .56 e + |logzos —7— | +2
4

IN

0.675
logy 56 BT

[ 1.35
< 10%2.567@ +4,

which is not beyond the bound for Cases (I, II). O

J. Proof of Matrix Factorization

Consider a two-layer matrix factorization problem, parameterized by learnable weights X € R"*P| 'Y € RP*?, and the
target matrix is C € R™*49. The loss L is defined as

1
L(X,Y) = 5 IXY - C|>3. (146)

Obviously {X,Y : XY = C} forms a minimum manifold. Focusing on this manifold, our targets are: 1) to prove our
condition for stable oscillation on 1D functions holds at the minimum of L for any setting of dimensions, and 2) to provide
an observation of walking towards flattest minima with theoretical intuition.

J.1. Asymmetric Case: 1D function at the minima

Before looking into the theorem, we would like to clarify the definition of the loss Hessian. Inherently, we squeeze X,Y
into a vector 6 = vec(X,Y) € R™P1P4, which vectorizes the concatnation. As a result, we are able to represent the loss
Hessian w.r.t. 6 as a matrix in RO"P+P2)x(mp+pa) - Meanwhile, the support of the loss landscape is in R"P1P4, In the
following theorem, we are to show the leading eigenvector A £ vec(AX, AY) € R™P*+P4 of the loss Hessian. Since the
cross section of the loss landscape and A forms a 1D function fa, we would also show the stable-oscillation condition on
1D function holds at the minima of fa.

Theorem 11. For a matrix factorization problem, assume XY = C. Consider SVD of both matrices as X =
Z?:l]{m’p} amviumv;’i andY = Zﬁ?{p’q} Uy,iuy,w;i’ where both groups of 0. ;’s are in descending order and both top
singular values 0,1 and oy 1 are unique. Also assume v;': 1Uy,1 7 0. Then the leading eigenvector of the loss Hessian is

_ T T . _ Oy,1 — Oz,1 .

A= vec(CluLluyJ, C’gvalvy,l) with C] = 7@’ Cy 7\/‘% Denote fa as the 1D function at the cross
section of the loss landscape and the line following the direction of A passing vec(AX, AY). Then, at the minima of fa, it
satisfies

32— 1P > 0. (147)

Proof. To obtain the direction of the leading Hessian eigenvector at parameters (X, Y'), consider a small deviation of the
parameters as (X + AX,Y + AY). With XY = C, evaluate the loss function as

LX+AX,Y + AY) = % |AXY + XAY + AXAY]?. (148)
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Expand these terms and split them by orders of AX, AY as follows:

1
O(IAX|* + [AY]) s 5 |AXY +XAY]fy, (149)
O(|AX|® + [|[AY[*) :  (AXY + XAY,AXAY), (150)
1
o(laX|* + AY ") : §||AXAYH§- (151)

From the second-order terms, the leading eigenvector of V2L is the solution of

vec(AX,AY)=  argmax [AXY +XAY]?. (152)
IAX |3+ AY[3=1

Since both the top singular values of X,Y are unique, the solution shall have both AX, AY of rank 1. Actually the solution
is (here for simplicity we eliminate the sign of both)

Oy,1 Oz,1
— Y, T _ x, T
AX = - 5 Uz, 1y 15 AY = 5 5 Va,10y1- (153)
,/UL1 +0o54 \/O0z1 T 0y

Equipped with the top eigenvector of Hessian, vec(AX, AY'), we consider the 1-D function fa generated by the cross-
section of the loss landscape and the eigenvector, passing the minima (X,Y'). Define the function as

falp) = L(X 4+ pAX,Y + pAY), peR. (154)
Then, around p = 0, we have
fa(p) = % [AXY + XAY|% - 4?2 + (AXY + XAY,AXAY) - 1 + % IAXAY|? - pt. (155)
Therefore, the several order derivatives of fa (u) at u = 0 can be obtained from Taylor expansion as
F20) = |AXY + XAY |2, (156)
F(0) = 6(AXY + XAY, AXAY), (157)
FO0) = 12| AXAY 2. (158)

Then we compute the condition of stable oscillation of 1-D function as

Bl — 1O rP)(0) = 108(AXY + XAY, AXAY)? — 12| AXY + XAY |3 [AXAY|Z  (159)
=96 |AXY + XAY|3 |[AXAY]|2 > 0, (160)

because all of AXY, XAY, AXAY are parallel to u,,1v, ; and v, juy 1 # 0.

J.2. Quasi-symmetric case: walk towards flattest minima

Observation 3 (Restatement of Observation 2). Consider the quasi-symmetric matrix factorization with learning rate
n = ﬁ + B. Assume 0 < Bo? < /4.5 — 1 ~ 1.121. Consider a minimum (Yo = aXo, Zo = /aXg),a > 0. The
1

initialization is around the minimum, as Y1 = Yo + AY 1,2y = Zy + AZ,, with the deviations satisfying ulTAYl v #
0,u{ AZivy # 0and |AY 1|, ||AZ|| < €. The second largest singular value of X needs to satisfy
U% 2 2 U% 2 2\ L
7) - max (§+02a,?+01a) <2 (161)

Then GD would converge to a period-2 orbit y,, approximately with error in O(€), formally written as

(Yta Zt) — Y+ (AYv AZ)7 HAYH ) HAZH = O(G), (162)

Tn = { (Yo +(pi — @) UlulvlT, Zo+ (pi — Ya) UlulvlT) }, (i=1,2) (163)
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where p1 € (1,2), pa € (0,1) are the two solutions of solving p in

1
1+ Bol = - - (164)
P? ( mat 5)

Remark. What is missing for a rigorous proof?

1. Control of error terms in non-asymptotic analysis.

2. Resolving assumptions of spectrum Qg »(¥t, 2¢) in early stages.
Proof. Without loss of generality, we assume X, = diag([o1,02,...,04]) € R%*?, where (X¢);; = o; or 0 in
all other entries. This can be easily achieved by rotating singular vectors of Xy. Accordingly, we have Y, =
diag([o1v, 0201, . . ., 0qa]) € R and Zg = diag([o1 /v, 02/, ..., 04/a]) € RX4,

Starting from time ¢ = 1, we denote the learnable parameter matrices as Y, Z;, and their deviation as AY, £ Y, —
Yo, AZ; & Z; — Zy. By assumptions, we have |AY|| < ¢, ||AZ;| < e. Furthermore, we split AY;, AZ; as follows,

®t ‘ ®t ®t ‘ ®t
AY; = |—— |, AZy= |——— |, (165)
®t ‘ @t ©t ‘ t
®t7®t € R, ®t7©t S R(dil)xa ®t7®t S Rlx(dil), @t7t S R(dil)x(dil). (166)
Since the update rules of Y, Z; are
Yii1 =Y — 1 (AY,Z] + YoAZ] + AY,AZ]) (Zo + AZy) (167)
Ziy1 = Zy — 1 (AZY[ + ZoAY, +AZ,AY]) (Yo + AYy) (168)
The update rules of © — ® are
@ps1 =D —nll] (AYLZ] + YoAZ, + AYAZ]) (Zo + AZ) (169)
@1 = @ — iy (AY,Z] + YAZ] + AY,AZ]) (Zo + AZy) (170)
®ri1 =@ —nl] (AYZ] + YoAZ, + AY(AZ]) (Zo + AZ)>s (171)
@y = @, — L, (AY,Z) + YAZ, + AY,AZ]) (Zo + AZy)]>s (172)
®ri1 =@ —nlj (AZ,Y] + ZoAY] + AZAY]) (Yo +AY) ] (173)
®p1 = ©; — i, (AZY] + ZoAY] + AZ,AY]) (Yo + AY) ] (174)
@pp1 = @ — 1l (AZ Y] + ZoAY, + AZAY]) (Yo + AYy) Iss (175)
®pp1 = @ — iy (AZY| + ZoAY] + AZ,AY]) (Yo + AYy) 5o, (176)

where I; = (I;).1 € R 155 = (Iy). 2.4 € R¥ (@1 are the dimension-reduction matrix, defined from blocks of the
d x d identity matrix I. In other words, I; (respectively I>2) is to pick the first row/column (respectively all remaining
rows/columns) from a matrix, which is extracting ®; — ®; from AY, AZ;.

Denote M; £ (AY,Z] + YoAZ] + AY,AZ]) =Y, Z] — XX{.
At initialization, we assume all of ©;,®,,0,,®;,6,,©;,@;,®; are in O(e¢), which means all
(T MiLL ], [IsoMiLh |, [T MiIso||, [|[I>2M;Is2|| are in O(e) as well. Our goal is to show that, as t — oo,

l. @, ® are in a period-2 orbit,

2. @0, @0, D, ®, Dy, @, are in O(e),

3. [IxoaMooIi ||, [T Moo ol , [[T>2 Moo T2,

AN

11, Yoo Y LI decay to zero.

s

51



Beyond the Edge of Stability via Two-step Gradient Updates

Then, following the above definitions, we have another representation of (AYt ZOT + YOAZtT +AY,AZ] ) , Or equiva-

lently its transpose (AZtYOT + ZoAY,[ + AZtAYtT), as

I (AY(Z§ + YoAZ + AY,AZ ) = @1 Zg T + 1] Yol1®; + @8, + ®,®@,
I, (AY Z + YoAZ + AY,AZ )T = @1 ZJ 1) + 11, Y [52®] +@,6, + @@
I} (AY Z] + YoAZ] + AY,AZ] ) [5s = ®11,Z] [55 + 1] Y[,®] + @0, + @,/
11, (AY,Z§ + YoAZ +AY,AZ]) Iy = @11, Z [5s + 11, Y1528, + @0, + @@, .

After substituting with @, 1 — ®;,1, we have

I M, 11y = I My — gll] My(Zo + AZOLIL ZJ T — nl] YoliIT (Yo + AY,) T My

— @] (Yo +AY:) " My — gl My(Zo + AZ)[,®; — nll] My(Zg + AZy)[5:@,
— @01, (Yo + AY,) T Myl + 0] My(Zo + AZ) 5011, (Yo + AY) T M
+ 7L My (Zo + AZ)LT] (Yo + AY,) M

= Iy My — plly My (LI + I50015)(Zo + AZ)LI Z] Iy
— ] YoLI] (Yo +AY,) " (LI +I5o01,)M/T,
— @] (Yo +AY,) " (LI + I5o0l,) ML — gl My(LI] + I5011,)(Zo + AZ,)[®,
— ] My(LI] + I5oI1,)(Zo + AZy)[52®@, — @1, (Yo + AYy) ' (LI + Isoll,) ML
+ 7P My(LL + I500L,)(Zo + AZ)Isoll, (Yo + AY) T (L] + IsoIl,) M,
+ 7T My (LI +15210,)(Zo + AZ)L T (Yo + AY) T (LI + I5210,) M Iy

=1 MyIy — o] ML T ZoIh 1] Zg Ty — nll] ML B0 Zg Ty — ] M I50@,1] Zg T,
— I Yolulf Yoli Iy Myl — nll Yol @I MI; — nl] Yol; @ I1,MI;
— @I Yol I MiIy — 9@, @, Myl — @@, I1,M,I4
— I ML I ZoT, ®; — nl{ M8, ®; — nl{ M 152©;®),
— gl ML T Zol50®, — ] My, @,®, — 5] M,1,®,®,
— @11, Yolsol LM — n®,@®, I MyI; — 9®,®, 1L, M,I;
+ 0PI My (I5211, Zolso + 1@, + I528,) (11, Yolsoll, + @/ I + @, 11,)M,1,
+ 0 My (LI Zoly + 118 + [520@,) (I YoliI] + @I + @, I1,)M,I
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1L, M1y = IL,MT — gIL,My(Zo + AZ)L I Zg Ty — 11, Yolsoll, (Yo + AY) T ML

—n@,0] (Yo+ AY,) M, — LMy (Zo + AZ)L®; — nIL,My(Zg + AZy)[5,@,
— @11, (Yo + AY,) " ML + 7211, M(Zg + AZ,) 5010, (Yo + AY,) " M,
+ 0 IL,My (Zo + AZ)LT (Yo + AY,) " ML

= I,MIy — Il M (I + 15500,)(Zo + AZ)LI] Zg T
— 1L, Yolsolly (Yo + AY) T (L] + I5oll,) M,
— @] (Yo +AY,) " (LI + Isoll,) ML — gLl M(LI] + Iso11,)(Zo + AZ,)L O,
— I, M (LI + I5o10,)(Zo + AZy)I50®, — n@®, 1L, (Yo + AY) T (LI + I5210,) M Iy
+ Il M (L + I500L5)(Zo + AZ) 5oL, (Yo + AYy) T (L] + I5olL,) M,
+ P ILM (LI + I5o00,)(Zo + AZ)LL] (Yo +AY,) " (L] + IsoIl,) M,

= I,M Iy — Il ML Zoli T Zg Ty — nI L ML ®, 0 Zg Ty — nl L MyI50@,1] Zg T
— 1L, Yolsoll, YolsoI L, Myl — I, Yolse® I} Myl — nIl, Yolso®, 11, M,Iy
— @I Yol I MyI; — 9@, @, My — @@, [1,M,I
— LML Zolh ®; — L, M 1188, — nl1,M,15,©,®,
— Ly MI501L, Zolo®) — I, M1 @@ — yIL,MI52®,®@,
— @11, Yolsoll, M/ T — 7®,®, 1] MyI; — ®,®, 11, M, 1,
+ 0PIy M (I521 1, Zolso + 1@y + I528,) (11, YolsoIl, + @ I) + @/ 11,)M,I;
+ 0PI M (LI ZoI! + 1,8, + I520,) (I YolI + @I + @, 11,)M;I;
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1] M50 = I MyIsp — ] My(Zo + AZy) 52011, Iso — 0l Yol Il (Yo +AY,) T ML,

— @0 (Yo + AYy) Mlsy — ] My(Zo + AZ)1®, — nl] My(Zo + AZ,)5,®,
— @I, (Yo + AY;) T MylIss + 7?1 My(Zo + AZ) 501, (Yo + AY,) T ML,
+ 0?1 My(Zo + AZ)LL (Yo + AY,)" M;I>2

=1 MyIso — gl My (LI + I50015)(Zo + AZy)I501 1, Z] 5o
— ] YoliI] (Yo +AY,) " (LI +I5501,)M,I5,
— @] (Yo +AY,) " (L] + IsoIl,) M Iso — gy My (L] + I5511,)(Zo + AZ)L©;
— ] My(LI] + I5o1L,)(Zo + AZy)[52®, — @01, (Yo + AY,) " (LI + I5o01,) M, L5,
+ T My (LY + 152185)(Zo + AZ)Is21L, (Yo + AY) T (LI + I5200,)MyIsg
21 My (LI + I5000,)(Zo + AZ)LI (Yo +AY,) " (L] + IsolL )M Iso

=1 MyIso — nlf MyI511,Zols 010,20 Lo — nllf MyIi @I, Z Iso — nll] Myllso@®, 11,70 1>
— I Yol I Yol Iy MyIso — nI] Yol @] Myl — I Yo, @) I, M, I,
— @I Yol I] MyIso — n@@I] Milss — n®@,@, 11, M;I5,
— gl ML T Zo,®, — 0l M,1,8,0, — 5] M,;15,6,®,
— I MyI5510,ZoI50®, — nIf ML @,®, — I} My[>2®,®,
— @11, Yolsoll,Mylls s — @@ I Myl — @@/ 11, M;I>,
+ 01 My (I211,Zols2 + 1@ + I528,) (11, Yolsolly + @/ 1] + @/ 11,)M, I,
+0? I My(IL 1] Zol + 118, + 150©,)(I] YolhI] + @I + @, I1,)M,I5,
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ILoMy1lsg = 1L, Mlss — gl My(Zo + AZy)I5211,Z0 Iso — nﬂ§2Y0H>211§2 (Yo +AY,) Myl
— @] (Yo +AY,) My — g1, M, (Zo + AZ)L©, — 11, M, (Zo + AZ)5:®]

— @1, (Yo + AY,) " Mylso + 7211, M, (Zo + AZ,) 5011, (YO +AY,) T Myl
+ 0 IL,My (Zo + AZ)LT (Yo + AY;) " MyIss

= I1oMIsg — pILoMy (LT + I5210,)(Zo + AZy)I5211,Z0 Iso
— 1L, Yolsolly (Yo + AY) T (L] + I5oI1,)MiIss

— @] (Yo +AY,)" (LI +I501,) ML — gIL, M (LT + I5oI1,)(Zo + AZ,)[;®,
— IZ,M (1] + I52015)(Zo + AZ)59®, — n@,I] Ly (Yo + AY) T (LI + I5200,)MyIsg

+ 0PIl M (L + I500L,)(Zo + AZ)IsoIL, (Yo + AYy) T (L] + I5oll,) M Iso
+ P ILM (LI + I5000,)(Zo + AZ)LL (Yo +AY,) " (L] + IsoIl,)MIso

= I1,MIsg — nILoMIs011, Zolsol Ly Zg I — L, Mylso®,01,Z0 Tss — nIl, M1 @11, Zg Iso
— 1L, YoIsoll, Yolsol Lo M Iso — I, Yolse®/ I1,MylIse — 11, Yolso®, 1T MyIso

— @] Yol I} MyIsy — n@,@,1] MyIso — 1@,®, 1] Myl

— I, ML I Z1,®, — nIl,M,1,8,®, — nIl,M,;15,©,®,

- nHEQMtHZQ]IZQZO]IZg.Z —nIL, M, @®, — nIl,MI5,®®,

— @11, Yolsoll,Mylse — @@, I Myl — n@t@ I1,M,Iss
+ 0PIy My (I5211, Zolso + 1@y + 528, (11, Yolsolly + @[ I + @, 11,)M; I,
+ L1, My (L Zoly + 118 + [520,) (1] Yoli I + @I + @) I1,)M;I>s

In the following equations, red terms are expected to be O(1) while blue terms are expected to be O(e).
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Dpy1 = @y — ] My(Zo + AZ)
= ®; — 0l MyL I (Zo + AZ)Ly — I MyIs211,(Zo + AZy)
= ®@; — nll] MILI] Zoly — 5l] M1, G, — ] M I55®);,

@41 = @ — qIL,MILT (Zo + AZy)L — 1L, MIsoll,(Zo + AZ)T
= @, — L, M LI Zoly — I, ML ®; — nll, M1 2@y,

@1 = @ — Iy My ] (Zo + AZ¢) 52 — nl] MyIso1l,(Zo + AZ¢)Iso
=®; — 0l My, @, — nl] MyIsoll,Z0T5 s — nlf MyI50®),

@y = @, — LML (Zo + AZy) [0 — L1y M I, (Z + AZy)I>o
=@, — nl1,M 1@y — Il M 510, Zolso — nIL, MyI50®),

®rp1 = ® — Iy M I1I] (Yo + AY,) Iy — nlf M Io0L, (Yo + AY,) T
=®; — ol M/ 1] Yol — o] M, T,®; — nl] M, T5,@®;,

®+1 = ©, — nIL,M LI (Yo + AY) L — I, M/ I5000, (Yo + AY) I
=®; — I, M LI Yol — pll,M[ 1@y — gI1, M, I5,@;,

@pp1 =@ — I M{ LT (Yo + AY,) Iso — pllf M I51L, (Yo + AY,) Iso
=@ — 0l M/ 11®; — nll{ M I5511, Yolso — nll] M I55@;,

®rp1 = ® — IL,M[II] (Yo + AY;) Iso — gIL,M[ T5o10, (Yo + AY) Iso
=®; — nll,M[ 11®; — nI1, M/ 5511, Yolse — nll,M[ [50@,,

By expanding the definition of I; MI;, the update rules of @, and ®; are

o o
®t+1 = ®t — ’r](®tgl + 0'104®t + ®t©t + ©t®2—)(;1 + ®t) — ’I’]]IIMJIEQ@t
o o o
= ®t — ’f](@tgl + 0104@15 + ®t©t)(gl + ®t) — 'I]]IIMt]IZQ@t — ﬂ©t®:(;1 + @t),

o
©t+1 = ®t — n(®t;1 + 0'104©t + ®t®t + ©t®2—)(01a + ®t) — nHIM:]Izz@t

g
=®; — n(@,fg1 + 0108, + D,8,) (010 + D;) — ] M, 15@; — @@/ (5100 + D)

At initialization ¢ = 1, all of ]IlTMt]IZQ, @y, ®,®;, @, are in O(e)

Since we have assumed

IL,My 115 & 1L, M Iy — gIL, M, T5o1L, Zol512,Z T
- nH£2Y0H22H;2YOH22H;2MtHZQ
+O(e-e)
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Iy My g1l & 1) Myllsg — I Mylsoll,Zolsol Ly Z Ino — nllf Myi @1, Z 150
— I} Yol I} Yol I] My Iso — 9l Yol @1 M Iso
— @1 Yol I] M Iso — n®;®;1] Ml
— ] MyILT] ZoT, ©, — nl] M,1,8,©,
— ] M, ®,®,
+ 0?1 My (T Zolf + ©4)(I{ Yol + @) MIso
+O(e-e)
= 1] Mylls5 — 0l Mylss (I] YoI, + @) — I MyIso1L,Zols210,Z ] Iso
— I ML (I[IZ()L@I +6,0, +@,8, +@,11,7] 1[22)

=1 (Zo+AZ¢)(Zo+AZ:) TI>o
+ 7P My (I ZoT] + ®,)(I] Yol + ®,)I] Myl
+ 0(6 . Gt)

LMl & I5LMIL — gL ML ZoL I Zg I — 1ML ®, L] Zg I
— L, Yool L, Yolsol Ly Ml — L, Yolso®, I Myl
— 0@ Yol I] MyI; — n@,@,1] M, I
- UﬂgthﬂlﬂlTZoL@t - nﬂgthL@t@t
- n@t©:HIMtﬂ1
+ P11 M (I ZoIT + ©)(I] Yoli + @)1 M,y
=I1,MyIy — Il Ml (I Zolly + @t)2 — L, Yolsoll, Yolsol L, M, I
— ] MyI (H;2Y0H22®2— + @1 Yol + @,®; + @t®;r)

=11, (Yo+AY ) (Yo+AY,) T

+ 1L, ML (1] ZoI{ + ©;)(I{ Yol + @)1} M, I

I My = T MG — gl ML T ZoTy I Zg Ty — o ML B0 Zg T
— ] Yol I Yol I MyI; — o] Yol @, 1] M,I,;
— @0 YL I] M,I; — n®,@,I] M,I,
— gl MILI Zo11®, — ] M,1,8,8),
+ 1] MIL (1] Zoly 4 ®,)(I] Yol + @,)I] M,I,
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11, (Yo + AY41) (Yo + AY ) I = I, (Yo + AY,) (Yo + AY) ' I

— L, Mi(Zo + AZ)159®] — (11, Yolss + ®)115(Zo + AZy) "M/ T
— I, My(Zo + AZ)1 (D + 010) — n@I] (Zo + AZy) M/ T
+ 0?11y My(Zo + AZy)I52115(Zo + AZy) "M T,
+ 1L, My(Zo + AZ)LI (Zo + AZy) "M T

=11, (Yo +AY,) (Yo +AY,) [
— I, MI5011, ZoI50®, — I, My @,®, — nIl,M,1,®,®,
— (11, Yolso + @)1, ZoIsol L, M) T — (I, Yolse + @)@ I M T
— (11, Yolso + @)®; IL,M/ T
— nIL, ML T Zolh (@ + o1a) — I, ML By (D; + 01cx)
— I, MI52@ (D, + 010)
—n@I] Zol,I] M I — n@®,I] M I; — n@®, I1,M/ I,
+ 1L My(Zo + AZy)5011,(Zo + AZ,) "M/ T,
+ 0’1 My(Zo + AZ)L T (Zo + AZ,) TM] T

~ 1L, (Yo +AY,) (Yo +AY) [
— I, Yolsall, Zolsol LM, Iy
(@ + 510)(® + %)H;Mt]ll
T ML, (@Hfzoﬂl +@8,1] + (11, Yolss + @)@ )

=11, ML
+ 0?11, MI (1) Zoly + @) (I Zoly + ®,)1 M,/ T
=11, (Yo + AY,) (Yo +AY) [
— 1 (@ +010)(®; + 21 + ML (1= 57(8; + Z)%) ) IL, ML
— 11, Yolsoll, ZolsoI L, M, Iy

I (Zo + AZiy1) (Zo + AZir) | Iso = I (Zo + AZy) (Zo + AZy)  Tss
g
1 ((@t +010)(® + ) + I ML (1= (@, + 0104)2)> 17 M, I

— 1Ly Yol 1, Zols ol M Iso

Therefore, we have built a 4 x 4 matrix to characterize the dynamics of IJ,M,I;, I M,Iso,
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12, (Yo + AYei1) (Yo + AYiq1) 1L 1T (Zo + AZyy1) (Zo + AZyyr) ' Isz as, for Vp € {2,3,...,d}

11, (Yo + AY41) (Yo + AYey) " L], 1L, (Yo +AY,) (Yo +AY,) L],

1] (Zo + AZiy1) (Zo + AZiyr) Inalp | Quyp (U, 20) 1] (Zo + AZy) (Zo + AZy) | Tx2],

[1,My 1], M1, M;IL], ’
[ My 1150], [ M, 10,
1 0 Ut ¢ —no’f)
A 0 1 77705 Ug ¢
Qa,n,p(ytazt) - _n(ytzt _ U%) 0 wy ¢ 0 P
0 —n(yszt — 0?) 0 Wa,t

Y 2O+ o1, 2 2O+ 91/ay,

—n (g2 + ez — o) (L —nz7))

2t = =1 (ytzt + (yeze — o) (1 — 772%))
wie 21 =0z —nopa® +nPyez(yeze — o7),
21—y} —norfe? + Pyz(yiz — of),

A
Uyt =

L

5
|

where [-], means the p-th value in a vector.

Recall we have y;, 2; following the training dynamics of minimizing 5 1 (0? — yz)? with learning rate n > 2 , where leads to
y =z =, with y; (i = 1, 2) are the two roots of solving the 1-D function (4) as §. We denote their correspondmg Q as
Qo np(71,7) and Qa’n’p(w, ~2). We assume that their product Qo ., (72, 72)Qa,n,p(71,71) is diagonalizable with all
eigenvalues falling into (—1, 1), which means its infinite power limy_ o0 [Qa,n.p (72, fyg)Qamm(fyl,'yl)]k = 0. Meanwhile,
due to the 2-D analysis of dynamics of GD on % (0% — yz)?, we know (4, 2:) — {(71,71), (72,72)} exponentially after
finite steps. This is equivalent to say, there exists finite ¢o, for any ¢ > ¢, there exists i € {1, 2}, constant Cy and R; € R*x4,
such that

Qa7n7p(yt+17 Zt+1)Qa,n,p(yt7 Zt) = Qa,n,p(%—m’Y3—i)Qa,n,p(%',%) + Ry, HRtH < OOTt7 0<r<1.

The decay rate r can be estimated via local analysis around the convergence orbit. As a result, it
is safe to say limy oo Qa,np(Y2t+1,22641)Qanp(Y2t, 22¢) = 0, which means all of ]I;Mtﬂl, ]IlTMt]IZQ,

12, (Yo + AYei1) (Yo + AY 1) I I (Zo + AZyy1) (Zo + AZgy1) " Is exponentially go to zero.

There is one concern here: what happens before ¢t,? More concretely, ¢, is dependent of 1/ because it requires more steps
(intuitively proportional to log 1/¢) to increase to a certain value from a small e. Assuming ¢y ~ log 1/ holds, the product
{Qa,n,p(y2t+1; 22t+1)Qa,n,p(y2t, zot) }1>1 gives a (loose) upper bound with the norm of products grows exponentially
with time log 1/, which introduces !/e to the upper bound of H]I;Mt]h H and H]IlTMt >
norms staying in O(¢). Fortunately, there are two aspects to resolve this. Firstly, with initialization ¢ small enough, for a
relative long time, Qq 1 p (Y2141, 22t4+1) Qa,n.p (Y21, 22¢) is approximately having eigenvalues bounded by 1. More precisely,
Q and the product are

10 —no? —77012,
10 1 7770[2) —no?
QD‘JLP( ) ) ~ 00 1-— ng%/QQ _ na_za2 0 ) (202)
0 0 0 1 —no2a? — noy/a?
A(Qaﬂ?m('a ')QO&J],P(" )) = {17 L (1 - 770%/0‘ 77020‘2)2 (1 - 770%012 - 7702/0‘2)2a } (203)

where the eigenvalues in A are upper bounded by 1, if assuming 7(7%/o* 4+ 020%) < 2 and 1 — nofa® — nop/a® < 2.
I; || and ||I] M,I>5|| stay in O(€) due to Qq,yp (-, )Qa,n,p (-, ) is a semi-convergent
matrix. Secondly, the eigenvec_tors of Qu.y.p(*, ) Qan,p(-, -) corresponding to eigenvalue 1 are [1,0,0,0] " and [0,1,0,0] T,
which means ||H12Mt111 H and ||]11T M,I>o || are decaying exponentially. Therefore, smaller € strengthens the assumption of
|2, ML || andiHH]—Mt]Izg || staying in O(€) instead of breaking it.

Also note that || T, M 1I>o| £ [[I2,MIss || max{|1—noy (a® +1/a?) |, [1—noa—1 (® + Ya?) [}, 50 [T, M1 5o
decays exponentially.
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Since all of ||H£2Mt]llf R ]IlTMt]IZQ H and ||H;2Mt+11122 || decay exponentially after some steps, all of them are have the
sum upper-bounded, which means ||@; ||, [|®¢], |®:||, |®:]| , [|D¢|| , |®]| stay in O(e).

To summarize, it holds
L@, @], @], [©:]] s [@e]], [[®:]] stay in Oe).
2. ||HIM,5H22|| and H]I—Z'—QMtH]IZgH decays to zero.

3. ||Iy ML, || stays in a period-2 orbit.

O
K. Useful lemmas
Lemma 5. Assume a - Aa > b- Aband a > b. All of a, b, Aa, Ab are positive. If Ab < a, then a + Aa > b+ Ab.
Proof. (a+ Aa) — (b+Ab) >a+b22 —b—Ab= (22 —1)(b—a) > 0. O

L. Illustration of period-2 and period-4 orbits

In the setting of f(z) = (2% — 1)?, local convergence is guaranteed if n < v/5 — 1 ~ 1.236 by taylor expansion of F?
around the orbit. Conversely, if the learning rate is larger than it, although the period-2 orbit still exists, GD starting from a

point infinitesimally close to the orbit still escapes from it. This is when GD converges to a higher-order orbit.

Figure 12 precisely shows the effectiveness of such a bound where GD converges to the period-2 orbit when nn = 1.235 <
Vb —1anda period-4 orbit when n = 1.237 > V5 — 1.

0.08 ~ — Ir=1.05 0.08 1 — Ir=1.235 0.08 ~ — Ir=1.237

0.06 - 0.06 0.06 -
Z 0.04 Z 0.04 Z 0.04

0.02 - 0.02 0.02 -

—_
0.00 - . : 0.00 . : 0.00 - . :
0.8 1.0 0.8 1.0 0.8 1.0
X X X

Figure 12. The convergent orbits of GD on f(z) = i(ac2 — 1)? with learning rate=1.05, 1.235 and 1.237. The first two smaller learning
rates drive to period-2 orbits while the last one goes to an period-4 orbit. The significant bound between period-2 and period-4 is
predictable by Taylor expansion around the period-2 orbit, as p = /5 — 1 ~ 1.236.

M. Discussions

First, we provide a general roadmap of our theoretical results in Appendix M.1, as illustrated in Figure 13. Then, in
Appendix M.2 we discuss three implications from our current low-dimensional settings to more complicated models for
future understanding of EoS in pratical NNs, where low-dimension theorems are enhanced with high-dim experiments.
M.1. Connections between theoretical results

In this section, we discuss the connections between our presented theoretical results, as illustrated in Figure 13.

Theorem 1 and Lemma 1 present (local) intrinsic geometric properties for a 1-D function to allow stable oscillations. Such

properties provide us the 1-D function f(x) = (u — 2?)? and, furthermore, we generalize the local property to a global
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Local Geometry (Thm. 1)

High-order LG (Lem. 1) 1-D case (Thm. 2) LG for MF (Thm. 6)
(g9(z) — y)? (Prop. 1) 2-D case (Prop. 3) +——— Balancing effect (Thm. 3)
Composition rule of g (Prop 2) Single-neuron (Prop. 4) Quasi-sym MF (Obs. 2)

|

w, — 0 (Thm. 4)

Figure 13. Connections between our presented theoretical results. The arrows stand for “implies”. LG stands for Local Geometry. MF
stands for Matrix Factorization.

convergence result in Theorem 2. Then we are to generalize the 1-D analysis to cases of i) multi-parameter, ii) nonlinear and
iii) high-dimension.

(a) Multi-parameter. Compared with 1-D f(x) = (u — 22)2, the 2-D function f(z,y) = (1 — xy)? can be viewed as
the simplest setting of two-layer models. We prove that the 2-D case converges to the region of = y in Theorem 3 in
Section 4.2, which means it shares the same convergence as the 1-D model. Also, z = y means its sharpness is the
flattest.

(b) Nonlinear. We extend the 2-D model to a two-layer single-neuron ReLLU model in Section 5. Although the student
neuron can be initialized far from the direction of the teacher neuron, we prove the student neuron converges to the
correct direction (as wy — 0) in Theorem 4. Then the problem degenerates to the above 2-D analysis, which means it
shares the same convergence with the 2-D, where (v, w;) corresponds to (x,y) in 2-D.

(c) High-dimension. We extend the 2-D model to quasi-symmetric matrix factorization in Section 6. Although the
parameters are initialized near a sharp minima, GD still walks towards the flattest minima, as shown in Observation 2.
At convergence, the top singular values of Y, Z are the same, following the 2-D analysis. So the singular values are in
the same period-2 orbit as the 1-D case.

Meanwhile, from Theorem 1 and Lemma 1, we prove a condition for base models g in regression tasks to allow stable
oscillation in Prop 1. Furthermore, we provide a composition rule of two base models to find a more complicated model that
allows stable oscillation in Prop 2.

M.2. Implications from low-dimension to high-dimension

We would like to emphasize that, although our current simple settings are a little far from practical NN, it still helps
understand the ability of GD at large LRs to discover flat minima in three steps as follows. We include more experiments in
Appendix B.3 to present the following hopes for complicated networks:

(a) By Theorem 1, especially its second condition, we wish to discover an intrinsic geometric property around local minima
of more complicated models. The key is to investigate the 1-D function at the cross-section of the leading eigenvector
and the loss landscape.

@ Theoretical: we prove the 1-D condition holds at any minima for non-trivial matrix factorization, shown as
Theorem 6 in Appendix A.2.

*¢ Empirical: we show the 1-D condition holds around minima of 3,4,5-layer ReLU MLPs on MNIST, shown in
Figure 9(d), 10(d), 11(d) in Appendix B.3.2.

(b) With the above intrinsic geometric property, the next question is whether the training trajectory utilizes this property.
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@ Theoretical: in the case of quasi-symmetric matrix factorization, we observe and provide theoretical intuition
that the training trajectory follows the leading eigenvector of the Hessian (i.e. the leading component of Xj) in
Observation 2, where the only top components of weights are changing in w(e).

%k Empirical: for MLPs on MNIST, we show the almost perfect alignment of the gradient and the top Hessian
eigenvector in Figure 9(c), 10(c), 11(c).

(c) The final implication is the implicit bias of EoS after such oscillation. It turns out GD is driven to flatter minima from
sharper minima. In the 1-D case, obviously there is nothing about implicit bias since the only thing GD is doing is to
approximate the target value. However, an implicit bias from the oscillation appears starting from the 2-D case.

@ Theoretical 1: in the 2-D case in Theorem 3, we prove the two learnable parameters x, y will converge to the same
values after oscillations of their product zy. Actually in the minimum manifold, smaller |z — y| means a flatter
minimizer.

@ Theoretical 2: in the single-neuron ReLLU network in Theorem 4 and Prop 4, we show the model degenerates to
the 2-D case since w, — 0. The 2-D argument tells that this nonlinear model also walks towards the balanced
situation, verified with experiments in Figure 5.

@ Theoretical 3: in the quasi-symmetric MF in Obs 2, although the initialization is around a sharp minima, GD is
still driven towards the flattest minima where 01ax(Y) = 0max(Z).

% Empirical 1: for 2-layer 16-neuron ReLLU network in a student-teacher setting, it turns out learning rate decay
after beyond-EoS oscillations drives the model very close to the flattest minima, as shown in Figure 8 and in
Appendix B.3.1.

*¢ Empirical 2: for 3,4,5-layer MLPs on MNIST, larger learning rate drives to a flatter minima, as shown in
Figure 9(b).

N. Extensive related works

Implicit regularization. Due to its theoretical closeness to gradient descent with a small learning rate, gradient flow is a
common setting to study the training behavior of neural networks. Barrett & Dherin (2020) suggests that gradient descent is
closer to gradient flow with an additional term regularizing the norm of gradients. Through analysing the numerical error of
Euler’s method, Elkabetz & Cohen (2021) provides theoretical guarantees of a small gap depending on the convexity along
the training trajectory. Neither of them fits in the case of our interest, because it is hard to track the parametric gap when
n > 1/\. For instance, in a quadratic function, the trajectory jumps between the two sides once 1 > 1/\. Damian et al.
(2021) shows that SGD with label noise is implicitly subjected to a regularizer penalizing sharp minimizers but the learning
rate is constraint strictly below the edge of stability threshold.

Balancing effect. Du et al. (2018) proves that gradient flow automatically preserves the norms’ differences between
different layers of a deep homogeneous network. (Ye & Du, 2021) shows that gradient descent on matrix factorization with a
constant small learning rate still enjoys the auto-balancing property. Also in matrix factorization, Wang et al. (2021) proves
that gradient descent with a relatively large learning rate leads to a solution with a more balanced (perhaps not perfectly
balanced) solution while the initialization can be in-balanced. In a similar spirit, we extend their finding to a larger learning
rate, with which the perfect balance may be achieved in our setting. We estimate our learning rate is strictly larger than
theirs (Wang et al., 2021), where they show GD with large learning rates converges to a flat region in the interpolation
manifold while the flat region w.r.t. our larger learing rate does not exists so GD is forced to wander around the flattest
minima. Note that the implication of balancing effect is to get close to a flatter solution in the global minimum manifold,
which may help improve generalization in some common arguments in the community.

Learning a single neuron. Yehudai & Ohad (2020) studies necessary conditions on both the distribution and activation
functions to guarantee a one-layer single student neuron aligning with the teacher neuron under gradient descent, SGD
and gradient flow. Vardi et al. (2021) extends the investigation into a neuron with a bias term. Vardi & Shamir (2021)
empirically studies the training dynamics of a two-layer single neuron, focusing on its implicit bias. In this work, we present
a convergence analysis of a two-layer single-neuron ReLU network trained with population loss in a large learning rate
beyond the edge of stability.
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