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ABSTRACT. We study the effects of localization on the long-time
asymptotics of a modified compressible Navier-Stokes system (mcNS)
inspired by the previous work of Hoff and Zumbrun [4]. We intro-
duce a new decomposition of the momentum field into its irrotational
and incompressible parts, and a new method for approximating solu-
tions of jointly hyperbolic-parabolic equations in terms of Hermite
functions in which n'" order approximations can be computed for
solutions with nt*-order moments. We then obtain existence of solu-
tions to the mcNS system in weighted spaces and, based on the decay
rates obtained for the various pieces of the solutions, determine the
optimal choice of asymptotic approximation with respect to the vari-
ous localization assumptions, which in certain cases can be evaluated
explicitly in terms of Hermite functions.

1. INTRODUCTION

The compressible Navier-Stokes equations are given by
(1.1a) op+V-m=0,

(1.1b) atm+[v- (mim)r+vzﬂ

a(®) el (),

These equations model the flow of a fluid with density p, momentum #1, and
pressure P. We assume the fluid is barotropic; hence, P = P(p) is a function
only of the density. In the present paper, we are motivated by the question of
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stability of the constant density, constant momentum solution (p*,1*)T to the
compressible Navier-Stokes system in three dimensions, which without loss of
generality we can take as (p*, m*)T = (1,0)T.

Kawashima appears to have been the first to partially answer this question in
the whole space R4 in dimension d > 1. In [7], he proves existence of global
solutions for a general class of hyperbolic-parabolic systems which include (1.1),
and proves these solutions decay in L at a given rate for p > 2.

Building on this work, Hoff and Zumbrun ([4], [5]) studied the asymp-
totic behavior of small perturbations from the constant state for the compress-
ible Navier Stokes equations. Given s > [d/2] + 1, they prove global exis-
tence of solutions u(t) = (p(t), m(£))7T for initial data uy € L' N H such that
E = max(l|uollgs+e, luollrr) is sufficiently small, and find that the solutions decay
as

(G, t)lly < CEE- @017

for p = 2. They go further by obtaining decay rates in L? for 1 < p < 2, showing
that the momentum field can be decomposed into an irrotational and incompress-
ible piece, and that the solutions are asymptotically irrotational as measured in L?
for 1 < p < 2 and asymptotically incompressible for p > 2. Furthermore, they
show that these solutions are asymptotically well-approximated by the lineariza-
tion of (1.1), in the sense that

(1.2) lu(t) — G(t) * uollpy < CEt~(@/20-1/p)=1/2

for2 < p < oo, where G(t) is the Green’s matrix for the linearization of (1.1). This
linear evolution, while simpler than the full nonlinear evolution, is nevertheless
complicated, and must be studied in Fourier space. Following Kawashima [7],
they show there exists a unique linear, artificial-viscosity system associated with

(1.1) given by

(1.3a) orp+V-m= %(e+n)Ap,

(1.3b) at7ﬁ+c2Vp=5An‘1+%(n—s)V(V-WL),

which can be used to approximate the linear evolution, in the sense that
(1.4) IG(t) * ug — G(t) * uglly < Ct~@/DU-Vp=1/2

where G is the Green’s matrix of (1.3). The matrix G(t) is shown to possess nice
analytical properties, and is specified in terms of diffusing Gaussians convected by
the fundamental solution of the linearized Euler equations. Furthermore, if one
additionally assumes some spatial localization in the form of spatial moments (i.e.,
(1 + |Ix])uo € L), then the artificial-viscosity evolution can be approximated by
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a simple matrix multiplication:

(1.5) I1G(t) *x ug — G(t)Uyllpr < Ct~d/20=1/p)=1/2

where Uy = [uo dy is the total mass vector. Taken together, these results show

that the dominant asymptotic behavior of the compressible Navier-Stokes equa-
tions is given by the explicit functions G (t)Uy, which they refer to as “diffusion
waves.

Recently, Kagei and Okita [6] showed that if one assumed some additional
localization of the initial data, one could extend the results of Hoff and Zumbrun
by computing a second-order approximation to the solutions of (1.1) in dimension
d > 3. Among their findings, they prove that with the additional assumption that
(1+ |x)ug € LY, one has

d 00
w0 =60 xuo - 3 0uGi(t, ) [ [ Foavas
ic1 0 JR4 Ly
< Clog(1 +t)(1 + t)~ (@2 0-1/p)=3/4

for p > 2, where G(t) is the Green’s matrix for the linearization of (1.1), Gy (t)
is a low frequency cutoff of G(t), and the j—"? are quantities which can be com-
puted with knowledge of the solution p(t), m(t), as well as knowledge of the
pressure P and its derivatives. Furthermore, with the additional assumption that
(1 + Ix|*)ug € L', their results also show that the solutions can be explicitly
approximated by Gaussian functions

(1.6) Hu(t) ~Gi () Juo dy

e S a6t [vawtray - [ [ Faves]

< Clog(1 +t)(1 + t)~(@2U=1/p)=3/4

Lr

if one includes the additional correction factor given by the F} terms.

On the other hand, Gallay and Wayne ([2], [3]) study the localization prop-
erties and asymptotic behavior of solutions of the incompressible equations in two
and three dimensions. Previously, Brandolese [1] had shown that there exist so-
lutions of the Navier-Stokes equation which have finite moments at t = 0, but
which fail to have finite moments on any time interval [0, T] for any T > 0.
Gallay and Wayne show that this instantaneous loss of localization does not occur
if one works with the vorticity equation, obtained by computing the curl of the
incompressible Navier-Stokes equations. Specifically, they show that if an initial
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vorticity @y is such that for some n > 0 one has (1+|x|)" @y € L?, then there ex-
ists a unique global solution @ (t) of the vorticity equation such that @ (0) = g
and (1 + |[x[)" o € L1 forall t > 0, q = 2. They also show that the localization
properties are intimately related to the asymptotic behavior by showing that by
increasing the assumptions of spatial locality one can obtain increasingly accurate
asymptotic approximations. Namely, if one chooses 2 < i < 2 and n € Z-¢ such
thatn > 2u+ %, then for initial data (1+|x[)" ¢ € L? there exist approximations
Uqpp,k (t) such that

Hu(t) - i uapp,k(t)HU < Ct~@20-1/p)+1-p
k=1

where u(t) is the velocity recovered from the vorticity field @ (t), and the ap-
proximation terms Uqpp k (£) are also given in terms of diffusing Gaussians and
their derivatives. They obtain first- and second-order approximations, and their
analysis points the way toward obtaining approximations of arbitrary order.

We aim to use the tools developed in [2], [3] to extend the asymptotic ap-
proximation of solutions to the compressible Navier-Stokes in [4], [6] to a higher
order. The first major step in this direction is to study the localization proper-
ties of the compressible Navier-Stokes system, which have yet to be systematically
studied. To do so, we begin with a modified compressible Navier-Stokes system

(1.7a) orp+V -1 = %(s+n)Ap,

(1.7b) o+ [V-(mem)]l +c?Vp = eAm + %(n —&)V(V -m),

obtained from (1.1) by replacing the linear part by artificial viscosity system (1.3)
and dropping all nonlinear terms aside from the Lagrangian derivative. Further-
more, we will restrict to dimension d = 3. We make these modifications since
this model is simpler from a technical point of view. However, as Hoff and Zum-
brun have shown, we know that the leading-order long-time asymptotics of (1.7)
are the same as those of the compressible Navier-Stokes equations, and much of
the analysis developed here carries through in higher dimensions with a modest
increase in complexity. We defer the consideration of (1.1) to forthcoming work.
While it is not known if the momentum field of the compressible Navier-Stokes
equation exhibits the instantaneous loss of localization described by Brandolese,
we avoid its possible appearance by working with the curl and divergence of m1. If
oneletsa =V -m, @ =V xmn,and u(t) = (p(t),a(t),w(t))’, and computes
the divergence and curl of (1.7), one arrives at the curl-divergence form of the
modified compressible Navier-Stokes system

(1.8) oru=Lu—9(u,u),
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where we let v = %(s + 1), I be the 3 x 3 identity matrix, and where

0

3

vA -1 \ Ox, (m ;M)

L=|-c2AvA , 9u,u) = [JZ ! ]
AL

=1
3
Vx| > 0y, (mymi) |
j=1

We take (1.8) as our starting point, and address the question of equivalence to the
original system (1.7) in the course of our analysis. Our main results can then be
summarized in the following theorem.

Theorem 1.1. In dimension d = 3, let g = (po, ag, o)1 where ay, D¢ have

zero total mass (i.e., J 3ao(x) dx = 0), and suppose (1 + |x|)"1iy € WLP x LP x
R
(LP)3 forsome 0 < < 2 and for all | < p < 3. Ifk > 1 is fixed and if

En= sup (II(1+[-D"po()lwrp+I1(L+]-D"ao() e + 11 (1+]-D" o (-) Il £r)3)
1<p<3/2

is chosen sufficiently small, then there exists (p(t),a(t), W(t)), a unique mild solu-
tion of (1.8), such that for a small-time blowup rate v, p and large-time decay rates

-

oy Unpou defined below, we have

(141 DHoSp (-, t) I < CEpt™ o (1 4 t) tnput1/2)
11+ |- DHo%a(-,t)llpr < CEpt ™o (1 + t) tnrw,
1L+ DH%@D (-, D)llyp < CEnt="or (1 + £)~bnru,
for &l < k —1 and forall1 < p < 00, 0 < u < n, where C depends only on

n,k,v,e. Furthermore, for n = 1 there exist functions (Dapp, Aapp, (I)app)T com-
putable via a convolution with explicit kernels such that

<
=

1L+ 1= DHOX(P(+, 1) = Papp(+, D)) Iy < CEnt ~Tor (1 + )~ lnpwt 1127112
1L+ |- DHOX(@l-,t) = Aapp(, ) I1p < CEpt™"or (1 + £) " bnww=1/2)
I+ 1= DH (@ (-, 8) = @app (- )l < CEpt o (14 £)~lnpu12,

and for n = 2 one can take these approximations to be explicit Gaussian functions
computable with knowledge only of the moments of order | n| of the initial data.
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For n,u € Rxq, let [n]; = min(n,1) and | ¢]; = min(y, 1), and we define
the rates via

gl forlspsé,
2 2
(1.92) Yap =1 302 1 ™ 3
E(g_;>+7 fOI‘pZE,
é(l l)+an1+LuJ1 forlspsé,
5 2 p 2 2
(1.9b) Lupu =1
1 Inh+1ph forp > >
2 2 P=7
5 1 1 |_1’lJ1 3
5(1-;)-5 5 - fOI‘lSpSE,
(1.9¢) Lupu =1
1—l Ll _ forp = 5
P 2 P=3

The reasons underlying the precise form of these rates will become apparent
below in Proposition E.2. For now, we say only that the small-time blow up rate
Y«,p ensures boundedness in the spaces to which the functions initially belong,
but allows for increasingly fast blow up for larger L¥ norms and higher-order

derivatives. The large-time decay rate £y, reflects the parabolic nature of the
evolution of @, whereas the large-time decay rate £, reflects the combined
hyperbolic-parabolic evolution of p and a. Their dependence on the parameter n
indicates that increased localization of the initial data leads to faster decay of the
solution, and their dependence on p indicate that the solutions’ weighted norms
decay more slowly for larger weight as they spread out due to parabolic and/or
convective effects.

In Section 2, we prove a number of inequalities for later use in our existence
and asymptotic analysis. We also introduce an expansion for solutions of the heat
equation which we call the Hermite expansion, and demonstrate how it works for
related systems. In Section 3, we prove that (1.7) has unique solutions, and that
these solutions remain in the same weighted Lebesgue spaces as the initial data,
and obtain asymptotic decay rates for these solutions in weighted spaces. In Sec-
tion 4, we prove results about the accuracy of the linear approximation, and then
show how this approximation can be improved if the initial data is appropriately
localized. Finally, in Section 5 we discuss the results obtained, and compare them
to the previous results of Hoff and Zumbrun and Kagei and Okita.

1.1. Mild formulation. The nonlinear term in (1.8) still depends on 1,
and hence we introduce the operators

(1.10a) IMa = V(A la),
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(1.10b) B® = -V x (A™lw),

which allow us to write 1 = Ila + B, splitting # into an irrotational part,
I1a, and an incompressible part B&. This is a form of the well-known Helmholtz
decomposition. Note that the inverse Laplacian is well defined only when we
make a suitable choice of function spaces for a and . We will do so below in
Subsection 2.1, and then obtain estimates for the action of IT and B over these
spaces. For notational convenience, we also introduce the nonlinear operator

3
N(a,®) = > dx,((la + B®);j(Ila + B®)).
j=1

We can now apply Duhamel’s formula to obtain an integral formulation of
(1.8):

(1.11a)  p(t) = rw(t) x K, (1) * po —w(t) x K, (t) * ag

t
+ J w(t—-5s)*xK,(t—5)*[V-N(a(s),w(s))]ds,
0

(1.11b)  a(t) = —0}w(t) x Ky (t) * po + drw (t) * Ky (L) * ag

¢
- J w(t —s) *x K, (t—5) %[V -N(a(s),w(s))]ds,
0
t
(I.11c)  (t) = Ke(t) * g — Jo Ke(t —s) % [VXN(a(s),w(s))]ds.

Here, we use the fact that the Green matrix G for the linear part of the hyperbolic-
parabolic system for p, a above can be decomposed as the composition of the wave
evolution with the heat evolution

G(t) * (ZO) — Gw(t) % [Kv(t)lz * (poﬂ
0 ao

in which
orw(t) —wl(t)
Gwit) = <—a§w(t) 8tw(t)>

is the Green matrix for the wave evolution,

1 Ix |2
Kv(t) = (47T—Vt)3/2 eXp |:_4—Vt:|

is the scalar heat kernel, K¢ (t) is the diagonal matrix having the heat kernel K¢ (t)
for each entry on the diagonal, and I, is the 2 X 2 identity matrix. The wave
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operator w(t) is the Fourier multiplier defined by

sin(ct|&])

w(g,t) = Ta,

which, together with its temporal derivatives, determines the components of the
wave evolution for various initial data. We recall that for sufficiently smooth func-
tions this can be expressed via Kirchhoff’s formula (see [9] pp. 71-72 for details),

which in dimension d = 3 is as follows:

(1.12)  (w*h)(x,t) = bo,otJ h(x +ctz)dS(z),

lz|=1

(1.13) Quw x h)(x,t) = > bcx’l(ct)“"'J D*h(x + ctz)z%dS(2),

0<|a|<1 lzI=1

(1.14) (}w xh)(x,t) = > ba,z(ct)“""lj D*h(x + ctz)z*dS(z),

I1<|x|<2 lzI=1

with S the surface element on the unit sphere, and some constants b ;.

We want to prove existence of mild solutions to (1.8) in some function space
and determine the asymptotic behavior of these solutions. We will see that the nat-
ural setting for our analysis is found in the homogeneous, algebraically weighted
Lebesgue spaces

o) = {F 1 = ([ 1317 £ ax) ™ < o]

and their inhomogeneous counterparts

1P (n) = {f: 1F G lpny = (jw(l ¥ |x|)"r’|f(x)|r’dx)”p < oo}.

We let Wk (n) be the subspace of the Sobolev space wkp consisting of alge-
braically weighted, weakly differentiable functions:

WEP (n) = {f € WRP || F Il iy S 1108 F1IFn ) < 0]

lx|<k
We also introduce the vector-valued function space L¥ = (L?)? with norm

lOller = max [[willry
i=1,2,3

as well as function spaces iP(n) = (L?(n))3, LP(n) = (L?(n))3 and WP (n) =
(WkP(n))3 with analogous norms. Furthermore, let LY be the closure of the
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space of divergence-free vector fields in the space L?, and let 2 m), Lh(n)
and W§” (n) be the closures in the analogous spaces. Finally, we will make use
of Schwartz class functions as tools in our analysis, and hence we will write S
for the space of Schwartz-class functions and S¢ for the space of Schwartz-class
divergence-free vector fields.

2. PRELIMINARY ANALYSIS

2.1. The Il and B operators. We first define the operators IT and B for
(a, W) € $ xSy via (1.10). Note that the inverse Laplacian is well defined on the
space of Schwartz class functions, and for such functions we have

_ 1 (x-¥)
Ha=1mle |X_y|5a(y)dy,
B - _ L[ =y xal) dy.

41 JRs [x -3

In the following proposition we shall obtain estimates on the action of IT
and B, which then allow us to extend these operators to be defined on all of
L?(n) x L5 (n), for suitable choices of p and n.

Proposition 2.1. Leta € S and & € Sy. Consider the following:

(@) Suppose that 1 < py < co. Then, there exists a constant C depending only
on p1 such that

(2.1) l0xallrr < Cillallr,  10x,BW|lr < Cill@]lpr.

(b) Suppose tharm € [0,2) and 1 < p3 < pa < o are such that

1 1 1
(2.2) "3
and p3 satisfies the constraint
ln_1 _3n
3 P3 3
Then, there exists a constant Cy depending only on n, p3 such that
(2.3) IMallr2ny < Collalirs@my,  1BOlrzmy < C2ll@|lirsmy-

(o) Suppose n € [1,3), 1 < p3 < p2 < o solve (2.2), and p3 satisfies the new
constraint

3—n< 1 <4—n
3 P3 3
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If, in addition, a and & are such that
(2.4) J a(x)dx =0, J W(x)dx =0,
R3 R3

then there exists a (possibly different) constant C, depending only on n, p3
such that (2.3) holds.

The proof of these estimates follows closely the strategy used in the study
of the B operator in Proposition B.1 of [3], but we extend the results to general
values of p and n, rather than focusing on the L? based spaces in that refer-
ence, as well as studying the operator IT. We defer the proof to Appendix A. The
following corollary is immediate from the definition of the II, B operators for
a,® € LP3(n) x Ly (n).

Corollary 2.2.

(@) Suppose p1, Cy are as in Proposition 2.1 (a). Then, for a € LF!, & € L

(2.1) holds.

(b) Suppose n, pa, p3, Co are as in Proposition 2.1 (b). Then, for a € LV3(n)

and @ € L (n), (2.3) holds.

(c) Suppose that n, pa, p3, Cy are as in Proposition 2.1 (c). Ifa € L3 (n) and

W e L) satisfy (2.4), then (2.3) holds.

2.2, Heat evolution estimate. The heat evolution tends to dissipate the L”
norms of a function. We have

108Ky (t) * fllp < C(vt)~12=B20/a=1P) | £,

using Young’s inequality for 1 < g < p < » and f € L9. In weighted spaces,
one can obtain faster decay under certain conditions described in the following
proposition, which is an extension of Proposition A.3 found in [3]. We defer the
proof to Appendix B. Note that while we restrict to dimension d = 3 here, the
analogous results can be proven in any dimension (see [8] for details).

Proposition 2.3. Let 1 < q < p < o be Lebesgue indices, let n,u € Rsq be
weight indices such that m = [ and that AN € 7 such that

3<l—l>+ﬁ<n<3(1—l)+ﬁ+l,
qa qa

and let f € L9(n) be such that its moments up to order Nt are zero; that is, for all
multi-indices B € N3, |B| < 71, we /uwej : xBf(x)dx = 0. Then, there exists a
R:

C > 0 depending only on p, q, n, U, & such that

2.5 18Ky () * i
< C(Vt)fla\/27(3/2)(1/t1*1/v) (1+ vt)’("’“)/zllfllm(n).
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Remark 2.4. Note that this estimate is sharp with respect to each of its hy-
potheses. For instance, to see that the localization assumption f € L'(n) is nec-
essary to achieve the given asymptotic bound, consider the example

fx) = Ix| P (x)) sign(x;)

for 0 < n < 1 and a smooth cutoff function (x) which is even in x; such that

(x) 1 for|x;| = 2,
Y =70 for |x;| < 1,

and |@(x)| < 1 for all x. Since this function is odd in X1, it has zero total mass,
and it belongs to L' (n — §) forany 0 < § < n, but f ¢ L'(n). By plugging in
x = (2,0,0) for instance, straightforward explicit calculations show that

tli—»n; 2Ky (t) * flle = oo,

and similar results hold for the other LP norms. Similarly, the Hermite functions
described below can be used to illustrate that Proposition 2.3 is sharp with respect
to the zero moment conditions.

2.3. Heat-wave evolution estimate. e obtain the following bounds on
the heat-wave operators of the linear evolution of the p, a system in homogeneous
weighted spaces.

Proposition 2.5. For Lebesgue index q = 1 and weight n = 0 there exists a
C > 0 depending only on c,v,n such that the following estimates hold.:

1w (E) # Ky ()l 4y < CEVM2- BRI (] 4 pyni2= 01/,
1o, w (1) * Kv(t)Hiq(n) < Ctn/Z—(S/Z)(l—l/q)(l + t)n/2+1/2—(1—1/q)’
||8tZW(t) % Kv(t)Hiq(n) < Ctn/z—l/Z—(S/Z)(l—l/q)(l + t)n/2+1/2_(1_1/Q).

We defer the proof to Appendix C.1. Again, the analogous results can be
proven in higher dimensions (see [8] for details).

Note that the term 8t2w (t)* Ky (t) blows up as t — 0 as a result of the fact that
K, (t) tends to a delta function, and hence the L? norms of derivatives of K, (t)
become arbitrarily large. However, when the heat-wave operator fw (t) * Ky (t)
acts on a function, with a little bit of smoothness we can obtain the following

improved estimate with milder blow up, the proof of which we defer to Appen-
dix C.2:

Proposition 2.6. Suppose po € WHA(n) for some q = 1. There existsa C > 0
such that for p = q and 4 < n we have

07w (£) * Ky (£) * pollgp

< Ct=B2Wa=1p) (1 4 p)u=1/2+12=1a=1/P) || oo llrra .-
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2.4. Hermite expansion. We aim to study the asymptotic behavior of solu-
tions to (1.8) by computing an expansion of the solution using Hermite functions.
This is the point where we begin to diverge strongly from the approach of [4] or
[6]. We illustrate this process first for the heat equation. To do so, we define

2
@o(x) = (411) 32 exp [—%}

and let Hy be the ath Hermite polynomial given by

2l
Hy(x) = We""% 9% (e X114,

Note that these satisfy the orthonormality property:

(Ha(-), 5 @0(-)) = 84p.

Proposition 2.7. Suppose that uy € L1 (n) form = 0. Ifu(t) = Ky (t) *x up is
the solution of the heat equation in C°[[0, ), L' (n)], then we can write

u(x,t) = > (Ha, Uo) 05Ky (t) * @o(x) + R(x,t)

lxl<|n]
where, for any p < n,
”R("t)”iv(u) < ClluollLl(n)(vt)’(3/2)(1’1/”)*("*“)/2_
Proof- 1f we write

u(x,t) = > (Heuo) 05Ky () * @o(x) + R(x,1),

lxl<|n]

then we note that the remainder term R (x;, t) is itself a solution of the heat equa-
tion. Furthermore, we note that at time t = 0 we have

(Hg,R(-,0)) =0

for all |B] < |n]. Therefore, R; satisfies the moment-zero condition required in
Proposition 2.3, which then gives us our result. O

The Hermite expansion illustrates a few of the features of the heat evolution.
We note that orders of this expansion decay sequentially faster, and the remainder
at least matches the fastest decay rate. The Hermite functions are self similar un-
der the heat evolution, in the sense that the heat evolution acts on these functions
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by dilation and scaling.(See [2] for details.) Importantly, the Hermite expansion
illustrates how the heat evolution dissipates the moments of a function. The «th
moment evolves according to the ath term in the Hermite expansion. For in-
stance, the zeroth order Hermite function gives an explicit example of an initial
condition for which the heat evolution preserves the L! norm, yet has any degree
of algebraic decay one could ask for, and hence the estimate in (2.5) is sharp with
respect to the zero mass condition. However, the L* norm decays, so here the
heat evolution is spreading mass around, but it conserves the total signed mass.
The first-order Hermite function provides an example where the total signed mass
is zero, and we see that its L' norm does decay. The Hermite expansion can be
used to show that this holds in general, and similar statements can be made about
higher-order moments.

2.4.1. Hermite expansion for the hyperbolic-parabolic system. We need a
Hermite expansion for the hyperbolic-parabolic system
(2.6a) otpr, = VApy, — ar,
(26b) 6taL = —CZADL + vAay,.
As in (1.8) we can write the solution of the linear equation in terms of the heat-
wave operators via
(2.72) pr(t) = 0w (t) * Ky (t) * po — w(t) * Ky (£) * ao,
(2.7b) arp(t) = —0tw(t) * Ky (t) x po + dw(t) * Ky (L) * ay.
Since the heat and wave operators commute, we can apply them sequentially, and

since Ky, (t) * po and K, (t) * ag are solutions of the heat equation, we can use
the scalar Hermite expansion. We define

(2.8) pi1()) _ ( dew(t) * Ky(t) * @

' a (t) —0fw(t) * Ky (t) x @o)’
2.9) <Pz(t)) _ <—w<t) * Ky (1) * Q?o)

’ a(t) orw (t) x Ky (t) * @o)’

We determine these asymptotic profiles explicitly in Appendix D below. We then
have the following analogue of the Hermite expansion, where for convenience we
assume that p has at least one weak derivative.

Proposition 2.8. Suppose that py € Whl(n), ap € L'(n) forn = 0. If
(pL(t), ar(t))T is the solution of (2.6) in C°[[0, ), L (n) X L' (n)], then we can
write

pL(x,t)) _ s [ Po o Pilx,1) PLr(x,1)
<aL(x,t)> = 2 <H°‘e“ (ao>> o <ai(x,t)) i (aLR(x,t)>’

i<2,|x|<|n]
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where é; are the standard unit-two vectors and where, for any p < n,
IoLr (-, Ollip oy = CUlpollwirm) + llaollLrm))

X t—(3/2)(1—1/p)(1 + t)l—(l—l/p)—n/2+u’

lacr (-, Ollip ) = CUPollwrimy + llaoliLimy)
% t—(3/2)(1—1/p)(1 + t)l/z—(l—l/p)—n/2+u.

Proof- Setting t = 0, one finds

PLr(X,0) = po(x) = > (Hg,Po) 3¢ Po(x),

lax|<[n]

aLr(x,0) = ag(x) = > (Ha, ao) 0$@o(x).

lx|<[n]
Thus, prr(x,0) and arr(x,0) are spatially localized functions with moments

out to order [ 1] equal to zero. Since equation (2.6) is linear, we have the repre-
sentation

p(x,t) = 0w (t) x Ky (t) * pLr(x,0) —w(t) x Ky (1) * aLr(x,0).
One can use the fact that the heat kernel satisfies
Ky (t) = Ky (t/2) * Ky (t/2)
to obtain
Orw (t) * Ky (t) * pLr(x,0) = 0w (t) * Ky (t/2) * Ky (t/2) * pLr(x,0).

This fact will be used repeatedly thorough out the paper. We use this fact along
with Young’s inequality and the estimates in Propositions 2.3 and 2.5 to obtain

19ew (£) % Ky (£) % prr(,0) 1 )
< 10w (t) * Ky (t/2) ll5p ) 1Ky (E/2) % prr(x,0) (L

+ 10w (1) * Ky (£/2) llor 1Ky (£/2) * prr(x, 0)lf1 )
< C”pO”Ll(mt7(3/2)(1—1/p)(1 + t)lf(l—l/p)fn/2+u

forl < p <o,0 <u<mn,andt = 0. The bounds for the other term can be
obtained in the same way, and the same methods can be used to obtain bounds on

arr, although there one must make use of Proposition 2.6 to control the blowup
ast — 0. O
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2.4.2. Hermite expansion for divergence-free vector fields. When consid-
ering the asymptotics of the vorticity equation, we will need a Hermite expansion
for divergence-free vector fields. If we write

(2.10) W1, (t) = Ke(t) * o

and naively expand each component of 0 (t) using the scalar Hermite expansion,
the terms we obtain are not, in general, divergence free. This is because the mo-
ments of the components of a vector field are not independent if the vector field
is divergence free. For any multi-index & € Zio, one must have

(2.11) JRS(VX‘S‘) S @(x)dx = JRS x&V - @ (x)dx = 0.

Hence, for & with only one non-zero component, we see that these moments
must equal zero; for & with only two non-zero components, these moments come
in pairs; and for & with all three components non-zero, these moments come in
triples. For the purposes of this paper, we will only consider Hermite expansions
out to moments of order 2, so we define these asymptotic profiles explicitly in the
following table and let pg,; = f&, j = 0 forall |& < 3 not listed below. Higher-
order Hermite expansions can be defined, but their definition is more complicated
(see [8] for dertails). We determine the action of the Biot-Savart operator on these
profiles explicitly in Appendix D below.

Here, & specifies which monomial determines this moment via (2.11). The
parameter j specifies which of the independent moments determined by x& is
given by the vector P j. For & depending on two variables there is only one
independent moment, so pg2 = 0, whereas for & depending on all three there
are two independent moments to consider. All of the profiles fx ; are clearly

divergence free, and straightforward computations show that for ps, j, f&,;j defined
above we have the orthonormality condition

(Pajs i) = 0 k0

We then have an analogue of the Hermite expansion as follows.

Proposition 2.9. Suppose that 0y € L. (n) for 0 < n < 2. If O (t) is the
solution of the heat equation in CO[[0, ), L% (n)] given by (2.10), then we can write

wL(x,t) = > (ﬁ&,j,@0>Ks(t)*f&,j(x)+@LR(X,t),

Jj=2,|l&l<|n]+1
where for any y < n,
lOLr O llip () < Cll@ollpi(n) (vt) =GR ==m /2,

The proof again makes use of the zero moment property of the remainder
terms and Proposition 2.3. We leave the details to the reader.
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& j Pa&,j fa
(1,1,0) | 1| (=3x2,3%1,007 V X (@oé3)
(1,0,1) [ 1] (5x3,0,-5x)T | VX (@oé2)
0,1,1) | 1| (0,-3x3,5x2)7 |V x (@o€1)
(2,1,0) | 1| (3312, =3x3,00T | V X (3x, ®0€3)
(1,2,0) | 1] (5x3, —3x12,0)T | V X (3x,P0€3)
(2,0,1) | 1| (=3x1x3,0,2x1)T | V X (3x, P0oé2)
(1,0,2) | 1| (=5x3,0,5313)T | V X (3x,®0€2)
(0,2,1) | 1| (0,3x2x3,—3x3)7 | V X (3x,®0é1)
(0,1,2) | 1| (0, 33, =3%2x3)7 | V X (3x,®0€1)
(1,1,1) | 1 (x2x3,0,0)T V X (3x; P0€3)
(1,1,1) | 2 (0,0, —x1x2)T V X (0x,®P0o€1)

TABLE 2.1. Asymptotic profiles for the divergence-free vector
field Hermite expansion

3. EXISTENCE AND UNIQUENESS OF
SOLUTIONS TO THE (p,a, ®)T SYSTEM

Note that from the form of (1.11), if we can prove the existence of @ and @, we
can get the solution for p by integration. Hence, we need to choose a function
space for (a, @). In the Hermite expansions above, we saw that we could obtain
higher-order approximations by increasing the spatial localization of the initial
conditions. Hence, for a given 1 € R~ we might choose

(po, ag, Wo) € L' (n) x L'(n) x Ly (n)

as a sufficiently general space to start with, and expect to obtain solutions with | 1|
orders of asymptotic profiles. Note, however, that we expect that a and & come
from a velocity vector field via a = V - %1 and @ = V X 11, so we can assume
they have zero total mass as in (2.4). It is for this reason that the expression [n|;
enters into the definition of the decay rates £p,p, and £, in (1.9). Since 1 is
assumed to have at least one derivative, we assume that p has at least one as well,
and hence we assume (po, do, W) € Whl(n) x L'(n) x L) (n).

It will be desirable that the moments be continuous functions of time. To
obtain this we will see that we need a slightly stronger assumption: we require that

(Po, @, W) belong to WLP(n) xLP(n) xLh(n) forall 1 < p < % We therefore
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define the function space

Z0= () C[10,%),LP (n) x L5 (n)].
1<p<3/2

By the smoothing properties of the heat evolution, the solutions have more regu-
larity for t > 0, so if we fix a degree of smoothness k > 1 we define

Ziv= () C°LO, ), WrP () x We (n)].

l<sp<oo

Our existence analysis begins by studying the linear part of the evolution in
1.8. To this end, we let (pr,(t),ar(t), @ (t))T be defined by (2.7) and (2.10) for
t > 0and (pL(t),aL(t), @ (t))T = (po,ag, Wo)T for t = 0. In Appendix E, we
determine the smoothness properties and decay rates of these functions. Based on
our findings we look for solutions of (1.11) in the function space

(3.1) Xnk = {(a,d)) SYANWANE
J a(x,t)dx = 0and J W(x,t)dx = 0}
R3 R3
with norm

I (a, )l x,

= sup sup sup sup I:tYD(’V(l+t)en,V,qu'ek,p:D‘||a§?a(t)”ip(u)
lx|<k 1<sp<oco 0<p<n 0<t<oo

70 (14 ) 08D () 1 |

where ¥y, p, 2n,p,u and ¥y p  are as in (1.9), and ék,p‘o( is defined by

0 for || < k,
A 0 forla| =k, 1 <p <2,
b= 2 1\ 1

—§<1—;>+5 for || =k, p = 2.

Here, the factor €k p,« accounts for a slightly slower admissible decay rate for the
highest-order derivative in L¥, p > 2, as compared to the linear evolution. Note
that Xy, k is a Banach space with this norm. We will also need to define

log(1+¢t) whenn =,
1 otherwise.

Ln,ﬂ(t) = {
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Theorem 3.1. Fixn € [0,2], k = 1, and let (po, ag, Wo) belong to WP (n) x
L? (n) x I]_g(n)for alll <p < %, and suppose ao and Wo have zero rotal mass. If

(3.2) En= sup (lpollwirm + llaollcrmy + lddollie )
1<p<3/2

is chosen sufficiently small, then there exists a unique solution (a(t), w(t)) of (1.11)
belonging to Xy x such that (a(0), @ (0)) = (ao, Wo).

Proof- Having chosen an initial condition satisfying the above, define the map
Fipo.a0.d0) 0N Xn ik sending (a(s), @(s))T to a new function of space and time by
letting F(p,.a0,00) [ (@, ©)1(0) = (a9, o) and

F(po,ao,d)o) [a! (I-)] (t)

— 0w x Ky * po + 0w * Ky, * ag—

t
- J [Oiw * K, ](t —s) * [V - N(a(s),w(s))]ds
0
¢
K¢ * (g —J Ke(t —s) x [V X N(a(s),w(s))]ds
0

for t > 0. For convenience, we will drop the subscript. We claim that F maps
Xk into itself and has Lipschitz constant equal to % on a ball of radius R centered
at the origin, which we prove below. Given these two claims, we can conclude
our proof as follows. If (ar,, @1,) are as above, we note that each of the bounds
determined in Appendix E depend on the magnitude of the initial condition, and
so |[(avr, W)l x,, < CEn.

Therefore, if we choose the initial condition sufficiently small, (i.e., E, <
R/(2C)), we then have

IF(a, ) - (av, O1) llx,, = [IF(a,®) = F(0,0)lx,,
1

. . 1 -
< =ll(a, w) - (aw, OUL)HX",J< + EH(GLL; OUL)”Xn’k

| = 9

IA

for (a,w) € B((ay, ®1,),R/2), the closed ball of radius R/2 that is centered at
(ar, @W1,)T. Therefore, F maps B((ar, ®1,)T,R/2) into itself, and since F is a
contraction here, the unique solution of (1.11) is given by the fixed point of F.

Claim 3.2. The map F defined above carries Xy x into irself.

Proof. We begin by proving that for (a, @) € Xy k the X, x norm of F(a, &)
is finite and that F(a,®) € Z) n Z;[,k- We note again that the decay rates and
smoothness requirements to belong to X;, x were found to be more than satisfied
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by those of the linear terms in Appendix E, so we need only analyze the evolution

of the Duhamel terms. Furthermore, we note it is sufficient to bound the L? (u)
norms for f = 0 and 4 = 1 since we can interpolate via

lalliy ) < (lallzp )™ lalie) =+,
For u fixed either as g = 0 or 4 = n, we need only bound the L7 (i) norms

p =1,2,00 for timest > 1 and L? norms for p = 1
result then follows from interpolation via

, 2, oo for times t < 1, and the

(p/r)(q-r)/(a-p) 1=(p/r)(a-r)/(a-p)
Il < a7 Jalll;"
forany p,q,v suchthat 1 < p <r <gq < 0.

We begin by bounding the unweighted L? norms of the Duhamel term corre-
sponding to a(t) using our estimates above. First, we use Young’s inequality, then
split the integral into two parts:

t
Jo [[0rw (t —s) * 08K\ (t — s) *x [V - N(a(s),@0(s))]]||»ds

t
SJ
0

w(t —s) *x K, (%)
« |losk (t;s)*[v-w(a(s) ol ds
XV 2 ’ La

L4

t/2 t
(J +J )(t _ )~ BWa=1p) (] 4 ¢ — §)l/2=(a-1/p)
t/2

X 6"‘KV< > )*[V N(a(s),w(s))] Lo ds

IA

I+ 1.

Here, 1 + 1/p = 1/q + 1/q1. We can then bound the integrals for s € (0,t/2)
and s € (t/2,t) separately.

First, we handle the I term. We use the heat estimate to pull the divergence
and the 0% derivative off of the nonlinearity:

t/2
I < J (£ — 5)~GRW@=1p)-Q+lad/2 (] 4 gy1/2-1/ai-1/p)
0

X [IN(a(s), 0(s))|lia ds

t/2
< max (t — s)~G2Aa=-1p)-(+la/2(1 4 ¢ _ g)1/2=1/a=1/p)
ijl Jo
X ”axi(mj)mlHqu ds.
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We can then use our above estimates on I, B in Corollary 2.2 parts (a), (b) to
bound the nonlinear term:
(3.3)
[10x; (mj)myllLa:
< [|0x,m e [l ][ L2
< C(llallger + [l@leer) (l@llrrs + [0 |lLrs)

< CS_VO,rll —To,p3 (1 + S)_miﬂ(gn,pl,Ojn,rll,0)_min(gn,pg,ojn,m,o) ||(a, (D)H?(nk

Note that the use of Young’s inequality, Holder’s inequality, (2.1), and (2.3) puts
the following restrictions on the set of admissible values for p1, ps:

(3.4) l1<pr <o, 1<p;<3, + --<1.

<

S

1r_1t 1
p P11 P3

We choose q1 = 1; hence, we require 1/py + 1/p3 — % = 1. Letting p1 = p3 = %,
(3.3) becomes

10x, (mpmyllp < C(1+ )23 (@, @)%,

and hence putting this together, we have

t/2
35) I < J (£ — 5)~BIRA-1p)=(+la/2 (] 4 ¢ _ g)1/2-(=1/p)
0

-2/3-|n] =112
X (1+5s) 1||(“'w)||xn,kd5
< Cll(a, @)|[y, £GP (rlal2)
x (1 + t)1/2-(0=1/p) +max(1/3=Inh,00p ()

for t = 1. Thus, the L? norms of I} have sufficiently fast decay as t — oo for all
1 < p < oo such that the X, x norm remains bounded. For t < 1, we have

t/2
I SJ (t — §)~BDA-1/p)=(+laD/2(] 4 ¢ _ )1/2-(-1/p)
0

X (1 + 5)723-1nh|(q, (5)||§<,mk ds

< Cll(a, @) [}, =GR,

and hence we see the L¥ norms have the right behavior for 1 < p < oo such that
the X, x norms remain bounded. Furthermore, we note that for 1 < p < % and
|| = 0 the L¥ norms tend to zero, which is consistent with the continuity of
F(a,w) att = 0.
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For I, we use the heat estimate to pull the divergence off of the nonlinearity:

t
L - J (L — §)~BRAG=1Up) (] 4 ¢ — g)1/2=(/ai=1/p)
t/2

X

05K, <t%s> * [V - N(a(s),d)(s))]Hqu ds

t
< max (t - 5)—(3/2)(1/q1—1/p)—1/2(1 +1— 5)1/2—(1/611—1/11)
ijl Jt/2
X ||a;€( axi(ijLl)Hqu ds.

For an arbitrary multi-index B, we can use the estimates (a), (b) in Corollary 2.2
to obtain

(3.6) 1125 ay, (mjmy) |
< > 113Y dx,mllze 0¥ Myl e
Yi+y2=8

C > (loXallr + 0¥ @llur) (10X allLrs + 110X O llyrs)
yi+y2=B

IA

< CS_VO,nl_VO,m_‘.B‘/Z(l + S)—miﬂ(éjn,pl,O,En,nl,0)_miﬂ(gn,,p3,0,lj’n,n3,0)
-\ 112
x||(a, @),

provided that the constraints in (3.4) are met. Here, we take f = «. We must also
ensure that the singularity at s = ¢ is integrable. For 1 < p < 2 we can choose

D
pl—p3_2

as before, and we obtain

t
B7) L < J (t — )~ BDA=1P-112(1 | ¢ _ )1/2-(-1/p) g-lal2
t/2

x (1+ s)’2/3*””1||(a,(I))||§nkds
< Ct-BR=1/p)+(-laD)/2 (] 4 §)L/2=(=1/p)=2/3-In];

x ||(a, ®)|[%,,

for 0 < t < oo, so these L¥ norms have the right behavior as t — 0 and as
t — o0, and tend to zero for || = 0, which is consistent with continuity at t = 0.
Similarly, for % < p < 2 we can choose p; = p3 = 2 in (3.6) and obtain the
pointwise bound

108 B, (mymy) s < Cs™127 102 (1 4 )=l (q, @),
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from which it follows that
t
I < J (£ — 5)-GIRICB-UP=1/2(] 4 ¢ _ g)1/2-Q2/3-1/p) g=1/2-Ial/2
t/2

x (1+9)7 1 |(@, @)[}, , ds

< CLmBREBPITINR (1 4 ) 2-0-1-2/5 |, &) [},

for 0 < t < oo; hence, these LP norms also have the right behavior as ¢ — 0 and
as t — oo. Finally, we can obtain bounds on the L* norm by choosing p1 = 8,

p3 = % in (3.6) to obtain the pointwise bound
108 B, (mjmy) Nl s < Cs™>/47102 (1 4 5) = 1nh(a, )5, .
from which we then obtain the following bound on the integral for 0 < t < co:
I < Ct 112 (1 4 gy~ 1BInd | (a, @) |3, -

Note this is slower than the linear evolution rate. For || < k we can make an
improved estimate to match the linear rate as follows. With p = o, we keep all
derivatives on the nonlinearity when using the heat estimate, and we obtain

t

(3.8) L <max| (t—s) 0GR +¢— g2
ij t/2

X [10g 0x; Ox; (mim;j) | ds.

We can then use the estimate in (3.6) by taking B = « + e, and we choose
pL=p3 = % to obtain

t
L < CJ (t — §)3/4g=3/4=(al+D)/2 (] 4 gy=1-Ink d5||(a,(;,)||§( )
t/2 "

< Cll(a,(I))||§("th*17\0<|/2(1 +£)-1-lnh

For n = 0 we are done. For n > 0 we bound the weighted norms when
p = n of the Duhamel term corresponding to a(t), and the results then follow by
interpolation. We first bound the weighted norm of the convolution in terms of
the weighted norms of each of its components using Young’s inequality:

t
L [0cw (t — 5) * OFKy (t = 5) * [V - N(a(s), @ (s))]|[jp ) ds
t _
< JO orw(t —s) % K, (—t 2S>

Lam)



On Modified Compressible Navier-Stokes Systems 1197

d
+jt
‘afoV( 2)

For the first term, we can use the weighted estimate of the heat-wave operator in
Proposition 2.5 and then repeat the analysis used above for the unweighted norm
of the nonlinearity line by line to obtain the appropriate bounds for this term.
Thus, we need only bound the second term.

For the second term we use the unweighted estimate in Proposition 2.5 and
split the integral as before:

I

<|losks (52 v Naw, @)

w(t —s) *x K, <t%5>

La

ds.

a1 (n)

orw(t —s) x K, (%)

L4
0y K < ) ds
) a1 (n)
- r(t _ )~ BDWa=1p) (] 4 ¢ — g)l/2=(ai-1/p)
0
X a“KV< >>|< [V-N(a(s),w(s)]|, ds
2 L1 (n)

t/2 t
- (J +J )(t _ ) B@Wa=1p) (] 4 ¢ — §)l/2=Ua-1/p)
t/2

. ds
L91 (n)

0%K,, (t 2S> * [V - N(a(s),w(s))]

=1L + 1.

The next step is to use our heat estimate, and then we will need bounds for the
weighted norm of the nonlinear term analogous to (3.3), (3.6). Note, however,
that these bounds are essentially the same, so here we will derive both at once. The
derivation is similar to (3.6), but one must always place the weight on the term
with fewer derivatives in order to use Corollary 2.2 (a). For 0 < n < 2 we make
the estimate

(3.9) 19 B, (M) U as
< 1108 3y, (mjmy) s ()

<C > (loXalle + 10X @llee) (10X @llLrsny + 10X D s (n))
Yi+y2=B

< CS*TO,pl —To,p3— IBl/2 ( 1+ 5)7 min('en,pl,ojn,pl,0)*min(£n,p3,n,én,p3,n)

x [|(a, @),
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using parts (a) and (b) of Corollary 2.2, which requires the set of constraints

1 1
+——-==<1
3

1
3.10) 1< p; < oo, -
( P pi  P3

<ps3 < <

3 3 1
3-n 1-Inli’ p
Or, for 1 < n < 2 we can obtain the same bound using parts (a) and (c) of
Corollary 2.2, which require

3 3
(3.11) 1 <p; < oo, o <P <3

3 —

Note that in the overlapping region 1 < n < 2 we can use either bound, but
if we use Corollary 2.2 (a) and (c) by satisfying the constraints in (3.11), we are
allowed to choose a smaller p3 than (3.10) allow, a fact which we will exploit. The
task then becomes obtaining various choices of p1 and p3 for I, I, 1 < p < oo,
0<n<2.

For I} we use the heat estimate to pull the divergence and the 0§ derivative
off of the nonlinearity, and use (3.9) with f = 0. For 0 < n < 1 we can satisfy the
constraints in (3.10) with q; = 1 by taking p; = p3 = %, and we obtain

€2
I < J (£ — §)-G0-Up-0+1ah/2(] 4 ¢ _ g)1/2-(-1/p)
0
x (1+ s)’zﬁ*lnh*"H(a,(I))Hinkds

-\ (12 - - — —(1- —
< Cll(a, @)|[, , £~ GRA-1P=(H1aD/2(] 4 1) l/2-(1=1/p)+ 13- Inben,

whereas for 1 < 1 < 2 precisely the same estimate holds by taking p; = p3 = 3 in
(3.11). Hence, these weighted LP norms decay sufficiently quickly as t — oo for
1 <p < . Fort < 1 this bound becomes

(3.12) I < C||((7L (I))H?( t~G/20-1/p)+0-lal)/2
- ) n,k )

and hence these norms have the right behavior ast — 0. For 1 < n < % we can
use (3.11) by taking p1 = 2, p3 = g, and for % <N < 2 we can use p; = g,
p3 = 2. In both cases, we have

t/2
I S[ (t — §)~BDA-1p)=(+la/2 (] 4 ¢ ¢)1/2=(-1/p) g-1/4
0

X (1 + 5)72/6+n=7112)|(q, (I))||§n’k ds

< C||(a, (;))||§("Ykt—(s/z)(l—l/p)+1/4—|a\/z(1 +1)l/2-(-1/p)en—4/3

for 0 < t < 0, and hence the weighted L? norms of this term decay sufficiently
fast to remain in X, x for 1 < p < oo. For t < 1 this bound shows that the L7 ()
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norms have the right behaviorast — 0 for1 < p < g Then, we need only prove
that the L? (1) norms for g < p < o have the right behavior as t — 0 forn = 1
and n = 2. Here, we can choose p; = %, p3 = 2 for n = 1 using (3.10) and using
(3.11) for n = 2, and we again obtain (3.12), so the weighted L¥ norms blow up
sufficiently slowly for % <p < oast — 0. Hence, I belongs to Xy «.

For I, we can reuse many of the estimates in the unweighted case, but we have
to modify these slightly. We again use the heat estimate to pull the divergence off
the nonlinearity, and we again have to worry about the singularity at s = t. For
0 < n < 1 we can make precisely the same choices as in the unweighted case.
Namely, we can obtain the appropriate bounds for the L” (n) norms using (3.10)
by taking p1 = p3 = % forl <p < %, and we obtain the analogous weighted
pointwise bound

108 B, (M) 11 ) < Cs™¥2(1 + )73 (@, @) |3, -

We can then make the identical estimate in (3.7) with this analogous pointwise
bound to show that these norms have the correct behavior for 0 < t < 0. Simi-
larly, we can use (3.10) by taking p; = p3 = 2 for % < p < 2 and taking p; = 8,
p3 = % for p = o and obtain the analogous pointwise bounds, from which it
follows in the same way that these norms have the correct behavior for 0 < t < oo,
except for p = oo, || < k. We can then match the decay rate for p = o, || < k
by keeping all derivatives on the nonlinearity as in (3.8), taking B = & + ¢ in
(3.9), and taking

_ .12
pr=p3 = 3
in (3.10).
The case 1 < n < 2 is also similar, and we can show that the L? (n) norms

have the correct behavior for 1 < p < % by taking p1 = p3 = % in (3.11). For

the L7 (n) norms for 2 < p < 2, we make a slightly different estimate by taking
p1=3,p3= % in (3.11), and we obtain the pointwise bound

_ - — -\ (12
108 0, (M ;M) 312y < Cs™H271¥2 (1 4 5) 71O [(a, 0)|[,

and repeating the above analysis. For 1 < n < 2 we can set g1 = 6 by choosing
p1 = % and p3 = 8 using (3.10), and show that the £.°(n) norms have the correct
behavior for 0 < t < co, except for p = o, || < k. We can then match the decay
rate for p = oo, || < k by keeping the derivatives on the nonlinearity and using
B =ca+ejin (3.9) with p; =2, p3 = 3in (3.10).

It remains to show the 1.7 (1) norms have the correct behavior for n = 1 and
n = 2. We can choose p; = 2, p3 =%for1 sn<%andp1 = g,pg = 2 for
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3

5 <n <2, and we find

t
L < J (t — S)—(3/2)(1—1/I7)—1/2(1 +t— S)I/Z—(l—l/p)s—1/4—\0(|/2
t/2

X (1+5)717120 (@, @) ds

< Ct—(5/2)(1—1/p)+1/4—\0(|/2(1 + t)l/Z—(l—l/p)—17/12+n||(a’ “3)||§(nd

for 1 < p < 2, which decays appropriately quickly as t — c. Note also that this
bound holds for t < 1, and hence the weighted L” norms tend to zero as t — 0

forl <p< g For% <p <2wecansetq; = % by choosing p1 = p3 = 2 using
(3.10) for1 < n < % and (3.11) for% <n < 2, and we find

I < Ct=GRRBUP=IaIR (] 4 l2=A=UD=5I54n (g, @) |5, |

for 0 < t < co. Finally, for

3
1< il
sn<3

we choose p; = %, p3 = 8 using (3.10), and for % < n < 2 we choose p; = 8,

p3 = % using (3.11); and we see that the 1°(n) norm has the right behavior

fort > 1, |&| = k, and t < 1 for all &, and we can then match the decay rate

for p = o, || < k by keeping the derivatives on the nonlinearity and using

B =ca+ejin(3.9) withp; =2, p3 = 3 in (3.10) for 1 sn<%andp1 =%,

p3 = % in(S.II)for%S <n<2.

The bounds on the Duhamel term for 0 (t) can be obtained in a very similar
manner. The only difference is that one need not make the initial step of using
Young’s inequality. In particular, we begin by looking at the unweighted norms,
and we first split the integral

t
jo 18K (£ — $) % [V x N(a(s), @ (s)1]]y, ds

t2 ot
<J +J >||8,‘§‘Kg(t—s)*[VxN(a(s),aB(s))]||Uds
0 t/2

I+ 1.

We can then use the heat estimate directly, and for s € (0,t/2) we pull the diver-
gence and the 0§ derivative off the nonlinear term using the heat estimate, whereas
for s € (t/2,t) we only pull the divergence off. By making the exact same esti-
mates as for the Duhamel term for a(t) with the same choices of p; and p3, we
arrive at the analogous bounds. The weighted norms can be obtained in the same
way. For brevity we omit this, although this work is carried out in full form in [8].
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It remains to obtain continuity for t > 0, in which case we would have
F(a,®) € Z) n Z; . Beginning with the Duhamel term for a(t), we note
that this is equivalent to showing that

t+h
(3.13) limJ [Bew(t + h = 5) % 32K (t + h - 5)
h-0Jt
[V - N(a(s),®(s))]|[, ds = 0,
t
(3.14) }liﬁréjo“[6tw(t+h—s)*6§‘Kv(t+h—s)

—orw(t —s) * 05K, (t —s)] * [V -N(a(s),(D(S))]HU ds = 0.

For the first limit we can re-use the methods used to obtain a bound on the I,
term above to show that this limit is zero. For the second, we can use the estimate

[[iw (¢ + h - 5) % 08K, (£ + b — 5) = 3w (t — 5) % OFKy (£ — 5)]
[V - N(a(s), ()|,

dw(t +h - s) % 3K, (“TS ; h) —duw(t — 5) % 3%K, (%)

K (557) %19 N(a(sm(s))]Hm

S ‘

IL!

d

and show that this first factor tends to zero uniformly in s as h — 0. The weighted
norms can be bounded similarly, and one can obtain continuity for the Duhamel
term corresponding to 0 (t) by showing that the limits analogous to (3.13), (3.14)
are zero. il

Claim 3.3. The map F defined above has Lipschitz constant K = 3 on a ball
B(0,R) in Xnx.

Proof W must bound ||F(a, ©)~F(d, @)llx,, for (a, @), (4, ®) € B(0,R),
where R is yet to be chosen. The analysis is similar to the above, but now we use
the bilinear property of the nonlinearity to get the analogous unweighted estimates

(3.15) 15N (a(s), @(s)) — ¥EN(a(s), d ()l
< nilﬁxnafi[axi(mj)(ml — )] ||par + |15y, (mj — )] ||
< CUId, D) llx,, + Il(@, @) lx,,)

X (@ —a,d — @)llx,, s "orn "o~ 1BlI/2

X (1 + S)*min('en,pl,ojn,pl,0)*min(en,m,ojn,p}o)
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corresponding to (3.3) and (3.6), which require the set of constraints (3.4), as well
as the analogous weighted estimate

(3.16)  [o¥IN(a(s), () = N(@($), @ () llz0,
< C(l(@, @) lix,, + I(a, ®)x,,)
X (@ =@, @ = @) x,, s ~Tors 1612

X (1+5)” min(—fn,pl,o,én,m,0)7min(—€n,p3,n,én,p3,n)

corresponding to (3.9) which requires the set of constraints (3.10) for 0 < n < 2
and (3.11) for 1 <mn < 2.

The proof then follows exactly the steps used to prove Claim 3.2 with these
analogous estimates. We begin by looking at the norms of the difference between
the Duhamel terms corresponding to a(t):

t
J 0w (£ = 5) % 9K, (t — )
0
# [V - IN(a(s), @(s)) - N(@(s), d(s)1]]| , ds <

t/2
(J J >(t ~GRWa-1/p) (] 4 ¢ — g)l/2-(U/ai=1/p)
t/2

ox Ky (—S> * [V - [N(a(s),d(s)) = N(@(s), d(s))] ]Hm ds

IA

2

1+ I,

For I we can then use the heat estimate and the bilinearity to obtain

t/2
I; < C max (t — S)—(3/2)(1/111—l/ZJ)—l/Z—\(XI/Z(1 +t— 3)1/2—(1/111—1/10)
ijk Jo

X ([[0x, (m ) (my — M) |par + |0, (Mmj — Mj)My||par) ds.

We can then repeat the analysis for the Duhamel term above for a(t) line by line
for each of these terms, using (3.15) with & = 0 and then making the same choices
for p1 and p3 to handle the cases t = 1 and t < 1 separately for different values of
p, and we find

(3.17) sup sup sup t'er(1+ t)g”'"v”ékwll <

|x|<k 1<sp<co 0<t<oo
< CUI@, @) lx, + 1@, @) x, ) 1@ = @, D = 60) [,
Similarly, for I, we use the heat estimate (3.15) and the preceding analysis to get

(3.18) sup sup sup t'er (1 + t)lnrotlipap,
lax|<k 1<sp<oco 0<t<oo

< CU@, ®)llx,, + (@, @) x,,) (@ — d, & = D)llx,,-
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The bounds on the weighted norms can be obtained by following the steps used
in the proof of Claim 3.2 with the analogous bound (3.16), and the bounds on
the Duhamel term for & (t) can be obtained by repeating this procedure. By
combining (3.17), (3.18), the bounds on the weighted norms and the analogue
for the Duhamel term for @ (t), we obtain

IF (@, ®) ~ F(d,®)llx,, < CUI@, @) lx,,+ (@, ®)llx,,) Il (@—ad,d—d)llx,,

so by letting R = 1/(4C) we have our result. O

Having proven the existence of solutions a(t) and @ (t), we now complete
the proof of existence of solutions to (1.11) by proving the existence of a solution
p(t). For n € R.o we define the function space
Yn,k

=fp:pe ) Cl0,®),L7m]landpe () COL(0, o), WkP ()]}
1<p<3/2 l<p<oo

equipped with the norm

o1y,

= sup sup sup sup [tn"p(l+t)l)",n,u"'ék,ﬂv"‘_l/z||a;(p(t)”]ip(u)]

|| <k 1<sp<o0 0<pu<n 0<t<oo
where Yo p, ¥n,p,u, Ck,p,« are as before. |

Corollary 3.4. Fixn € [0,2], k = 1, and ler (po, ag, o) belong to
WP (n) x LP (n) x L5 (n)

foralll <p < %, where ay, 0o have zero total mass and (po, Ao, o) have suffi-
ciently small norms as in Theorem 3.1. If (a(t), W (t)) is the solution of (1.11) from
Theorem 3.1, then the solution p(t) defined by (1.11) belongs to Yy k.

Proof- As before, the decay rates and smoothness properties are chosen to
match those of the linear terms hence we need only check the Duhamel term.
We first estimate the unweighted norms

t
L [l (t = 5) % 33Ky (t — ) * [V - N(a(s),®(s))]||» ds

- max(Jt/z N r )(t _ )G Up+I (] 4 ¢ — ) Wa-1/p)
~ijk \Jo t/2
ok, (157) # 1V Neats), @) ds

)2

=11 +1,.

X
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For I, we pull the divergence and the 0 derivative off of the nonlinearity
using the heat estimate, use estimate (3.3), let p1 = p3 = %, and find

I < C||(a’(;))||§(ndt—(s/z)(1—1/p)+1/z—\a|/z(1 + 1)~ (1=1/p)+max(1/3-1n]1,0)

which holds for all t > 0; hence, the LP norms of this term have sufficiently fast
decay for] < p <ocoast — oo, tend tozeroast — 0 for1 < p < %, || = 0, and
blow up sufficiently slowly for 3 < p < co.

For I, we use the heat estimate to pull the divergence off the nonlinearity, use
estimate (3.6), and set p; = p3 = % for 1 < p < 2, finding

I, < C”(“’“3)||§<n,kt3/(2p)_la‘/2(1 + 1)~ (-1Up=2/3-1nl,

which also holds for all t; hence, these behave correctly both as t — 0 and as
t — oo as well. For p = o, we can choose p; = 8, p3 = %, and we obtain

I, < C||((l,d))||§(nvkt_‘al/2(l n t)—7/6—[nJ1

separately for t > 1 and t < 1, and hence L norm has the correct behavior for
t <landt > 1if |x| = k. We can then match the linear decay rate for p = oo,

|| < k by keeping the derivatives on the nonlinearity and using B = & + e; in

(3.6) with p; = p3 = %

As above, we can bound the weighted norms in terms of the weighted norms
of each of the components of the convolution. For the term in which the weight
falls on the heat-wave operator, we can repeat the estimates on the unweighted
norms of the nonlinearity above. For the other term, we split the integral into two
pieces:

t
J (t — )~ BDWa=-1p+1(] 4 ¢ — ¢)=(W/a=1/p)
0

22K, (“TS) « [V -N(a(s),d)(s))]Hiql(m ds

IA

t/2
(J J )(t ~GWa-1p1U2(] 4 gy-(/ai-1/p)
t/2

‘aaKV( 2)

I+ 1.

ds

a1 (n)

We can then make use of (3.9) in each to bound the nonlinear term. For I, we
as usual pull the divergence off of the nonlinearity, and for 0 < n < 1 we use



On Modified Compressible Navier-Stokes Systems 1205

(3.10) to choose p; = p3 = %, whereas for 1 < n < 2 we use (3.11) to choose
p1=p3 = %, and we find

112 _ _ _ —(1— _
I SC||(a’,U))HXMt (3/2)(1-1/p)+1/2 \o<|/2(1+t) (1-1/p)+1/3 [nJ1+n’

which holds for 0 <t < 0, 1 < p < 0. Then, we use (3.11) to choose p; = 2
and p; =gfor1sn§%andp1 =gandp3=2for% <n < 2, and we obtain

-\ (12 - - — —(1- -
I SCH(a’w)HXn'kt (3/2)(1-1/p)+1/2 \o<|/2(1+t) (1-1/p)-7/12+n

for0 <t <o, 1 < p < oo. Similarly, for I, we use (3.10) to choose p; = p3 = %

for 0 < n < 1, and we use (3.11) to choose p; = p3 = % for 1 <n < 2, obtaining

- 2 _ _ _ (1= _ _
I SCH(“"U)HX”,J (3/2)(1-1/p)+3/2 \0<|/2(1+t) (1-1/p)=2/3-In]i+n

for1 < p <2and 0 <t < oo. Next, we use (3.11) to choose p; = 2 and p3 = g
forlsns%andpl =gandp3=2for% <n < 2, and we find
L <Cl|(a “3)||§< £~ (B/20=1/p)+5/4-1al/2 (1 4 $)=(1=1/p)=17/12+4n
- ) 'n,k b
which holds for 0 <t < wand 1 < p < . For p = o we can set q; = 6
by choosing p1 = 8 and p; = % for 0 < m < 1 using (3.10), choosing p; = %
and p3 = 8 for 1 < n < 2 using (3.10), and choosign p; = 8 and p; = % for

%5 <n < 2 using (3.11), obtaining
I = Cll(a, @)|[}, £ 121 + ) 76 i,

We can then match the linear decay rate for p = o, || < k by keeping the
derivatives on the nonlinearity and using B = & + ¢; in (3.9), and choosing p; =
p3 =12/5for0 < n < 1 using (3.10), choosing p; = 2and p3 =3 forl <n <2
using (3.10), and choosing p1 = % and p; = % for % < mn < 2 using (3.11).
Continuity for t > 0 is proven as before. O

4. ASYMPTOTIC APPROXIMATIONS FOR THE
MODIFIED COMPRESSIBLE NAVIER-STOKES

With these solutions in hand, we turn to the task of approximating these so-
lutions efliciently and accurately, especially in the regime t — co. If u(t) =
(p(t),at), 0(t))T is the solution belonging to Yy, k X Xy k given by Theorem 3.1
with initial condition (pg, ag, Wo)T, ag, W with zero total mass, then we can
write

(4.1) u(t) = u(t) + un(t)
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where uy,(t) is the linear evolution defined in (2.7), (2.10), and ux(t) =
u(t) — ur(t). We saw in Propositions 2.8, 2.9 that for initial conditions ug
belonging to L!(n) spaces, we can write

(4.2) uL(t) = un(t) + urr(t)

where the Hermite profiles uy (t) are defined as

pu(x,t)\ . [ Po of Pi(x,1)
<aH(X’ t)> B i<2, %s[nj <cheu (a0>> % <ai(x’ t))’
D, t) = > (Paj, ©)Ke(t) * fz (),

Jj=2,|l&l<|n]+1

where pi, a; are defined in (2.8), (2.9), and where ﬁ&,j,f:&‘j are defined in Ta-
ble 2.1. We obtained the temporal behavior of urr (t) in Propositions 2.8, 2.9. In
the above existence analysis, we saw that ux (t) decays faster than uy,(t) in some,
but not necessarily all, L¥ norms; hence, we need to study ux(t) more closely.
We note that 1y (t) can be written as

t
un(t) = - L L9 (u(s), u(s)) ds,

so inspired by (4.1), (4.2), we define the Hermite-Picard profiles uyp(t) and
nonlinear remainder ung (t):

t
(4.30) Ui () 1= — L L9 9 (1 (5), un (s)) ds,
(4.3b) UNgR (L) := un(t) —upp(t),

where u;(t) = (p1(t),a:(t), w1 (t))T, I = L, HP,NR. We have already obtained
upper bounds on the temporal behavior of un(t) in Appendix E and urr(f)
in Propositions 2.8 and 2.9. In what follows, we will obtain upper bounds for
upp (t) and unr(t), as well as lower bounds for u (t). Our main focus in this
section will be to obtain these bounds, and we will discuss the relative decay rates
and the implications for understanding the long-time asymptotics of solutions in
Section 5. Our goal is to emphasize the role that the localization of the initial con-
ditions (and consequently, the localization of the solutions) plays in determining
the nature of the asymptotics.

4.1. Temporal behavior of the Hermite and Hermite-Picard profiles. We
can use the substitution X = x/+/1 + €t together with the explicit form of the
Hermite profiles @0y (t) in Table 2.1 and the explicit form of B (t) to show
that their temporal behavior is given by

10%K (1) * fé‘f”iv(u) = Cx(1+ t)f(3/2)(l—l/lﬂ)+(17|6<|—\o<|)/2+u/2,

10%BK, (t) * f&jniv(u) = Cu(1 + t)~BDA-1p)+2-I&I-al)/24+1/2



On Modified Compressible Navier-Stokes Systems 1207

The temporal behavior of the Hermite profiles py (t), aw(t) are given in the fol-
lowing proposition. These results follow from explicit calculations of the norms
involved, as well as the fact that IT commutes with the heat-wave operator, and we
leave the proof to the reader. Note that while these estimates might also hold for
higher derivatives, we only require derivatives up to the order shown.

Proposition 4.1. There exist functions Ci«(t), | = 0,1,2, and constants m,
M € R such that 0 < m < Cp,«(t) <M < oo forallt > 0 such that
10fw (£) * Ky (£) % 0% @olljp ) = Cla(t) (1 + 1)~ /DU prrI=rlad 2w
Jorlx| <2,1=0,1,2, p € Rxg, and 1 < p < oo. Furthermore, we have
IIHaéw(t) * Ky (1) * ag(PO”[‘[n(u) <C(1+ t)—(5/2)(l—l/n)+(3—l—\al)/2+u
foranyx € N°, 1 = 1,2, 4 € R, and 1 < p < oo, except the case when (&, 1) =

(0,1) and1 <p <3/(2+ ).

This implies that the linear Hermite profiles have temporal behavior given by

(4.4a) 10%p1 () 15y = Croa(D)En (1 + 1)~ G2 U=p(lah/2en,
(4.4b) 18 an (D)l () = Coa () En(1 + £)~ /DA Zlal/2en,
(4.4c) 108Tan (t) I3y = Coa(t)En(1 + £)~ /2 A-p+-lab /2t
(4.4d) 108 @Wr (E) I p ) = Co,a(t)En(1 + 1)~ G/2U-1P=Orlah/zeu/z,
(4.4¢) 08B u (t)llgp ) = Co,a(t)En(1 + )~ G2 U=1PIlali2ru/z,

where E;, is as in (3.2), || < 1, and C'l,a(t), CAl,a(t), 1 = 1,2,3, are functions
independent of (po, dg, o) T for which there exist constants m, M € R such that

0<m < Cra(t),Cra(t) <M < oo

for all £ > 0. We also have the following bounds on the Hermite-Picard profiles.

Proposition 4.2. There exists a constant C such that we have

||PHP(t)||]"_n(u) <C(1+ t)7(5/2)(1—1/n)+1/2+u—1/2,

||aHP(t)||ip(u) <C(1+ t)7(5/2)(1—1/n)+u—1/2’

1@ (0)lpy < C(1+ 1) GROUM12L,

forallt >0, |x| <2,0<pu<2,andl <p < .
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Proof. We start with the Hermite-Picard profile app(t). We look at the
weighted norms for an arbitrary weight p. We first split the convolution:

t
L [0rw (t = 5) % Ky (t =) * [V - N(au(s), Ou(s)]|[jp(, ds

t
SJ
0

Jorw(t —s) x K, <t%s>

Law

X ‘ K, (t;s) * [V - N(an(s), ©u(s))] Hml ds

2
+ L)t orw(t —s) xK, (%) i
X ‘ K, (%) * [V - N(au(s), 0u(s))] Him(u) ds.

We will bound the second term, and then as in the existence proof the bounds on
the first term follow by repeating the estimates for the second term line by line
after using the weighted estimate on the heat-wave operator in Proposition 2.5
and taking u = 0 on the nonlinear term. We first split the second integral into
t—s
orw(t —s) * K, (—)

two:
t)2 ot
L+1p = (J +J )‘
P 0 t/2 2

K, (t%s) % [V - N(au(s), du(s))]

La

X ‘ ds.

'im (W

For t < 1 we can choose g = 1 in both terms, and since our heat estimate and
equation (4.4) can be used to show the resulting integrand is bounded, these re-
main bounded as t — 0. Hence, we need only consider ¢ > 1. For I; we can
use the heat estimate to remove both of the derivatives from the nonlinearity, set
a1 = 1, use Cauchy-Schwarz, and make use of (4.4) to bound the norms of #iy
via

t/2
I < CJ (t - S)—(3/2)(1—1/p)(1 +t— S)1/2—(1—1/p)
0

t— .
><|KV(—S)*[V-N(aH(s),wH(smHD ds
2 L1 (p)
t/2
< C max (t — 5)7(3/2)(171/17)71 (1+t-— 5)1/2—(171/11)
ij Jo
X i () 2 lmm,j($) | 2wy dS

< CE2(1 + £)-05/20-1p)=1/240,
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For I, we use the heat estimate but keep all of the derivatives on the nonlinearity,
and we obtain

t
I, < C max (t _ S)*(3/2)(1/111*1/l’)(1 +1— 5)1/27(1/111*1/?’)
ij t/2
X |10x; Ox; (M,i ($) My j ()l Lar () AS

t
< C max (t — S)*(3/2)(1/111*1/l’)(1 +t— 5)1/27(1/111*1/?’)
ikt e

X <||5xi Ox ;M illLr ||mH,j||/va(u)

+ 110, jll o 110, Mg pllr () ds
=J1+J2

For J; we use Corollary 2.2 (a) to obtain

10x; Ox; M, il l[m, jllLe2 () <
< Cmax([|0x;anllrr + 10x; Wnllur) 1M, jllLe2 (),
j

sofor 1 < p < 2 we can set q; = 1 by choosing p1 = p2 = 2 and use (4.4) to

obtain
I <CE2 (3/2)(1— 1/p)+1(1+t)1/2 (1-1/p)— 5/2+u

whereas for p = oo we can let q; = 3/(2 — 6) by setting p1 = p2 = 6/(2 - 95),
where 0 < § < 3 is any number and we obtain the following:

Jl < CEZ(l +t) (1/2) 4+5)*1+u'

For J, we can just use (4.4) directly, and by choosing p1 = p, =2forl1 <p <2
we obtain

Jr < C||(a,@)||§("t—(5/2)(1—1/p)+1(1 + 1)~ 2 U-Up)+u

and we can obtain the analogous results for p = o by choosing g1 = 3/(2 - 6)
by setting p1 = p» = 6/(2 - 6) forsome 0 < § < %

The bounds for the Hermite-Picard profiles pyp (t) and yp(t) can be ob-
tained by similar arguments, and are omitted for brevity. However, these calcula-
tions are carried out in full form in [8]. O

4.2. Temporal behavior of the linear and nonlinear remainders. 1f one
naively uses the estimates in Corollary 2.2 to obtain an asymptotic bound for I1a,
then one obtains

ITa(t) || < Ct~G/20-1/p)+5/6
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for t > 1and 2 < p < oo; hence, for these norms the asymprotic bounds for
Ma(t) differ from those of a(t) by a factor of t3/°. This implies ITa(t) might
decay more slowly than p(t). However, we saw in Proposition 4.1 that the as-
ymptotic bounds on Hay (t) differ from those of ay(t) by a factor t!/2, so these
terms have the same asymptotic bounds as p(t). We now prove that the same
holds for remainder ai .

Proposition 4.3. Let n € [0,2] and let (po, ao) belong ro WL?P (n) x LP(n)
forall1 < p < 2. Then, for avr (t) defined as in Proposition 2.8, we have

I a,‘?HGLLR(t) ||ip(u) < CEnt—(S/z)(1—1/p)+1/2+u—n/2—\<x|/2

fort > 1,0 < p <n, and any nonzero x € N3, 1 < p < oo. If & = 0, the above
estimate holds for p > 3/(2 + ). On the other hand, fort < 1, 0 < u < n and for
3/2-p)<p<oifn<l, ormax(§,3/(3—u)) <p <o ifn =1, wehave

||a§?HaLR(t) Hil’(u) = C'E1th7YD(”[7

wherep~! = p~1 - 371,

Proof- The estimate for t < 1 follows from Corollary 2.2 parts (b), (c), and
from interpolation in the case when n = 1 and u < 1. For t > 1 the interesting
case is when || > 0, and we have

llox Tarr (D) ll5p () < 10w () * 0Ky (t) * aLr(0) iy,

+ ITLoFw (t) * 3gKy (1) * pLr(0) 17y 0

so if @ = e; + B for some i, B, we can use Young’s inequality to obtain

ITT3w () % 33Ky (£) * arr(0) 1,

= H‘IT * 0w (t) % axiKv (£> * 8§KV (£> * arr(0)
LP(u)

2 2

t
28K, (5) % arr(0)

< HH Orw(t) * 0x, Ky (%)

Il

t
28K, (5) % ar(0)

Lr

+ HHatw(t) * Ox, Ky (%)

Lr L'(p)

where
1 x

41T |x|3

is the integral kernel of the IT operator. The result then follows from our estimates
of the IT operator acting on the Hermite term in Proposition 4.1, since the same
result applies to the heat-wave operator. However, for & = 0 the heat-wave op-
erator only belongs to L? for p > 3. We leave the remainder of the proof to the

reader. O

m(x) =



On Modified Compressible Navier-Stokes Systems 1211

In the following lemma, we collect the bounds for ux (t) obtained during the
contraction mapping argument in the existence proof, and sharpen one of them.
For this purpose we define the rate by, to measure the excess decay of un(t)
above the linear rate as follows, using interpolation for 2 < p < co:

min(é+tgh,%+[?él> forl1 <p <2,
. (Inli 3 | Inh
(4.5) buy = mm( 5 ,1—0+ 10 ) forp = 0,

(bn,oo - b‘VL,Z) (1 - %) + b‘}’L,2 f0r2 < p < 00,

Lemma 4.4. Letn € [0,2], k = 1, and let

Uy = (po,ao, W)T € () W'P(n) xLP(n) x L (n).
1=p=<3/2

Ifu(t) = (p(t),al(t), @ ()T is the solution in Yy x X Xnk given by Theorem 3.1
and Corollary 3.4 with initial condition wo, then the nonlinear term ux (t) in (4.1)
satisfies

||a pN(t)”Ll"(u <CE2t Ya(p(1+t) €npu+1/2 hnp
logan ()l < CERt 7P (1 + 1)~ bnpyu=bnp.

10% @ ()l (yy < CEAL o (1 4 £)~nwu=bnr,

forl<p=<oc,0=<pu=<n,and|x| <k.

Proof- The estimates for t < 1 are the same as those obtained in the existence
proof, so we need only consider t > 1. By inspecting the estimates in the existence
proof, we see that all of the bounds obtained already exhibit the extra decay listed
in the first argument of the minimum in (4.5), with one important exception.
The estimate of the unweighted norm of I in (3.5) stops improving relative to
the linear rate for n > % The || = k derivative also may decay slower, but we
do not estimate this here.

Thus, we need only improve on the bound in (3.5) for n > 3. We can split I
into two pieces:

(J,
x|losky (F52) # v N, @ |
J1+ Ja.

1315

(4.6) I

t/2
J . ) _ )G (1 4 ¢ — )12 /a=1/p)
3/5
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Since we are interested in the limit t — oo we assume £/2 > t3/5 here, but for
1 < t2/5 < 2 we can obtain the analogous result. For J; we make a modified
estimate by taking all of the derivatives off of the nonlinearity and onto the heat-
wave propagator by using our heat estimate. We can then set g = 1, use Cauchy-
Schwarz, and use Corollary 2.2 (b) to obtain

1315
I < J (t — )G @-1P=1-1ad/2 (] 4 ¢ _ )12=(1/ai-1/p)
0

X |lmi(s)m;(s)|la ds
t3/5
< CE,%HS/M*l/vH/Z*‘“'/ZJ (la(s)llgers + 110 (5) lposs)* ds
0

< CE2¢~/20-1/p)=1/2-1al/247/10-31nl1 /5

For J,, we can use the same estimate as before. Taking the divergence and 0§
off of the nonlinearity by using our heat estimate, setting q; = 1, using Holder’s
inequality and Corollary 2.2 parts (a) and (c), we obtain the following for n > %:

t/2
J2 = J (t — 5)~BRWa-Up)=1/2-1/2 (] 4 ¢ _ 5)1/2=(/@1=1/p)
t3/5
X |0y, (M) Mgl par ds

t/2
< CE2¢~(5/201-1/p)-l )2 La/s(l L 5)-23-Indi g

< CE?J*(SQ)(I—l/n)f\ocl/2+l/573[nJ1/5_

This same improved bound can be obtained for pn(t) and W () as well. O

We now use the estimates just proven, together with a bootstrapping argu-
ment, to obtain more refined estimates of the temporal decay of the nonlinear

remainder. For this purpose we define the rate by, to measure the excess decay of
Uung (t) above the linear rate via

I_Tlnh+min(2n—%,n,%> forl <p <2,
by = L= —;’lh + min (Tl— %%) for p = o,

(En,oo - En,z) <1 - %) + En,z for2 < p < o,

Theorem 4.5. Letn € [0,2], k = 1, and let

uy = (po,ao, W)T € () WP (n) x LP(n) x Ly (n).
1=p=<3/2
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If
u(t) = (p(t),a(t), o)’

is the solution in Ynx X Xnx given by Theorem 3.1 and Corollary 3.4 with initial
condition W, then the nonlinear remainder ung (t) in (4.3) satisfies

0% PNR (D)l < CEZ(1 + E2)t v (1 + t)fe"”""ﬂ/z*i’"”’,
108 ann (D)l < CEZ(L + E2)t Tar (1 + £)~rubus,
108 @ (D)l < CEA(L+ ER)t"or (1 + £) D buo,
forl<p =<oc,0=<pu=<n,and|x| <min(l,k—1).
Proof- Again, the estimates for t < 1 are identical to those in the existence

proof, so we only consider t > 1. By definition we see that the nonlinear remain-
der ung must satisfy the following equation:

e t=s) [Q(MH, ULR + UN)

ungr(t) = — Jt

0
+ Q(ULr + UN, Un) + Q(ULR + UN, ULR + uN)] ds.

We start by looking at the Duhamel term corresponding to anxr. By expand-
ing the nonlinearity, we see that for an arbitrary weight

O<u<n

we need to bound the norms of terms of the form

t
J, vt = ) 5 28K (¢ = ) s [, 0 a9 ()1 g s

t _
< J orw(t —s) *x K, (t_s) .
0 2 Jllia
t —
xfoks (£52) # 0w 2 brnatormu 11| as
t _
+ J ow(t —s) *x K, (t—s>
0 2 La
t_
X agKV (—S> * [axi an [mI,i(S)mJ,j(S)]’] 'o ds
2 L ()

for pairs of indices (I,J) = (H,LR), (H,N), (LR,LR), (LR,N), and (N,N). We
will bound the second term, and the bounds for the first can then be obtained by
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repeating the same analysis by using the weighted bounds in Proposition 2.5 as
described previously. We split the second term into two:
2
t—s

)
0Ky (£ ) # [0, 0, Imua(syma 11| s
orw(t —s) x K, (—)

2 (k)
t/2 t
< +
(Jo Jt/Z) 2
t—s

oKy (5) [0, 0, mn(s)m ()1 sz ds

Jorw(t —s) x K, <t;5>

La

X

t—s

La

X

=1 + Iy

Bounds for I}? and I3’ can be obtained for (1,J) = (H,LR), (H,N), (LR,LR),
and (LR,N) using very similar arguments. We bound these first, then bound
(N, N) later. For I'? we use the heat estimate to take all of the derivatives off of the
nonlinear term, and then use Hélder’s inequality as follows:

t/2
(4.7) I < J (t — §)~BDW/a=1/p)=1-lal/2(] 4 _ g)1/2=(Wai=1/p)
0
X muyi () oy 11705,5(8) [[2p2 ds.

For (1,J) = (H,LR), (LR,LR) we choose p; = p, = 2 for 1 < p < o and use
our estimates in (4.4) and our estimates of the linear remainder in Proposition 4.3,
and we obtain

LM < CER e ORUIP -2l e, o (),

I{JR’LR < CE%t*(S/Z)(1*1/10)*1/2*|D<\/2+H+max(1/2fn,0)Ln‘l/z(t)_

For (I,J) = (H,N), (LR, N) we use Corollary 2.2 (b) and pull the first factors out
of the integral to obtain

IV < =GR 0a-1p)=1-lal/2 (1 4 p)l/2-(1/a=1/p)
t/2
X JO mui () e ) (as($)llzrs + 105 ()Irs) ds,

and set p; = p3 = % for 1 < p < oo, using our estimates in (4.4) and in Proposi-
tion 4.3 along with the estimate of the nonlinear term in Lemma 4.4. We find

IF’N < CE%t7(5/2)(171/p)71/27\o<|/2+u+max(l/67n,O)Ln,1/6(t)’

IFRN < CE3 ¢~ 6/ 0-1/p)=1/2- el /24 pemax(5/6-n=bnsp 0] oo (),
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For I}? we leave all the derivatives on the nonlinear term and obtain

t
(4.8) I < J (t — 5)~BDWa=1/p) (] 4 — g)L2=(/ai=1/p)
t/2

X [|0% 0x; Ox; [mui(s)my, ()] ||zar () dS-
Using Liebniz’s rule and Hélder’s inequality, we have

(4.9) 1037 Imyi($)my ()| ar

< S I il 0P .
Yity)=&+eitej

For (I,J) = (H,LR), (LR,LR) we choose p; = p, = 2 for 1 < p < 2 and make
use of our estimates in Propositions 4.3 and 2.9. Here, we obtain

IzH LR _ CE2 (5/2)( 1—1/p)—(1+n)/2—\al/2+u,

IzLRLR < CE2 5/2)(171/p)7|o<\/2+u7n’
whereas for p = oo we choose p1 = p2 = 4 and use Propositions 4.3 and 2.9 to
obtain

I? LR _ CE%tfs/z—n/zfltx\/ﬂu’

[YRLR  Cp2p-5/2 a2 12

On the other hand, for (I,J) = (H,N), (LR, N) we use Corollary 2.2 (b) on my;
when y, = 0 and choose p; = p3 = % for 1 < p < 2 to obtain

< CE3 (5/2) 1—1/10)—|0(\/2+IJ—1/6—[1”LJ1/Z—bn,3/2,

IzLRN < CE3 £~ 6/ 0=1p)=lad/2+ 1 /3= (4 Lnd) 2=z,

whereas we choose p; = 3, p3 = 2 for p =  to obtain
];I'N < CEZt*S/Z*\O(l/ZHJ*[nJl/2*hn,2’
I%R,N < CE%t—S/Z—\a|/2+u+1/2—(n+LnJ1)/Z—bn,z_
If y, # 0 then we use Corollary 2.2 part (a) on my;j and choose p; = p, = 2 for
1 < p < 2 to obtain

N < CE3 ¢ /M0-1p) -l /24 =112 0]y 2B

IzLRN < CE3 5/2)(lfl/p)fla\/2+uf(n+LnJ1)/2fhn,z,
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whereas we choose p; = o, py = 2 for p =  to obtain
IszN < CE%t*S/Z*\O(l/ZHJ*[nJl/2*hn,2’

I%R'N < CE%t—S/Z—\a|/2+u+1/2—(n+LnJ1)/Z—bn,z_

We also need to bound the norms of the terms for which (I,J) = (N, N).
For this we will need to bound u = 0 and u = n separately, and the remaining
bounds follow from interpolation. Starting with y = 0 we first bound IT'N by
removing all derivatives from the nonlinearity using the heat estimate and use
Hélder’s inequality as in (4.7), but we then use Corollary 2.2 (b) on both terms to
obtain

t/2
NN < J (t — 5)~GDWa-1/p=1-1al/2 (] 4 ¢ _ g)1/2-/ar=1/p)
0
X (laxlizes + IO |lers) (lax|lipes + [l |lers) ds.
We can then choose p3 = ps = g for 1 < p < o to obtain

I%\IN < CEit—(S/Z)(1—1/10)—|(X\/2+I-1—1/2+max(7/6—[nJ1—an,s/s,O)Ln’U/%(t)_

On the other hand, for II'N we leave all of the derivatives on the nonlinearity and
use Liebniz and Holder as in (4.8), (4.9). Without loss of generality, we assume

|y1l = |y2l, and that for some k, Y1 = ¥1 + ex. We then use Corollary 2.2 (a) on
the first term and Corollary 2.2 (b) on the second to obtain

t
N SJ (t — 5)~GWa=1/p) (] 4 ¢ _ ¢)1/2-Wai=1/p)
t/2

x (0¥ axllrer + 110X @xllir ) (10X anllLes + 10% @ llees ds.
_ _3 :
For 1 < p < 2 we choose p1 = p3 = 5 to obtain

I%\IN < CEit—(S/Z)(l—l/p)—|(x\/2+u+1/3—[nJ1 —an,3/2’

whereas for p = o we choose p; = p3 = %2 to obtain

I%\IN < CEth—S/Z—‘0(|/2+IJ+1/2—["J1 —2by 1275 i

Finally, we need to consider the weighted norms when pu = n. For I N we
remove all derivatives from the nonlinearity using the heat estimate, but we need
to split the weight between the two terms. For 0 < n < 1 we split the weight
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evenly between the two terms and we can then apply Corollary 2.2 (b) to both
terms and pull out the first factors from the integral via

t/2
NN < J (t — §)"GDWa-1/p)=1-1a/2(] 4 ¢ _ )1/2=(/ai=1/p)
0

X 11004 (5) 1 2y 15 () s (2 LS
< t—(3/2)(1/l11—1/P)—1—\0(|/2(1 + t)l/z—(l/m—l/lﬂ)
t/2
X L Ulaxllrs oz + I@x ;)

X (lanllzrsms2) + 1 Oxllirs@my2)) ds

whereas for 1 < n < 2 we split the weight unevenly between the two terms and
apply Corollary 2.2 (b) to the term with less weight and Corollary 2.2 (c) to the
term with more weight to obtain

t/2
I < J (t — §)"GDWM=1/p)=1-1a/2(] 4 ¢ _ ¢)1/2=(/ai=1/p)
0

X ||mN,i(5)||in1(1+(n71)/2) ||mN,j(5)||inz((n71)/2) ds
< - GW@-1p)-1-1al/2 (] 4 ¢)1/2-(/a-1/p)
t/2
X L (laxllzes (1+m-1y/2) + lONLrs 14 n-1)/2))

X (lanllgrs (n-1y72) + lONlLrs(n-1)/2)) ds.

In both cases, the choice of p3 = p4 = g satisfies the constraints imposed by the
use of Corollary 2.2 (b), (c), so for 1 < p < oo we obtain

I%\IN < CEth—(S/Z(1—1/11)—\0(|/2+n—1/2+max(7/6—[7lJ1—an,s/s,O)Ln’U/%(t)_

For 1 < n < 2 we can obtain a different bound, and note that in the overlapping
region 1 < n < 2 we can use the better of the two estimates. We split the weight
unevenly in a different way and apply Corollary 2.2 (b), (c) to the terms with
respectively less and more weight to obtain

t/2
NN < J (t — §)"GDWa-1/p)=1-1a/2(] 4 ¢ _ )1/2=(/ai=1/p)
0

X ||mN,i(S)||ip1(1+(n71)/3) ||mN,j(5)||inz(2(n71)/3) ds
< t—(3/2)(1/l11—1/P)—1—\0(|/2(1 + t)l/z—(l/m—l/lﬂ)

t/2
X L (laxllzes a+m-1y73) + 1ONNLrs 1+(m=1)/3))

X (lanllrsem-1y/3) + 1 Oxllirs 2m-1y73)) ds.
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In this case, the choice of p3 = %, P4 = % satisfies the constraints imposed by the
use of Corollary 2.2 (b), (c), so for 1 < p < oo we have

I%\IN < CEth‘(S/z)“‘1/"’)‘|"“/2+”‘1/2.

For IN'N we leave all derivatives on the nonlinearity as in (4.8), use Liebniz and
Hélder as in (4.9), and put the weight on the term having fewer derivatives, to
obtain

t
N < J (t = 5)~GRU@=1p) (1 4 ¢ — )1/2=(/ai=1/p)
t/2

I 0% mnillLe 10X Ml s () A,

where without loss of generality we assume |y;| = [y2]. We can use Corol-
lary 2.2 (a) on the first term, and either Corollary 2.2 (b) or (c) on the second
term, depending on 7. In either case, one obtains

t
N < J (t = 5)~GRU@=1p) (1 4 ¢ — )1/2=(/ai=1/p)
t/2

Y1—eg Yi—ep
X (10x *axlr +l0x “xllpe)

X (1% anlirs ) + 10X Dxllirsny) ds

for some index k. For 0 < n < 1 we use Corollary 2.2 (b) and choose p; = p3 = %
for 1 < p <2 to obtain

I%\IN < CEﬁt—(S/Z)(1—1/p)—|(x\/2+n+1/3—[nJ1—an,3/2,

whereas we can obtain the exact same bound for 1 < n < 2 using Corollary 2.2 (c)
with p; = p3 = % We can also obtain the same bound for 1 < n < % using
Corollary 2.2 (c) with p; = 2, p3 = g for 1 < p < 2, and also for % <n<?2
using Corollary 2.2 (c) with p; = g, p3 = 2. Finally, forp = 0 and 0 < n < %

we can use Corollary 2.2 (b) by choosing p1 = p3 = %, and we obtain

I%VN < CEth—S/Z—|(X\/2+n+1/2—[nJ1—an,lz/s’

and for Z < n < 2 we can obtain the same bound by using Corollary 2.2 (c). For

% <n =< 2 we can use Corollary 2.2 (c) with p; = 3, p3 = 2, and we obtain

N < CE14/lt*5/2*|D(‘/2+n+1/2*[nJl*bn,,%*bn,z_
The excess decay rate by, can therefore be found by collecting these results and

finding the slowest decay, and the bounds for the terms pxgr and Wngr can be
obtained similarly. These calculations are carried out in full form in [8]. O
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5. CONCLUSIONS

We can now discuss the implications of the results from the previous section for
the asymptotic approximation theory of the modified compressible Navier-Stokes
system. It is desirable to make approximations which are efficient, in the sense that
they are easily evaluated, and it is also desirable that the approximations are accu-
rate, in the sense that the error is small relative to the size of the approximation.
For concreteness, let us describe the results for p(t). We have decomposed p(t)
into py,(t) and px(t) in (4.1), used the Hermite expansion to decompose pr, (t)
in pu(t) and prr(t) in (4.2), and we have decomposed pn(t) into pup(t) and
pnr(t) in (4.3). We list these terms in order of efficiency, which we will define
qualitatively as the computational complexity required to evaluate each term at
time t > 0, as follows:

e The term py(t) can be evaluated directly from the formulas in Appen-
dix D, once the moments of the initial conditions pg, ag are calculated.

o The term prgr(t), as well as pr,(t), must be evaluated by computing a
convolution of the initial conditions pg, ag with the heat-wave kernels.

e The term pyp(t), can also be evaluated by computing a convolution with
the heat-wave kernels, and then integrating this convolution up to time
t > 0. In principle, an explicit formula for the function pyp (t) could be
obtained, but it would take further analysis to determine its form.

o The term pnr(t), as well as px(t), requires knowledge of the true solu-
tion at time § for all 0 < s < t. With this on hand, these terms can then
be evaluated by computing a convolution with the heat-wave kernels, and
then integrating this convolution up to time t > 0.

On the other hand, by collecting the results from Proposition 2.8, Proposi-
tion 2.9, equation (4.4), Lemma 4.4, and Theorem 4.5, we have the following for
alt>1,1<p<o,ne[0,2],0<pu<n:

||pH(t)||in(u) < t*(S/Z)(l—l/lﬂHuH/z’
||pLR(t)||in(u) < Ct~B/D0-1p)+p+l-n/2
lpup ()|l < Ct=CDAUPITH,
Recall that the bounds for pxg (t) were obtained separately for 1 < p < 2 and for

p = o, and for 2 < p < o the bounds were obtained by interpolation. For all
t>1,ne[0,2],0 < u <mn,we have

t—(S/Z)(1—1/p)+[.1+1/2—min(2n—1/3,n,1/2) for1 < p < 2,

loNr (O lip( = C {t_(5/2)+[J+1/2—min(n—1/2,1/2) for p = oo.

Note that our explicit bounds show that the bounds on py are sharp. While
we have not obtained lower bounds on pyp, our analysis suggests these estimates
are sharp as well. The bounds on prr depend on the properties of pg and ag, but
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in general our example in Remark 2.4 indicates these bounds are saturated as well.
Finally, it is unknown to us whether the bound for png is saturated.

For 0 < n < 2, there are two relevant choices of approximations for p(t) that
one could make: papp(t) = pL(t) and papp(t) = pu(t). Comparing the estimates
above for the various values of 1, we can summarize how the localization affects
the relative asymptotic behavior of the various terms p;, and consequently we can
determine the optimal choice of asymptotic approximation as follows:

e First, we see that forall n > O and all 1 < p < oo, px(t) decays more
quickly than py, (), although our findings indicate we need to take n > 9
to achieve the t~1/2 extra decay of px(t) above the rate of py,(t) for 1 <
p < 2, and we need to take n > 1 to achieve the t~1/? extra decay for
p = .

e For 0 < n <1, pur(t) in general can decay more slowly than py (t), so
we need to take pap, (£) = pr(t) to capture the leading-order behavior for
p(t).

e For n > 1 we need only evaluate the explicit functions py (t) to obtain
the leading-order behavior.

e For1 < n < 2 the next order of behavior is given by pr.r (t), while pyp (t)
and pnr (f) decay faster still. Hence, we could either use pypp (t) = pr(t)
or papp(t) = pH(t)

— In the first case, the error decays t ~1/2 faster than py (t), so this is a
more accurate, but less eflicient, approximation.

— In the second case, the error decays t~m=D/2 faster than py(t), so
this is a more eflicient, but less accurate, approximation.

o Finally, for n = 2 there is no loss in accuracy by taking pqpp (t) = pu(t).

e The Hermite-Picard term ppp(t) decays more quickly than pir(t) for
n > 2, so in this regime we would either take papp () = pr(£) + pup (1)
or Papp (£) = pu(t) + pup(t). However, we do not consider n > 2 in the
present paper for reasons discussed below.

Precisely the same statements can be made regarding the asymptotic approxima-
tion of a(t) and @ (t).

In order to contextualize these findings, let us compare the results obtained
here for the modified compressible Navier-Stokes system to those obtained by
Hoff and Zumbrun for the compressible Navier-Stokes system. First, note that our
results are specified in terms of p, a, and @, whereas Hoff’s and Zumbrun’s results
are specified in terms of p and #1. As noted, we make use of a and 0 to avoid the
delocalization effect of Brandolese, but in addition this has the benefit of allowing
us to consider initial conditions with less restrictive smoothness and localization
requirements, since for instance an initial divergence a¢ in L' can correspond
to a momentum field 71y which is not in L!. Furthermore, as noted prior to
Proposition 4.3, if we naively use the estimates in Corollary 2.2 to obtain the
decay rate of Ila(t), we obtain a bound which is in all likelihood not sharp. While
we work around this for ay in Proposition 4.1 and apr in Proposition 4.3, it is
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more complicated to work around for ax since this involves nonlinear estimates.
We defer this obstacle to future work. Therefore, it is more natural to compare
our results on a and @ to Hoff’s and Zumbrun’s results on the derivatives of 1.
We see that in the parameter regime 0 < n < 1 the more lenient localization
requirements allow our solutions to decay more slowly, and that our nonlinear
term can in general decay less quickly relative to our linear term. Furthermore,
while Hoff and Zumbrun show that their linear approximation t,pp (t) = up(t)
is sufficient to obtain t ~!/2 extra decay relative to the linear rate, our analysis shows
that it is in fact necessary in this regime. In the regime 1 > 1 we obtain the same
decay rates as Hoff and Zumbrun.

Comparing our results with those of Kagei and Okita also presents several
points of interest. We see from (1.6) that the next-order term in the Hermite
expansion appears in the expansion of Kagei and Okita. Also, for all values of n
the error made by our best asymptotic approximation achieves at most t ~1/2 extra
decay relative to the linear rate, while the error of Kagei and Okita’s approximation
achieves t73/4 extra decay. The key difference between their approximation and
ours is given by the last term in (1.6). This term contains an integral which
requires knowledge of the solution for all time 0 < s < o0, so this approximation
cannot be made a priori.

Our analysis suggests it is necessary to include terms which cannot be com-
puted 4 priori in order to achieve additional accuracy beyond the ¢ ~1/2 extra decay
achieved by Hoff and Zumbrun. The reason turns out to be visible from the anal-
ysis in Lemma 4.4. Specifically, note that for t > 1 the term J; in (4.6) contains
the term

1
jl — [ (t _S)—(3/2)(1—1/p)(1 +t _S)I/Z—(l—l/p)
0

X |[|Ky(t =) % [V - N(a(s),0(s))]]||: ds.

Here, the only option available is to pull both derivatives off of the nonlinear term
using the heat estimate, and one obtains

jl < t—(3/2)(1—1/p)—1(1 + t)1/2—(1—1/p)

1

X max | lmi(s)m;(s) L ds.
LJ

However, now the integral no longer depends on t, so since we know that these
estimates are sharp, it seems that this decay rate cannot be improved upon. If
we include this term in our approximation, the same reasoning would then apply
to the integral over s € [1,2]. Thus, we must find a way to include some of
the nonlinear terms in our approximation. For instance, one could include all
of the nonlinear terms present in J;. However, from the form of J; in (4.6)
this would mean that one would have to compute the true solution up to time



1222 RYAN GOH, C. EUGENE WAYNE ¢» ROLAND WELTER

t3/5 in order to obtain an approximate solution at time t. In other words, the
approximation could not be made @ priori. While this would mean improved
accuracy, it would come at an increased computational cost. However, our analysis
strongly suggests one could obtain approximations which are less computationally
expensive to evaluate at time t > 0 than the true solution.

Finally, we discuss how our results will aid in obtaining higher-order approx-
imations for the compressible Navier Stokes equations. Our Hermite expansion
allows us to extend the approximation made in (1.5) to arbitrary order. However,
since the connection to the original compressible Navier-Stokes system is via the
series of approximations (1.2), (1.4), (1.5), we stop our analysis of the modified
compressible Navier-Stokes system at . = 2. To obtain higher-order approxima-
tions for the original compressible Navier-Stokes system, it is necessary to improve
both the approximation in (1.2) and in (1.4). We leave this to future work.

In the present paper, we study the effects of localization by working with so-
lutions of the curl-divergence representation of the modified compressible Navier-
Stokes system in weighted spaces, which has not previously been considered,
and obtain several insights into how these improvements might be made. The
weighted estimates obtained for the II, B, heat and heat-wave operators can be
used in the analysis of the original compressible Navier-Stokes system directly.
The weighted estimates on the IT and B operators especially help to prepare for
the investigation of the delocalization effect of Brandolese for solutions of the
compressible Navier-Stokes. Furthermore, the analysis of the quadratic nonlinear
term of the modified system sets up a framework to handle those of the original
system, since one of the nonlinear terms is identical, several others are quadratic
as well, and higher-order nonlinear terms should decay more quickly. Finally, the
nonlinear analysis suggests how one can achieve additional accuracy with approx-
imation terms which are not computable « priori, while preserving a standard of
efficiency.

APPENDIX A. PROOF OF THE
ESTIMATES ON IT AND B IN PROPOSITION 2.1
We begin the proof with the following lemmas.
Lemma A.1. For ps, p3 andn chosen as in Proposition 2.1 (b) above, and given
f, g such that

_ 9)
flx) = Jnga x -1 dy,

we have fllr2ny < CllglliLes (-
Proof: The proof is based on a dyadic decomposition R* = | ] A;j where
j=0
Ag={xeR3:|x| <1},

Aj={xeR>:2"1 <|x| <2/} forjeN.
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Let fi = fX4, and gj = 9Xa,- Clearly, fi = > jen Aij, where

g;j(y) dy

For the case |i — j| < 1, note that if

9;(y)
oo = |, e

then by the Hardy-Littlewood-Sobolev inequality ([10] Theorem V.1), we have
1Aijllr: < I1h; () |ILe2 < Cllgjllrs < C27%I1 gl rs

foran & € (0,1) of our choosing. Next, we consider the case i > j + 2. By the
triangle inequality,

1A e < (iji(x>(ijj(y>% dy)m dx)l/pz.

Since i = j + 2 we have |[x — y| = 212, and so

1Al < <JXAi(X) ([XAJ. (y)% dy)lg2 dx)l/p2

1/p2

< oo ([xa ([ xa 01950 10v) " ax)

_ 21—261,(JxAi(x)dx>l/mJXAj(y)|gj(3’)|dy

16 1/p> 1-1/p3
Sﬁ([X&(X)dX) <JXAJ.(J/)dy> lgjllrrs

C L3 i(1-1 -3(1-1 i—j
= 55 222210 g s = C27OTUPIED g,
where in the last step we used (2.2). By a similar argument, if j > i + 2 we have
1Aijllpr < C2730/P=130G =D g 4[| 1ps. Recalling the limits on the support of f;
and its decomposition in terms of A; ;, we have the inequality

(A.1) I filler () < C2™ | fillLr2
< oo Z 2—\1’—]’\—3(2/3—1/!13)(1'—1')ng”U,3
jeN
<C Z 2*\i*j\*3(2/3*1/l’37n/3)(ifj)||gj||Lp3(n)
jeN

< > C27¥ gl ),
jEN
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for some o > 0, since —1 < 3((2-n)/3 — 1/p3) < 1. Considering now f itself,
we have ||f||an =2 ||fl||an(n and since

(A.2) Z fillFr oy < > (Zszo‘lifjlllgﬂmz(n))m
i J

—alimil(1— i P2
- Z(Zcz «li—jl(1-1/p3) -l J\(l/m)”gj”m(n)) ’
i

we can then apply Hélder’s inequality and interchange the order of summation to
obtain

(A.3) ||f||Ln2(n CZ [22 oli- J\||gj||m3(n ]l’z/na
< C[ZZz li— J|||gj||Lp3 ]Iﬂz/lﬂs
= C||g||LV3(n);

where in the last step we compute the geometric sum and use convexity since
p2/p3 =3/(3-p3) > L o

Lemma A.2. For 1 < p3 < py < 0 andn € [0,2) chosen such that

2-n L 3—-n

3 <P3< 37

and given f, g such that

_ 9)
flx) = JRS X~ ] dy,

we have || fllr2(n-1) < ClIglILrs n)-

Proof. Defining fi, g;, Aij and hj analogously to the above, much of the
proof follows in almost identical fashion. The key difference arises from the fact
that pj3 lies in a different range in this case. In the step analogous to (A.1), we have

I fille (n-1) < C2 DY fill e
< Con=Di Z 2—(1/2)|i—j|—3(1/2—1/lﬂ3)(i—j)||gj||U,3(l)
jeN
<C Z 2—(1/2)|i—j|—3(5/6—1/]t73—n/3)(i—j)||gj||Lp3(n)
jeN

< > 27 gl ps (),
jeN
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for some & > 0, since —% < 3(% - 1/p3 —n/3) < % The estimate in the lemma
now follows by a summation similar to that in (A.2) and (A.3). O

Proof of Proposition 2.1. The operators 0y, IT and 0y, B are singular integral op-
erators formed by kernels of Calderon-Zygmund type, so part (a) follows from
Theorem II.3 in [10]. Examining the form of the IT and B operators, we see that
part (b) follows directly the result of the Lemma A.1.

For part (c), we decompose the operator IT into two pieces for which we can
use Lemmas A.1, A.2 to complete the proof in a fashion analogous to the proof of
Proposition B.1 in [3]. Write

L Xiz Vi Xi

using the moment zero condition. By using the identity

Ix1?(xi = i) — Ix — ¥ Pxi = (xi — yo) Ix2(Ix] = |x — ¥])
+1x - y12xi(x - ¥) = yilx|* = xily1?),
it follows that
[1x?(xi = i) = Ix = yPxi| < Clx =yl x| [yI(x] + |¥]),
<Clx—-ylIx* 1yl +Ix = yI* x|y,

and hence |(ITa);| < C(u; + u,) where

1 (Iylla(y)l
u(x)=—|-——-54dy,
=) ke ¥
1 a
Uy (x) = —— lylla(y)l
[x]| [x — I

Therefore, using Lemmas A.1, A.2 with f1 = [x|uy, f2 = [x|*uz and g1 = g2 =
|vIla(y)l, we have

IMallLr2my < CliX. < Hallr + C||X|.\>1| - ["al|
< Cllallrr> + C||X\-|>1| M|, + C||X\-|>1| - "Mus||pp
< ClMallzr(n-1) + Cllfillzr2(n-1) + Cll f2llLr2 (n-2)
< Cllallrsn-1 + Cllg1llrs m-1) + Cllg2llLrs n-1)
< CllallLrs m)-

The proof for B& is analogous. O
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APPENDIX B. PROOF OF HEAT ESTIMATE IN PROPOSITION 2.3
Proof. We prove that

108K (1) % flljp(y < Clvt)™ |02 GRDANPI =002 £,

and the result then holds by estimating the ir (M) norms separately for vt < 1
and vt > 1 using different values for q. Write

0Ky (x, ) * fligp

'(lelz\/W+J|y|<m>agKV(X -y, O)f(y)dy

34
<SS +5+ 53,
where
— [o4 _
s1=| [, 28K 0 = 3, O F Iy ey o
_ 1 o+p B
S, = ‘B%ﬁ B!HJW o8 K e, DY f Xyt
n+1
S3= ‘U yPf(y)
1
X J (1-9)"38PK, (x —sy,t)dsdy,||
0 2]

and where we used Taylor’s theorem
a)(?KV (X - y! t)
K, (x,t
eI Bv'( ) 8
[Bl=<7 ’

- n 1 -
+ > (—1)"“nT+'1yBJ(1—5)"8,‘?+BKV(X—Sy,t)ds.
! 0

|Bl=11+1

1

For S, we change variables and use [X| < [X — 7| + |

| | 3K = 3 D F 0y i Y o

< (vit)H/2-1al/2+3/2p) HH 3 X — M ¢Ky (X — 5/)f(\/V_t5’)X\y—|>1 dy
" >

i3

o], v e - p 6N |
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We can then use Young’s inequality and change back to our original variables:

& —
| k= v 0 x|,

= (Vt)u/27‘o‘|/2+3/(2p) [”agKv(fc)||irgq/(vq+qfn)(u) ||f(\/Vt5’)X|5,|21||L§_,

+ ||agKv()’C)||L§q/(m+qfn) || |5’|uf(\/v_t5’)X|j/\zl||L§-,]

(u-n)/2—|xl/2+(3/2)(1/p-1/q) .
< C(vt) ||f(y)||Lg(n)
For S,, we can factor out the  dependent terms from the LY norm

H J[RS o Ky (x, t)yﬁf(y)x|y|<mdy

ik

< (vi)~Ued+1BD/2+p/2+3/2(1/p=1) ||3g+BKv(9’C)I|Lg(u)

lekmyﬁf(y)dy‘-

Since |Bl <7 < n —3(1 — 1/q), we use the zero moment property to obtain
s ‘
)Id
LJ’\ZW |y |n-IB] I L () dy
< |||y|’"*\B‘X‘y\zmHLg/(q—n ”f”i‘i(n)
< C(Vt)—n/2+\.3\/2—(3/2)(1/q_1) ||f||iq(n)

‘Jy<myﬁf(y)dy' =

For S3, write

H J‘ykmq’ﬁyﬁf(y) dy

= (vi)Hi2-1al/2+3/2p)

L

x| J|y|<my3f(y)Uol(l - )" PR, (x - sy, ds | dy

L?

X

£ AP
lvl<1

1
X U (1-95)"3"FK, (% —sjz)ds] ay
0

P

X

|fc|“j|,| POV
yl<

- (Vt)—|a\/2+u/z+3/<2p>‘

1
x U |a,‘.§*31<1<az—sy)|ds] dj/H .
0 L?

Now, using the fact that s < 1, |¥] < 1, we have

n+1+|«x| ) |)2—55/|2
2. Cj(kj_sj’j)JeXp[_i]'
j=0

_ “ o cAr|2
< C(1+ %)+ exp [—M}

105K (% — s3)| =

4
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and

=

_|9?—55’|2 _ _ﬁ _|5€|2 S '5’_52|5’|2
exp[ — }— exp[ s | P 5 + 7 7
p)
sCexp[—%]
If we let § > 0 be such that n —3(1 —1/gq) + § < 7 + 1, then we have

P f () dy

ijqﬁ iR (w)

< (Vt)—\al/2+u/2+3/(2p) (1+ |)~C|)u+ﬁ+1+\al

_ 12
XJ, |5)|1’L+1 | £ ( /th/)|CXp|:— IX] ]dj/
ly1<1 8

Ly

and since the integral in 3 no longer depends on X, we have

dpyP f(y)d
Hj\ykﬁ By f () dy ik

- (vt)f\ocl/2+u/2+3/(2n)

i <12
(1+ |)2|)u+n+1+|0(\ exp [_%}

Lk
x j 71 V)| dF
lvI<1

< C(vt)-ll2+ui2+3/2p) J|'| 1 | [n-d0-1D+8 | £(yi )| dy
i<

< C(vt)~el/12==w/2-3/2)(1/q-1/p) ”f”ifun)- (|

APPENDIX C. PROOF OF THE HEAT-WAVE ESTIMATES

3.1. Proof of Proposition 2.5. We first obtain pointwise estimates. Recall-
ing the form of the Kirchhoff formula, we need a bound on the spherical integral
of the Gaussian, so we begin with the following estimate.

Lemma C.1. There exists a constant C > 0 depending only on ¢ and v such that
J o~ lx+etzl/(vt) dS(z) < C(1 + t)—lef(lx\fct)z/@vt)_
|z]=1

Proof- We recall the proof given by [5]. First, note that the integral above is
rotationally invariant so that we may, without loss of generality, set x = [x|e;. It
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then suffices to integrate over the set {z : [z| = 1, z; < 0}, since the other part is
smaller, and we will relabel z with —z for convenience. For such x and z,

3lx —ctz|? = (Ix]| —ct)? + 2|x — ctz|?
= (|x] —ct)? + 2(|x|* = 2|x|zict + c*t%|z|?)
> (|x| —ct)? + c?t? + 2|x|? - 2|x|ct + c?t?
= (x| —ct)> + 22 + (V2|x| —ct)? + 2(v2 - D) |x|ct
> (Ix| —ct)? + 2 (1 - 23).

This can then be used to obtain the estimate

J o~ lIxler—ctz?/(vt) ds(z)
|z]=1,2z;=0

- e—(\xl—ct)z/(3vt)J e—CPtU=2D10Y) 45 (2)
|z]=1,2,=0
-1
_C (C_t> o (IX1=cD)2/Gv)
\ %

by a simple calculation using the parametrization z; = /1 — (23 + 23) of the

hemispherical integral.
We can remove the blowup as t — 0 as follows. Note that for |z] = 1,

2
X
Ix + ctz]? = |x|? + c*t? = 2ctz|x| = % - c*t?,
SO
J eflx+ctz|2/(vt) dS(z) < J eflx\z/(3vt)eczt/v ds(z)
|z]=1

|z]=1
< Ce~IXIP13vD) O

Proof of Proposition 2.5. We first derive pointwise bounds for the Green func-

tions w * Ky¢, 0yw * Kyr, and 0w * K. Using (1.12)—(1.14) and the above
lemmas, we find

lw * Ky (x)]| < ‘boct[ Kyi(x +ctz)dS(z)

|z|=1

- C(ct)1‘3/2J o lx+etzlP/5VD) 4 (2)
|z]=1

< CtV2(1 4 t) e~ UxI=et)?/(1sve)
for some constant C. Using the analogous bounds we then find
|atw * Ky (x)] < t73/2(1 + t)—l/ze—(\xl—ct)z/(ISVt)’

107w * Kye (x)| < CU2(1 + )72 IXI=e?/(5vD)
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The desired 1.9(n) bounds then follow from an estimate of the £.9(1) norm of the
translating exponential:

7(\-|7ct)2/(15vt)||fl
La(n)

= J d(|X|n)qefp(l>c\fct)2/(15vt) dx
R

lle

o]
= CJ (yn)qefq(rfct)z/(lsw)rz dr
0
® P opli2)2
_ J (tl/Zf)nq+Ze—q(1f—ct )2/(15v) $1/2 a7, v = Ftl/2
0

_ t(nq+3)/2 Joo fnq+Ze—Q(17—ct1/2)2/(15\/) d7
0

[o¢]
_ t(nq+3)/2j o+ ct12)nar2g-ap*1(05V) 4y 7 = p 4 ct))2
_t1/2

< t(nq+3)/2j (pna+2 4 ((na+D)/2)4=ap*115V) 4
R

< Ct(nq+3)/2(1 + t(nq+2)/2)’

and hence,

—(l.1— 2
lle (|-]—ct) /(15vt)||iq(n) < tn/2+3/(2q)(1 + t)n/2+1/61_ |

3.2. Proof of Proposition 2.6.

Proof. The proof follows by putting one of the derivatives in (1.12)—(1.14) on
po. Specifically, we have

|0fw * Kyt * pol

< > cat®

1<|&|<2

3
< > zcwejt'“‘J

0<lx|<1 j=1

3

2-3/2

< Z Zcowejtla‘/ 3/
0<|al<1 j=1

x L@ [J‘Z‘:lexp [ - w] dS(z)] IDx; 0(3)| dy,

L ‘ lch‘ [Kyt % po(x + ctz)]1z%dS(z)
Zl=

DEDy; [Kyvt * po(x + ctz)]zjz*dS(2)

lz|=1

S5vt
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and we can then use Lemma C.1:
|0fw * Kyt * pol

_ —ct)?
PR+ L@ exp [—%} IDx; po(») | dy

IA

_ _ (|-]—ct)?
32(1 +t) 1/2CXP [—T} * [Dx;pol(x),

3
CHt
j=1
3

>t
j=1
so for small times we can make the estimate

||a?w * Ky % pO”irl(u)

3
<CY 321 +0)712
j=1

| —ct)?
exp [—%] * |Dy;pol

Lrw

3
<C Y t=6RWa-1Up) (1 4 p)=(1DA/a-1/p)
j=1

X [”ijp()”iq(u) + tu/z(l + t)“/ZHDijO”Lq],

whereas for large times we use the Young’s inequality together with the estimate in
Proposition 2.5. O

APPENDIX D. EXPLICIT CALCULATIONS OF THE HERMITE PROFILES

4.1. Explicit functional form for the hyperbolic-parabolic Hermite pro-
files. 'The functions pi, a1, p2, a», Ila;, and Ila, are given by the following
explicit formulas:

(Ix| — ct)e(IXI=eO*/EA+vD) | (x| + ct)e~(IXI+eD)?/(4(1+vD)
2|x | (41 (1 + vit))3/2 ’

) c (Ix| + ct)? ] —(Ix|+ct)? [(4(1+vE))
@ t) = 2|x|(41r(1+vt))3/2[[ 200 ¢

3 [(lXI —ct)r l]e—(|x\—ct)2/(4(l+vt))]’

p1(x,t) =

2(1 +vt)
1 e~ Uxl+c)?/(4(1+vt)) _ p=(Ix|=ct)?*/(4(1+V1))
pa(x,t) = Y7 73 ,
(411)3/2(1 + vit)V/ clx]
1
a(x,t) =

(41t (1 + vit))3/2
(Ix| — ct)e~(IXI=e*/EA+vD) | (x| + ct)e~(XI+eD)?/(4(1+v)
X

2|x| ’
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cx (el epy2 Ix|(lx| —ct)
a, = (IxI-ct) /(4(1+vt>>( 1)
M= G x P (1 + vi)i2 [e 21+ vi)
_ o UXI+ct?/ (414v1) ( x| (x| + ct) )]
2(1 + vt) ’
X o UXI+Ct2 (A1 +VE) 4 g—(IXI-ct)[(4(1+vE)
o L (L
(411)372 |x |3 (1+vh)i2
x| —ct x|+ ct
+E f(7> +E f(7>>,
"2a+vnz) T 2y
where

,
Erf(r) = ZJ e % dz.
0

Given a spherically symmetric initial condition (ug,0)”, the solution to the
wave equation is given by

(Ix] = cthuo(| x| —ct|) + (Ix| + ct)uo(|x| + ct)

(D.1) u(x,t) = x|

Taking ug to be K, (t) * o, we obtain the equation for p;. We compute a,
by plugging uo = Ky (s) * @q into (D.1), taking the derivative of u(x,t) with
respect to t, multiplying by —1, and then setting s = t.

To compute I1a;, note that

Ma; = V(A la;)

and that, since a; is spherically symmetric, it suffices to compute Vu, where
12 [Tz 8u] .
— 7 12 —a.
r2 or or
The result follows by computing an indefinite radial integral, ensuring the integral
is zero at the origin, and making use of

X ou

To calculate the explicit forms of p, and a, we use the fact that the solution
of the wave equation with a spherically symmetric initial condition of the form
(0,uo(r))T is given by

t - J—
u(x,t):_J (Ix] = es)uo([Ix| —cs]) + (x| + cs)uo(lx| + cs) s,
0 2|x]

so we have the result above for p;, and a, is found by using (D.1). Ila; is com-
puted using the same method used for I1a;.
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4.2. Explicit functional form for the divergence-free vector field Hermite
profiles. We compute Bg; where

X ]
9= G321 + et)32

\V/ (e—\xlz/(4(1+et))e*i)’

and note that in view of the definitions in Table 2.1 the terms Bf j can be com-
puted by taking appropriate derivatives. One can check that the function

1

—Ix1?/(4(1+€t)) 5. _ —-1,-Ix|?/(4(1+¢t))
Gmyar(1 1 et @ &~ 05, V(A e )

has curl equal to g; since the second term is a gradient, and so has zero curl.
Furthermore, the divergence of the above expression is zero, since the divergence
and gradient cancel the inverse Laplacian in the second term. As before, we can
compute the inverse Laplacian of the Gaussian term by exploiting the spherical
symmetry, and we get

ou _ 20 +el) p2yuaren , 20+ ED r o-2IA(14et) g
or 'a 12 0 ’

so using (D.2), we have

R 1 e~ IXPI(ren)
Bgi = [ e
(41)3/2 L (1 + €t)3/2

x 2|X|eflx\2/(4(l+st)) ( Ix| )]]]
a"i[|x|3[ Greniz 2R g )]

APPENDIX E. ANALYSIS OF THE LINEAR EVOLUTION

Let pr(t),ar(t) and @1, (t) be defined at t = 0 by (pr.(t),ar(t), O (t)T =
(po, ag, Wo)T and defined for positive times t > 0 by (2.7) and (2.10). Here,
we show that these functions map time t € [0, o) continuously into L? (n) for
initial conditions in L¥ (n), and that these define differentiable functions of space
and time for t > 0. We also determine bounds on the temporal evolution of the
norms of these terms.

5.1. Smoothness properties.
Proposition E.1.

(@) Let n € Rag, p = 1, and (po, ap, ®)T € WP (n) x LP(n) x L (n).
Then,

(pL(t),ar(t), @ (t)T € C°[[0,00),LP (n) x LP (n) x L& (n)].
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(b) Letn € Ryg and (po,ag, )T € Whi(n) x L' (n) x LL.(n). Then,
(0% pr(t),0%ar, (1), 0%, ()T € C°[(0,00),LF (n) X LP(n) X L5 (n)]

foreveryl < p < 00 and x € N3

Proof. We prove continuity at t = 0 for part (a), then prove part (b), and
the continuity for t > 0 follows from the fact that solutions are differentiable
in time, and that these time derivatives can be written in terms of the spatial
derivatives by virtue of the differential equation that the solutions satisfy. Starting
with @r,, we show continuity at t = 0 by first noting that it sufhices to consider
o which is smooth and has compact support by a density argument, together
with the linearity of the heat operator, Young’s inequality, and the heat estimates
in Proposition 2.3. Standard arguments show that for such @y we have K (t) *
Wy — Wy uniformly as t — 0, and the result follows. For t > 0 one obtains
02Ke(t) * o € LP(n) via Young’s inequality, and the differentiability as a map
into LY follows from the fact that

3K (t + h) — O%K, (1)
n

lim
h-0

- oK =0
LY ()

for all p, together with Young’s inequality.

For pi(t) we start with o, w (t) * K, (t) * po. Again, we can assume po is
smooth and has compact support using Proposition 2.5. For such pg the uniform
convergence of 0w (t) * Ky (£) * pg to pg ast — 0 is immediate from the formula

orw(t) x Ky, (t) * pg = % L - Ky, (t) % po(x +ctz)dS(z)

and from the result for K, (t) * po. The continuity in L? (n) then follows. For
t > 0 the differentiability follows by the same reasoning as above. The proofs for
the smoothness properties of the other terms are similar. O

5.2. Linear evolution decay rates. Let vup, n,p and én,p,u be as defined
in (1.9).
Proposition E.2. Letn € Rsq be given. Suppose

(po, a0, @o)" € () W' (n) x L?(n) x L (n).
1=p<3/2

Ifn > 0, suppose also that ay and o have zero rotal mass. Then,

(E.1a) 188 prL (D)l < CET70r (1 + 1)~ Frputl/2

x sup (llpollwieay + llaollLem)),
1=p=<3/2
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(E.1b) 8% ar ()l < CtTor (1 + t)~bnrw
x sup  (llpollwiray + llaollLem)),
1=p<3/2
(E.1c) 10E@L () Iy < CtTer (1 + 1) Irww
x sup  (lloollppm)),
1=p<3/2

hold for allt € (0,00), 1 <p <00, 0<pu<n, and x € N>

Proof- In the following computations we ignore constant proportionality fac-
tors for simplicity. The proof follows from Young’s inequality, together with the
fact that we can split the weight via (1 + [x[)* < (1+[yD* + (1 + [x —y|)* and
estimate in different L? norms. For the first term in (2.7), this is as follows. For
large times t > 1, we have

lorw * a;lz(Kv * pO”irl(u)

< 0w * ORKy (D) Iy (y) lPollLr + 110w * OFKy (O)llLr [P0l
< (H/2-GA=1p)=lad/2 (] 4 p)I241/2-A=1P) || oo

+ t7(3/2)(171/p)7|o<\/2(1 + t)l/Zf(lfl/P)”pO”il(m

whereas for small times t < 1 we have

l0rw * 0Ky * PO”in(u)
< l10cw * 0Ky (D) l55(y) 1ol + [[0rw * 0Ky (D)l e [P0l 1312
< tu/Z—(ﬁ/z)(Z/a—l/p)—\aI/Z(1 + t)u/2+1/2—(2/3—1/17) Il poll 32

+ t—(3/2)(2/3—1/n)—|a\/2(1 + t)l/z_(2/3_1/’”) ||p0||i3/2(m

forp = % and

lorw * a;lz(Kv * pO”ip(u)
< 0ew * 08Ky (D)1 190 L0 + 130 * DK (01 10l

< I R ol + 7121+ D2 ol

forl<p=< %; hence, these norms blow up at the rate

t— B/ 2/3-1/p)-1al/2

ast - Oforp = %, blow up at the rate t1/Z a5t ~0forl <p < %, and decay

at the rate
tk*(S/Z)(lfl/p)+1/2*|D(\/2
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ast — oo forall 1 < p < oo. For the next term in py,, we find

lw x 05K, * aOHiv(u)

< ‘w*a,‘z‘KV (%) ) ‘KV (%) * dg .
u
o t t
+ ||lw * 05Ky 2 K, 5 * g b
u

< t1+u/2*(3/2)(171/lﬂ)*|0(\/2(1 + t)u/Zf(lfl/]ﬂ)*[nJl/2||a0||i1([nh)

L 1B -lai2 (] 4 p=(-1/p) HKV (E) % o
2

Lt

for large times. For the case p = 0, note that the second term on the righthand
side does not appear since we can use Young’s inequality directly, and if 0 < p < m

then we can use
t

For small times, we have

) < t—(lnh—[uh)/Z||a0||L1(n)_
L' (p)

lw * 05K, * aO”in(u)
< llw * 0x Ky (D) llj5 () l1aollrsrz + lw * 0Ky () s llaollfs2

< 1 =1aD/2=G/D2I3-1/p) (1 4 ) HI2= Q131D || go 1312

4 ¢1mBDCBII2 (1 4 1)~ @BUP) gyl

forp = % and

< llw * 3Ky (1) 111 ollir + 1w * 38Ky (8) s lldoll o

< 1 WeD 2 (1 4 )2 poll e + 12 gl

forl<p=< % The time estimates of the other terms in (2.7), (2.10) are obtained
similarly. Note the weighted estimates in (E.1) are not sharp for @, but instead
match the decay rate of solutions of (1.11). O
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