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Abstract. In this paper, the authors explore different approaches to
animating 3D facial emotions, some of which use manual keyframe ani-
mation and some of which use machine learning. To compare approaches
the authors conducted an experiment consisting of side-by-side compar-
isons of animation clips generated by skeleton, blendshape, audio-driven,
and vision-based capture facial animation techniques. Ninety-five partic-
ipants viewed twenty face animation clips of characters expressing five
distinct emotions (anger, sadness, happiness, fear, neutral), which were
created using the four different facial animation techniques. After view-
ing each clip, the participants were asked to identify the emotions that
the characters appeared to be conveying and rate their naturalness. Find-
ings showed that the naturalness ratings of the happy emotion produced
by the four methods tended to be consistent, whereas the naturalness
ratings of the fear emotion created with skeletal animation were signif-
icantly higher than the other methods. Recognition of sad and neutral
emotions were very low for all methods as compared to the other emo-
tions. Overall, the skeleton approach had significantly higher ratings for
naturalness and higher recognition rate than the other methods.

Keywords: Facial Animation -+ Emotion Recognition + Animation
Perception - Affective Animated Agents

1 Introduction

In computer graphics, the ability to represent the human face and animate the
nuances of facial emotions remains a serious challenge. Computer facial anima-
tion has become more and more important, as affective animated agents capable
of expressing believable facial emotions are increasingly being used in many areas
and industries, such as games, film, medicine, education, social media and more.
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Current 3D facial animation creation approaches can be divided into three
categories, namely traditional keyframe animation, machine-learning based auto-
facial-animation, and performance facial animation. Facial animation techniques
have been discussed extensively in the existing literature [12,16], but most of the
published works primarily talk about concept and theory. To date, there is not
enough research that compares outputs generated by different facial animation
methods with the goal of providing guidelines for animation researchers and
practitioners. The work reported in the paper aimed to fill this research gap. It
compared current facial animation methods to examine the differences in people
perception of the facial emotions generated by each method. In particular, the
work reported in the paper sought to answer the following research questions:

1. Ry: Which of the four facial animation methods (Skeleton, Blendshape,
Audio-Driven or Visual-Driven) creates the most natural and clearly rec-
ognizable facial emotion animations as perceived by participants?

2. Rg: Are there any differences in perceived emotion naturalness based on par-
ticipants’ gender?

3. Rg3: Are there any differences in perceived emotion naturalness based on par-
ticipants’ animation experience?

4. Ry: Are there any differences in perceived naturalness based on emotion type?

2 Related Work

2.1 Keyframe Skeleton Facial Animation

The principle behind key-frame or key-pose animation is that the intended facial
expressions are specified at different key points in time (e.g., the keyframes) and
the frames in between these key frames are generated by a computer algorithm.
According to [14], the intermediate forms of the surface are achieved by inter-
polating each vertex between its two extreme positions. Parke [15] was the first
person to demonstrate the use of this approach to produce viable facial anima-
tion. From an animator’s perspective, facial animation can be thought of as the
manipulation of the facial rig over time. The rig includes the facial skeleton, the
animation controls for the facial model, and the animator’s interface to those
controls [24]. For example, Hanrahan and Sturman’s system [6] is an early exam-
ple. The goal is to manipulate the rig to create geometric data describing the face
in at least two different expressions at two different key points in time. Then,
as a function of time, a single control parameter, the interpolation coefficient, is
employed to alter the face from one expression to the other and hence generate
the facial animation [14].

Keyframe skeleton facial animation has some limitations. First, the amount
and variety of expression poses are directly proportional to the range of expres-
sion control offered by the facial skeletal rig. Second, key-frame animation
necessitates a thorough geometry specification for each key facial expression,
which is a time-consuming task that requires high level of expertise and artistic
talent [14].
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2.2 Morph Target or BlendShape Facial Animation

In blendshape animation, the “morph target” (also called blendshape) is a
deformed version of a “base” shape. When applied to the human face, the face
is first modeled with a neutral expression and a “target deformation” is then
created (e.g. a raised eyebrow). When the face is being animated, the animator
can smoothly morph (or “blend”) between the base shape and one or several
morph targets, which represent different facial articulations. More specifically,
the neutral (base) facial mesh is blended with, or summed linearly with topolog-
ically conforming shape primitives of target faces that reflect user-defined facial
articulations. In other words, blendshape animation linearly combines over time
a set of artist-created facial expressions.

Although the blendshape approach is conceptually straightforward, creating
a blendshape face model is a time-consuming task which requires expertise in
sculpting and 3D modeling. For example, hundreds of facial blendshape targets
may be required to create a facial blend shape model for professional animation
[11]. If the model topology needs to be altered, all morph targets must be recre-
ated [16]. Further, the quality of the final animation produced with blendshapes
depends to a great extent on the talent of the artist that models the morph
targets.

2.3 Machine Learning Face Animation Approaches

There are two popular machine learning methods for creating facial animation:
audio-driven facial animation, and computer vision based facial animation. One
of the most difficult aspects of machine learning is describing the learning task.
Tasks such as finding appropriate inputs and defining the form of outputs and
training set directly affect the outcome. However, machine learning methods can
speed up content creation significantly compared to manual methods.

Audio-Driven Facial Animation. The goal of audio-driven facial animation
is to automatically generate production quality facial animation given only audio
(speech) as input. Various methods for synthesizing a face model based on spoken
recordings [4,19,29] have been developed. Hidden Markov Models (HMMs) were
utilized in early studies on talking heads [26,27].

Nowadays, deep neural networks (DNNs) have been used to improve speech
synthesis and facial animation [10,22,30]. The advantage of DNNs is that they
can learn extremely nonlinear input-output mappings, while traditional methods
were completely linear. The deformation of the human face is very nonlinear, and
it is widely recognized that a simple mixing of static expressions frequently pro-
duces unacceptable results. Long short-term memory recurrent neural networks
(LSTM-RNN) were used by Suwajanakorn [21] to learn photorealistic speech
animation, which exhibited some moderate improvement over HMMs.

Nvidia’s Audio2Face is a fairly recent successful Audio-Driven Facial Anima-
tion 3D software tool. The architecture of the Audio2Face deep neural network
consists of three conceptual parts. The network starts with a formant analysis
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network, which extracts raw formant information and outputs abstract, time-
varying features related to facial animation such as intonation, emphasis, and
specific phonemes. Next, the articulation network outputs abstract features rep-
resenting the desired facial pose. The third network system, output network,
produces the final 3D position of the control vertices in the facial mesh. The
software allows for creating characters that not only speak but also convey dif-
ferent facial expressions.

Visual-Driven Facial Animation. Most production pipelines now include
vision-based performance capture. In facial puppetry the performance of a real
actor is captured and transfered (retargeted) to a 3D virtual character. Vision-
based performance capture facial animation uses a variety of techniques for gen-
erating the 3D facial model and the animation data and for retargeting such data
to a character. 2D Face Alignment and 3D Face Reconstruction are often used
to generate the 3D facial model. Convolutional neural networks are commonly
used in 2D face alignment and 3D face reconstruction to learn 3D morphable
model (3DMM) parameters from 2D face photos. Face alignment, which seeks to
identify a specific 2D fiducial point [13,31,33] is often employed as a requirement
for other facial tasks, including face recognition, and greatly aids 3D face recon-
struction [7,35]. However, studies have discovered that 2D alignment has trouble
coping with hug poses or occlusion [8,32]. Therefore, some studies of regressing
3DMM parameters using CNNs and fitting 3DMM to 2D pictures have recently
gained popularity in reconstructing the corresponding 3D information from a
single 2D facial image [9,18,34].

After the 3D face mesh has been reconstructed, facial retargeting methods are
used for generating the facial animation. Expressions can be cloned by mapping
dense motion fields between the actor and the target rig or by using semantically
significant animation parameters. Parameter-based approaches transfer param-
eters directly from source to destination. The approaches either assume that the
source and destination models have the same repression basis [2,3,25,28] or train
a linear subspace between them to compensate for global shape changes during
transfer [20,23].

2.4 Perception of Facial Expressions

Ongoing research suggests that the human vision system has dedicated mech-
anisms to perceive facial expressions [17] and categorizes facial perception into
three types: holistic, componential and configural perception. Holistic percep-
tion models the face as a single unit whose parts cannot be isolated. Componen-
tial perception assumes that the human vision system processes different facial
features individually. Configural perception models the spatial relations among
different facial components (e.g. left eye-right eye, mouth-nose). It is possible
that we use all these models when we perceive facial expressions [1]. Ekman and
Friesen [5] suggest that there are three types of signals produced by the face:
Static, Slow and Rapid. The static signals are the permanent or semi-permanent
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aspects of the face such as skin pigmentation, shape, bone structure. The slow
signals include facial changes that occur gradually over time, such as perma-
nent wrinkles, changes in muscle tone, skin texture, and even skin coloration.
The rapid signals are the temporary changes in facial appearance caused by the
movement of facial muscles. The rapid signals are what the majority of people
consider when thinking of emotion, for instance, the physical movement of the
face to a smile or a frown. All three of these signals play an important role in how
a viewer perceives the facial emotion of another being or character. In our study
we are concerned with how the rapid signals of the face (e.g. facial animation)
affect perception of emotions, as in our experiment the static and slow signals
(the character models) were kept the same for each animation method.

3 Framework and Methodology

The study reported in the paper aimed to examine the effects of four facial ani-
mation methods on people perception of animated agents facial emotions. The
audio-driven and the visual-driven facial animations were generated automati-
cally by software tools with machine learning algorithms, whereas the skeleton
and blendshape animations were created by a skilled 3D animator who used
commercially available facial rigs. The study used a within-subject design and
collected quantitative data. The main hypotheses of the study were the following;:

Hypothesis Hy;: All four types of facial animations will receive the same nat-
uralness rating and same recognition rate for each of the five emotions.
Hypothesis Hii: At least one type of facial animation will receive different
emotion recognition rate and different naturalness rating for one or several of
the five emotions, implying that participants perceive facial emotions differently
depending on the method used to create the facial animations, and that certain
methods create facial emotions that are easier to recognize than others and that
are perceived as more natural than others.

Hypothesis Hyy: There will be no differences in emotion naturalness rating
based on participants’ gender.

Hypothesis Hy5: There will be differences in emotion naturalness rating based
on participants’ gender.

Hypothesis Hys: There will be no differences in emotion naturalness rating
based on participants’ animation experience.

Hypothesis Hi3 There will be differences in emotion naturalness rating based
on participants’ animation experience.

Hypothesis Hygs: There will be no differences in emotion naturalness rating and
recognition rate based on emotion type.

Hypothesis Hy4: There will be differences in emotion naturalness rating and
recognition rate based on emotion type.

The study had one categorical independent variable (e.g., the facial anima-
tion creation method) with four levels (e.g., skeleton, blendshape, audio-driven
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method, and visual-driven method). Fach method was used to create four dis-
tinct animated emotions and one state of no emotion: anger, fear, sad, happy and
neutral. The experiment included two dependent variables: emotion naturalness
rating and emotion recognition. The naturalness rating used a 5-point Likert
scale: 1-Very unnatural, 2-Unnatural, 3-Moderate, 4-Natural, 5-Very natural.
Emotion Recognition was designed as a multiple-choice question.

3.1 Study Materials

Software Tools, 3D Facial Models and Animation References. AutoDesk
MAYA! software was used to implement the skeleton and blendshape face anima-
tions. The audio-driven facial animations were created using Nvidia Audio2Face?
software. The Visual-driven facial animations were created by Faceit® (Blender
Plug-in) with Mocapx®. The blendshape and skeleton animations were created
by a skilled animator from Purdue Computer Graphics Technology department.
The 3D male and female facial models (Fig. 1) that all methods used were gen-
erated by Autodesk Character Generator® and had pre-made blendshape and
skeleton rigs. In order to have real human emotions, reference videos were col-
lected from acting students (one male and one female) from Purdue Theatre
Department.

Fig. 1. Character Models

Stimuli. T'wenty facial animation clips® demonstrating different types of emo-
tion were presented to participants. Each video clip had a length of 10s and a
frame rate of 24fps. The virtual characters in the clips spoke the sentence “What
this book says” in four basic emotions and one state of no emotion and had cor-
responding facial expressions of those five states: anger, happy, fear, sad, and
neutral. The clips were muted to prevent participants form recognizing the emo-
tions from the tone of voice. Figure 2 illustrates the entire process of generating
the stimuli animations.

! https://www.autodesk.com.

2 https://www.nvidia.com/en-us/omniverse/apps,/audio2face/.

3 https://blendermarket.com/products/faceit.

4 https://www.mocapx.com/.

® https://charactergenerator.autodesk.com/.

5 https://www.youtube.com/watch?v=4awHbEVvcjM&list=PL637gQB3PR-
rtQUUe-AeNDRRSiZ08abil&index=12.
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Fig. 2. Stimuli Generation

Participants. Ninety-eight participants were recruited through personal rela-
tionships, email notifications to Purdue University Computer Graphics Depart-
ment and Prolific’, an online platform for recruiting subjects.

Evaluation Instrument and Study Procedure. Participants were sent a
link to an online survey which was hosted on Qualtrics®, a web survey plat-
form. The survey had two main sections. The first section had two components:
detailed experimental instructions and IRB consent form and a set of demo-
graphics questions. The second section included 20 animation clips that were
randomly presented to the subjects. Participants were asked to watch each clip,
rate the naturalness of the character facial emotion on a 5-point Likert scale and
identify the emotion by selecting it from 5 emotion choices.

4 Data Collection and Analysis

4.1 Pilot Study

Sample Size Calculation. ANOVA’s power and sample size analysis was con-
ducted to determine the appropriate sample size for the study. Power was set to
0.8 and significance level to 0.05. The Visual-Driven animation set had a mean
score of 2.832 and standard deviation of 0.713. The Audio-Driven set had a mean
score of 2.621 and a standard deviation of 0.700. The Skeleton set had a mean
score of 3.074 and a standard deviation of 0.8072. The Blendshape set had a
mean score of 2.763 and standard deviation of 0.927. The standard deviation

" https://www.prolific.co/.
8 https://purdue.cal.qualtrics.com/jfe/form/SV_77iAhuvDxAikaSG.
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was set to the combined standard deviation of four groups, which was 0.8011.
Results of overall F test for one-way ANOVA (Fig. 3) show that the total sample
size of the study is around 344 or 86 per group, if the study has a power of 90%.

The POWER Procedure
Overall F Test for One-Way ANOVA

Fixed Scenario Elements

Method Exact
Alpha 0.05
Group Means 2.8326213.074 2.763
Standard Deviation 0.8011
Group Weights 1111
Nominal Power 09

Computed N Total
Actual Power N Total

0.901 344

Fig. 3. Sample Size and Power Analysis

4.2 Main Study

Data Collection and Validation Checking. The study collected 98
responses. Most people completed the survey in 10-15 min; responses with a
survey completion time lower than five minutes were discarded. Three responses
had very short completion time and were not considered in the analysis. Ninety-
five responses were used for analysis (power a of 94.5%). Twenty-nine responses
were collected from Purdue and personal relationships, 64 responses were col-
lected from Prolific. Each sample had 20 rating scores for four facial animation
methods by five emotions. The naturalness ratings for five emotions of the four
different methods were normally distributed.

Demographic Data. The survey collected participants’ gender and animation
experience. Twenty-five subjects were males, 69 were females, and one ‘other’.
Among 94 females and males, 24 had low animation experience, 68 had no prior
animation experience, and two had high animation experience. Among 25 males,
two had high animation experience, seven had low animation experience, and 16
had no prior experience. Among 69 females, 17 had low animation experience,
and 52 had no prior experience.
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4.3 Analysis of Perceived Naturalness of Facial Animations
by Emotion

One-way ANOVA was used as the analysis approach to see whether there
were statistically significant differences in naturalness ratings between skele-
ton, blendshape, visual-driven, and audio-driven facial animations. As shown
in Tablel, anger emotion had P = 0.0007,F = 5.79, fear emotion had
P < 0.0001, F = 9.90, happy emotion had P = 0.0248, F' = 3.16, sad emo-
tion had P = 0.0081, F = 3.99, and neutral emotion had P < 0.0001, F = 19.19,
so statistically significant differences existed between the four facial animation
methods across all emotions (P < 0.05). The study rejected the null hypothesis
that all four types of facial animation would receive the same naturalness ratings.
Happy had the highest P value. Although the P-value is lower than 0.05, happy
P-value was the closest to 0.05, indicating that the naturalness scores of happy
emotions produced by the four methods tended to be consistent. The neutral
emotion had the highest F value and the fear emotion was the second highest,
hence there is a significant difference between naturalness ratings of both neutral
and sad emotions created by the four facial animation methods.

Table 1. ANOVA table of 5 emotions

Emotions Anger Fear Happy Sad | Neutral
DF (model) 3 3 3 3 3

DF (Error) 376 376 376 376 376

DF (Corrected Total) 379 379 379 379 379
Sum of Squares (Model) 19.589 | 33.713 | 10.863 | 12.534 | 61.968
Sum of Squares (Error) 424.316 | 426.695 | 431.095 | 393.937 | 404.632
Sum of Squares (Corrected Total) | 443.905 | 460.408 | 441.958 | 406.471 | 466.589
Mean Square (Model) 6.530 | 11.238 | 3.621 | 4.178 | 20.653
Mean Square (Error) 1.128 1.135 1.147 1.048 1.076
F value 5.79 9.90 3.16 3.99 19.19
P value 0.0007 | <0.0001| 0.0248 | 0.0081 | <0.0001
R-Square 0.0441 | 0.073 | 0.0246 | 0.031 | 0.133

Root MSE 1.062 1.065 1.071 1.024 1.037

Mean 2.616 2.461 2.411 2.818 2.905

The box-plots in Fig. 4? show the distribution of naturalness ratings by ani-
mation method. Most naturalness ratings of the audio-driven method were two
or three points for all five emotions except for the neutral emotion, which ranged
from one to three points. For anger, the majority of naturalness ratings for the

9 https://github.com/weimingzhul01/A-Comparative-Study-of- Four-3D-Facial-
Animation-Methods/blob/main/Fig4.png.
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visual-driven method were lower than those of the audio-driven method, which
was one to three points and had a median of two points. Blendshape and skeleton
received relatively higher scores than the other two approaches. Most blendshape
ratings fell in the range of one - three on fear and happy, and in the range of two
- four on neutral, sad, and anger. The score distribution of the skeleton method
in all emotions was in the range two - four, hence the skeleton facial animations
were perceived as more natural than the animation produced with the other
methods.

The ANOVA test yielded an overall significant difference. However, in order
to identify which two groups were significantly different from each other, Tukey’s
Honest Significant Difference Test was implemented (see Fig. 5'). For the anger
emotion, audio-driven and visual-driven naturalness ratings were statistically
indistinguishable. The naturalness ratings for the pairs (‘skeleton’; ‘blendshape’),
(‘skeleton’, ‘audio-driven’), and (‘blendshape’, ‘audio’) were not significantly dif-
ferent from each other. For the fear emotion, the naturalness rating of the skele-
ton method was statistically different (higher)from all other methods. The other
pairs were not significantly different from each other. For the happiness emo-
tion, all six pairs were not significantly different from each other. For the sad-
ness emotion, the naturalness ratings of the pairs (‘skeleton’, ‘audio-driven’) and
(‘skeleton’, ‘visual-driven’) were statistically different. For the neutral emotion,
skeleton and visual-driven was the only pair for which the ratings of naturalness
were not significantly different.

Analysis of Emotion Recognition. Results of a Chi-Square Test (shown in
Fig. 6'1) show that the recognition rates for the five different emotions created
by the four methods differed significantly. For all five emotions the P value was
lower than 0.05.

As shown in Fig. 7 (See footnote 11), the recognition rate for most emotions
created by the skeleton facial animation method was higher than 55%, except for
the neutral emotion which was 47.37%. Although the audio-driven facial anima-
tion method performed poorly on fear recognition, anger recognition, and happy
recognition, it did rather well on neutral recognition and sad recognition com-
pared to the other three approaches. The visual-driven method had the lowest
recognition rate for the fear emotion. If we set 65% as an acceptable emotion
recognition rate, then we can state that fear and anger emotions produced by the
skeleton and blendshape methods can be recognized by people. The happy emo-
tion created by the skeleton, visual-driven, and blendshape methods can also be
recognized by people. Only the sad emotion created by the audio-driven method
can be recognized.

10 https://github.com/weimingzhul01/A-Comparative-Study-of-Four-3D-Facial-
Animation-Methods/blob/main/Figh.png.

" https://github.com/weimingzhul01/A-Comparative-Study-of- Four-3D-Facial-
Animation-Methods/blob/main/Fig6-7.png.
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Analysis of Gender. The study also explored whether there were differences in
naturalness ratings based on participants’ gender. A t-test was used to analyze
the differences. Results (Tables2, 3, 4 and 5) showed that all genders rated
similarly for naturalness across all five emotions created by the four methods
(all four methods’ P values > 0.05), hence null hypothesis H02 could not be
rejected.

Analysis of Animation Experience. The study collected the level of anima-
tion experience of the participants. Three levels were collected: no prior anima-
tion experience, low animation experience, and high animation experience. Since
there were only two people who had high animation experience, the study could
not provide meaningful insights on this group and the two subjects with high
experience were removed from the data analysis. However, the study was able to
compare naturalness ratings between people who had no animation experience
and people who had some animation experience. T-tests were used to analyze
the differences between them.

Results of the t-tests are reported in tables 6-9'2. For the visual-driven and
skeleton methods there were no significant differences between the two groups
(P > 0.05). For the audio-driven method, the participants with no animation
experience gave significantly lower naturalness ratings than the participants with
low experience, (t = —2.12, P = 0.035). For the blendshape method, the partic-
ipants with no animation experience gave significantly lower naturalness ratings
than the participants with low animation experience, (t = —3.76, P < 0.001).

Table 2. Audio-Driven Method: Gender Differences in Naturalness Ratings

Gender | N | Mean |Std Dev
Male |125| 2.4240 | 0.9181
Female | 345 | 2.4754 | 0.9884
Diff(1-2)| 0 |-0.0514 0.9703

Method Variances| DF |t Value | P > |¢|
Pooled Equal 468 -0.51 | 0.6123
Satterthwaite | Unequal |235.05| -0.52 | 0.6002

12 https://github.com/weimingzhul01/A-Comparative-Study-of- Four-3D-Facial-
Animation- Methods.
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Table 3. Visual-Driven Method: Gender Differences in Naturalness Ratings

Gender | N | Mean | Std Dev
Male |125]2.6960| 1.1861

Female |345|2.5768 | 1.0813

Diff(1-2) | 0 |0.1192| 1.1100

Method | Variances| DF |t Value| P > |t|
Pooled Equal 468 1.03 | 0.3042
Satterthwaite | Unequal |203.28 | 0.98 | 0.3258

Table 4. SKeleton Method: Gender Differences in Naturalness Ratings

Gender | N | Mean | Std Dev
Male |125/2.9840| 0.9502
Female |345]2.9652| 1.1407
Diff(1-2) | 0 |0.0188 | 1.0934

Method | Variances| DF |t Value|P > |¢|
Pooled Equal 468 0.16 | 0.8694
Satterthwaite | Unequal |261.57| 0.18 | 0.8580

Table 5. Blenshape Method: Gender Differences in Naturalness Ratings

Gender | N | Mean |Std Dev
Male | 125 2.4720 | 1.0669
Female |345| 2.5855 | 1.1735
Diff(1-2) | 0 |-0.1135| 1.1462

Method | Variances| DF |t Value|P > |¢|
Pooled Equal 468 -0.95 | 0.3433
Satterthwaite | Unequal |261.57 | -0.99 | 0.3223

5 Discussion and Conclusion

The statistical data analysis provided significant evidence to reject the main null
hypothesis (Hp;) that Audio-Driven, Visual-Driven, Skeleton, and Blendshape
facial animations would have the same naturalness ratings and recognition rate.
For the happy emotion, although there were differences in naturalness ratings
among the four methods, the P-value was close to 0.05, indicating that the
naturalness scores of happy emotions produced by the four methods tended to
be consistent. The naturalness ratings of the four methods for fear and neutral
expressions varied greatly. It was found that the facial animations generated by
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the skeleton method received significantly higher naturalness ratings across all
five expressions.

In regard to emotion recognition, the skeleton method had the overall highest
recognition rate across all five emotions. The blendshape was second, the visual-
driven method was third, and the audio-driven was fourth. Hence, the results
suggest that artist-created animated facial emotions can be recognized more
accurately than the computer-generated ones. The sad and neutral emotions
made by all methods were not easy to recognize compared to the other three
emotions.

Further, the study found that men and women had similar perceptions of
the naturalness of the animation. People with no animation experience tended
to give lower naturalness scores than those with a little animation experience.

The study had some limitations, which could be addressed in future work.
First, the study used a personal consumer level visual-driven method, which
might not be the best among currently available visual-driven approaches. For
instance, tools such as Live Link'® with Unreal Engine'* or Live Face with
iClone'® could produce better quality animations but they need a very specific
3D facial model which is very time-consuming to create. Second, the study uti-
lized only two characters and it is possible that the findings are in part dependent
on the intrinsic design and rig characteristics of the 3D models. In future studies,
it would be interesting to examine whether the findings of our experiment hold
true for characters with different design features and visual styles. Third, the
keyframe facial animations were created by one animator and their quality is
largely dependent on the animator’s skills. Future studies should include facial
animations produced by different animators with different sets of skills. Finally,
the next version of the audio-driven facial animation creation tool, Audio2face, is
expected to make a substantial improvement on emotion representation. Future
research should continue to monitor and analyze the state of art of audio-driven
methods and continue to perform comparative studies similar to the one reported
in the paper.

The findings of the study have direct practical implications for character
artists and media content designers, as they can help them make more informed
animation decisions. The overall goal of our research is to develop an empiri-
cally grounded research base that will guide the design and animation of life-like
affective animated agents that can be used in a variety of areas, including STEM
education. Toward this goal, we will continue to conduct research studies to iden-
tify modeling an animation techniques that are the most effective at producing
affective animated agents that express believable emotions.
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13 https://docs.unrealengine.com/5.0/en-US/live-link-in-unreal-engine, .
1 https://www.unrealengine.com.
15 https://www.reallusion.com /iclone.
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