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Abstract

Differentiable Search Index is a recently pro-
posed paradigm for document retrieval, that en-
codes information about a corpus of documents
within the parameters of a neural network and di-
rectly maps queries to corresponding documents.
These models have achieved state-of-the-art per-
formances for document retrieval across many
benchmarks. These kinds of models have a sig-
nificant limitation: it is not easy to add new
documents after a model is trained. We pro-
pose IncDSI, a method to add documents in real
time (about 20-50ms per document), without re-
training the model on the entire dataset (or even
parts thereof). Instead we formulate the addi-
tion of documents as a constrained optimization
problem that makes minimal changes to the net-
work parameters. Although orders of magni-
tude faster, our approach is competitive with re-
training the model on the whole dataset and en-
ables the development of document retrieval sys-
tems that can be updated with new information
in real-time. Our code for IncDSI is available at
https://github.com/varshakishore/IncDSI.

1. Introduction

Information retrieval (IR) systems map user queries, often
expressed in natural language, to relevant documents. They
are the core technology underlying search engines, and are
only becoming more critical as the information available to
users grows in complexity and volume. Current retrieval
methods largely align with one of two paradigms. The dual
encoder methods train separate encoders for queries and

documents that map the two into a shared embedding space.

The training loss encourages that queries are closest to their
respective target documents (Karpukhin et al., 2020; Xiong
et al., 2020) and one can perform retrieval by conducting
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a nearest neighbor search given the query and document
embeddings. The other paradigm that is gaining significant
interest recently is differentiable search indexing (DSI; Tay
et al., 2022), in which all information about a collection of
documents is encoded in the parameters of a neural network
model. Given a query, the model directly returns the ID of
the relevant document, either via classification over all IDs
or by generating the ID with a decoder.

The two paradigms are quite different and have complemen-
tary advantages. It is straightforward to add new documents
to dual encoder systems by mapping them into the joined
space using the trained document encoder and including the
resulting embedding vectors in the nearest neighbor search.
DSI systems, on the other hand, shine in offering higher
flexibility to learn the retrieval encoding of a document.
Here, documents are not encoded through a shared encoder,
but instead their implicit representation (i.e., within the net-
work parameters) is induced during training. DSI methods
are also relatively simple, consisting of a single unified
model instead of different encoders and search procedures;
DSI models perform retrieval with a single forward pass.
However, DSI systems are harder to extend to new docu-
ments. Naively training the model with new document risks
catastrophic forgetting of existing documents (McCloskey
& Cohen, 1989; Toneva et al., 2018; Mehta et al., 2022) and
retraining on old and new data on a regular basis is costly.

Most search engines retrieve documents from dynamic cor-
pora that can grow over time. Consider a search engine for
arXiv papers or social media, for instance. As new docu-
ments are uploaded, they should become available as soon
as possible—ideally in real time. Figure 1 illustrates the
setting where a document retrieval model is first trained
on an initial set of documents, after which new documents
arrive and must be incorporated into the document index as
soon as possible. Although a DSI system can be retrained
periodically, its extension to the real-time setting has so far
remained an open problem.

We develop IncDSI, an approach that allows for rapidly
adding new documents to a trained DSI model, while pre-
serving the unmatched flexibility and performance of such
models. Although in DSI the retrieval process happens
inside the neural network, it is possible to formulate a con-
strained optimization problem that allows us to update and
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Figure 1. Overview of our proposed setting. IncDSI can index incoming documents immediately and begin serving them to users.

extend the number of document classes without retraining.

Our approach leverages the fact that DSI networks have two
main components: an encoder and a linear classification
layer. The encoder embeds the queries and documents in a
joint representation space, and the classification layer can
be viewed as a matrix where each row corresponds to a
document vector. Performing classification by finding the
document vector that has maximal inner product with an
embedded query is effectively a nearest neighbor search of
the query and the document vectors. This is akin to the dual
encoder setup, the main difference being that the document
class embeddings (i.e. the document vectors) are not the
output of a document encoder, but are instead independently
learned. This independence allows us to formulate adding a
new document as a constrained optimization problem that
aims to find the optimal document vector for a new docu-
ment. The independence also guarantees that this process
does not modify any other existing document vectors and
does not require broader updates to the query encoder.

We evaluate our approach by incrementally adding up to
10k documents to a trained retrieval model, evaluating both
retrieval performance and the speed of adding documents.
Compared to retraining the model with the new documents,
IncDSI retains retrieval performance on old documents
while simultaneously achieving comparable performance
on the new documents. It also has a significant advantage:
IncDSI is extremely fast, and only requires about 50 mil-
liseconds to add a new document. Our code for IncDSI is
available at https://github.com/varshakishore/IncDSI.

2. Related work

Sparse and Dense retrieval methods. Document re-
trieval comprises of two main tasks- 1) Indexing, during

which document representations are learned and 2) re-
trieval, during which the right document is found for a
given query. Early approaches made use of sparse docu-
ment and query representations due to their simplicity and
effectiveness (Blanco & Lioma, 2012; Rousseau & Vazir-
giannis, 2013; Zheng & Callan, 2015; Guo et al., 2016;
Robertson et al., 1995). However, these methods often fail
to capture rich semantic connections between documents
and queries. Dense retrieval methods leverage the power of
neural networks to learn dense representations of documents
and queries in low dimensional space. The most common
dense retrieval methods use biencoders to learn to encode
documents and queries such that the queries are close to
their corresponding documents. During retrieval, for any
given query, documents are retrieved by using Approximate
Nearest Neighbor (ANN) search (Xiong et al., 2020; De-
hghani et al., 2017). Karpukhin et al. (2020) present DPR,
which is a BERT-based biencoder, trained using contrastive
loss with in-batch negatives. Improving upon this work,
many others explore efficient negative sampling strategies
to improve the contrastive loss performance (Xiong et al.,
2020; Gao et al., 2021). ANCE (Xiong et al., 2020) is
trained with two simultaneous processes—the first refreshes
the document and query embeddings periodically and the
second uses the latest embeddings to find hard negatives.
Cross encoders, another class of dense retrieval methods,
encode queries and documents together, in order to better
model the interaction between them (Nogueira et al., 2019b;
Qu et al., 2020; Khattab & Zaharia, 2020; Luan et al., 2021).

End-to-end Retrieval. In contrast with dense dual-
encoder based retrieval approaches, which perform indexing
and retrieval in two separate stages, DSI (Tay et al., 2022)
aims to combine the two stages in an end-to-end manner.
For indexing, a nerual network with parameters 6 is trained
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to map document text to corresponding document identi-
fiers (docids). For retrieval, the neural network is trained to
map user queries to docids. These two tasks are simultane-
ously learned. Document ids can either be auto-regressively
generated (string ids) or produced by a dot product with a
classification layer (atomic ids). Unlike parametric dense-
retrieval methods, DSI is non-parametric and document
specific parameters are learned.

Many other methods build on DSI and use other techniques
to further improve the model performance. Wang et al.
(2022) use generated queries and a novel auto-regressive
decoder architecture to improve the DSI performance. They
prepend each digit in the docid with a position number and
propose a Prefix-Aware Weight Adaptive decoder. Zhou
et al. (2022) use keyword based and semantic based docids
to index the documents.

Query Generation in document retrieval. Recent work
has shown that using queries from a query generation model,
in addition to the first few tokens of a document, to obtain
its representations improves the results for document re-
trieval. This is because in traditional retrieval there is a
mismatch between the two objectives of indexing and re-
trieval. Zhuang et al. (2022) show that performing indexing
with generated queries significantly improves retrieval re-
sults. Similarly, Wang et al. (2022) also show that using
generated queries boosts the performance of neural corpus
indexer (NCI), which is a sequence to sequence retrieval
and is explained in the paragraph above. Bonifacio et al.
(2022) consider settings where queries are not available for
training retrieval models. They show that generated queries
are not only useful for indexing but are also useful for re-
trieval when human queries are unavailable; in these settings
they can be used in place of human queries. Bonifacio et al.
(2022) prompt a large language model with a few document-
query pairs to generate additional synthetic queries, which
are then used to train information retrieval systems.

Preventing forgetting. One of the biggest challenges in
continual learning is catastrophic forgetting (Parisi et al.,
2019), a phenomenon in which old data is forgotten as a
model is trained on new data. Alleviating forgetting is an
active research area (Kirkpatrick et al., 2017; Riemer et al.,
2018; Lee et al., 2017), in which memory-based approaches
are popular (Hayes et al., 2019; Isele & Cosgun, 2018;
Lopez-Paz & Ranzato, 2017; Chaudhry et al., 2018; Rol-
nick et al., 2019; Aljundi et al., 2018). Chaudhry et al.
(2019) shows that repeating even a small part of old train-
ing data while the model is trained on new data can reduce
forgetting to some extent. This technique is also applied
in Mehta et al. (2022) where they use both generated and
natural queries from old documents while training on new
documents. Apart from using generated queries, they also

apply Sharpness-Aware Minimization (Foret et al., 2020)
in their training objective to optimize for a flatter loss basin
instead of a minimal but potentially sharp loss. This method
is shown to help alleviate forgetting (Foret et al., 2020).

3. Problem Setup and Notation

We aim to have an up-to-date real time retrieval model that
can be quickly and efficiently updated with information
from new documents. At any given time both queries from
old and new documents must correctly be mapped to their
corresponding documents. This streaming setting is pictori-
ally shown in Figure 1.

Our method, IncDSI, broadly has two different stages. In
the first stage, a document retrieval model M 0 is trained on
an initial set of of documents D° = {d;,--- ,d,}. Each
of these documents has some number of associated queries
that are used in training and we denote q; ; to be the i"
query associated with document j. These queries can either
be user queries or queries from a query generation model;
both are used in the same manner in our method.

In the second stage, additional documents become available
in a streaming fashion. As each new document becomes
available, the retrieval model is updated to include it. We
denote the new documents as D' = {d,11,dp2,- - + and
use M? to refer to the updated model after ¢ new documents
have been added. Like with the initial documents, we also
have some variable number of queries {q1 nt, Q2+, - -
corresponding to each new document d,, ;.

4. IncDSI

Before we introduce the constrained optimization problem
used to obtain model M?, we first introduce how the initial
model M? is trained on the inital document corpus D°.

4.1. Document Retrieval Model

Our initial document retrieval architecture is a modified ver-
sion of the DSI model (Tay et al., 2022). As introduced
in Section 2, DSI is a new end-to-end paradigm for docu-
ment retrieval in which a single model is trained to directly
produce the corresponding document id (docid) for a given
query. DSI makes use of a T5 model backbone that is trained
with either a language model head to autoregressively gener-
ate docids as strings or a classification layer to output atomic
docids (atomic docids are arbitrary unique docids that are
assigned to each document). We focus on the setup of a
DSI model with a classification layer, as prior work (Mehta
et al., 2022) has shown that this approach is less prone to
forgetting when compared to autoregressive methods. The
atomic DSI network is trained with cross entropy loss to
both index the documents and train the retrieval model. For



IncDSI: Incrementally Updatable Document Retrieval

. "'/ WIKIPEDIA | = = = = e e e = i % WIKIPEDIA
Embeddings from the Wy mekcnodopen ] | ) mereeEneyopeda
Queries for a new Document trained BERT Encoder Star Wars : . pood Hyperspace
ql: How many star wars » 1 g !
movies are there? ‘3/\\ } 2o
: ; —X ! % WIKIPEDIA
g2: What is the first star I al 1 o) e FreeEncyclopedia
wars movie? I | . |Space Travel
I . y| ‘
- WIKIPEDIA I ' ) N
X L 3/ TheFreeEncyclopedia Embeddlng SpaC 1
@ New document embedding (optimized) Star Trek o

X New queries embeddings (output of BERT)

Initial document embeddings (learned and fixed)

2% WIKIPEDIA

\ L¥ u ‘The Free Encyclopedia
47 WAKIPEDIA | Interstellar
= y ‘The Free Encyclopedia 1

Films

Figure 2. An illustration of the process of adding a new document (shown in purple) with its associated queries. The queries are embedded
using the encoder trained on initial documents. A single document vector is optimized to be closer to the query embeddings (all other

document vectors are fixed).

indexing, the model is trained to map the first 32 tokens of
a document to its corresponding docid, and for retrieval, it
is trained to map user queries to corresponding docids. We
make two main changes to the DSI as explained below.

For indexing, instead of using the first 32 tokens as docu-
ment representation, we use an off-the-shelf query genera-
tion model like docTTTTTquery (Nogueira et al., 2019a) to
generate queries for every document, and train the model to
map the generated queries to corresponding docids. Prior
work (Wang et al., 2022; Zhuang et al., 2022) has demon-
strated that using generated queries to index models yields
better performance because it reduces the train-test gap be-
tween using extracted document text during training and
user queries during test time. Wang et al. (2022) obtain
results by using both generated queries and first few docu-
ment tokens. Our experiments suggest that using document
tokens provide only minor benefits, so for simplicity we
only use the generated queries to index the documents. We
present these experiments in Appendix B.

Since we are not using performing autoregressive decoding,
we replace the TS backbone (an encoder-decoder model)
in DSI with a BERT backbone (an encoder model). Addi-
tionally, most dual encoder based methods are built using
pre-trained BERT models (Karpukhin et al., 2020; Xiong
et al., 2020) and thus we can compare apples to apples by
using a BERT. That said our method is invariant with respect
to the choice of model; any other encoder (like encoder-only
T5) can be used as well.

To summarize, our document retrieval model M?©, that is
trained on the initial data D°, consists of a BERT based
query encoder and an additional classification layer. Akin
to DSI, the model M? is trained with a cross entropy loss to

perform classification and directly predict docids.

4.2. Incremental Addition

The document retrieval model MY that is trained on docu-
ments D, has a classification layer V € RIP"1X% where
| D°| is the number of already indexed documents and h is
the output dimensionality of the query encoder. Each row in
matrix V can be interpreted as a document vector (in R")
that corresponds to a particular document. We can add a
new document class to model M? by introducing an addi-
tional class vector corresponding to the new document to
V. To add the new document, we use the queries associated
with that document and attempt to ensure that those queries
are correctly mapped to new document. For reducing the
mismatch between train and test time and to have a greater
diversity of queries, we obtain additional queries with a
query generation model as described in the previous section.
In settings where natural queries are unavailable, just the
generated queries can be used.

Optimization Problem. We formulate the addition of a
new document, as a constrained optimization problem over
the document representation space. We first describe how
to add one new document to the model trained on the initial
set and then describe how to use a similar procedure to add
more documents sequentially.

Let’s suppose that the current retrieval model has been
trained on n documents (so the number of rows in V is
n). In order to add a new document d,,4; with associated
queries {dqo ni1, - , dk,nt1 }> We want to find some doc-
ument representation v,,;; € R" such that when v, is
appended to the existing classification layer V, the resulting
model both correctly classifies queries corresponding to the
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new document and the documents that were already indexed
when M? was trained.

The first constraint we need to satisfy is to correctly classify
any query from the new document. Because queries can be
noisy, we average over the k available queries to develop a
representative query embedding q,,.; = % Zle Qi,np that
should retrieve the new document (% is variable for every
docuemnt). More formally, the constraint

_T _T
A% > max Vi 1
qn+1 n+l 1<;<n qn+1 J ( )

should hold, where v; is the j-th row of V, an_anH is
the score for the new document and g v; is the score for
the j™ original document. The inequality in (1) ensures
that the new document is scored higher than all the existing
documents for the representative query embedding, and thus
we ensure that the “query” qfﬂ retrieves the new document.

Although we want to retrieve the new document when ap-
propriate, we do not want the addition of new documents to
degrade retrieval performance for the original documents.
So we need to minimize the probability that the queries
corresponding to the original documents are also mapped to
the new document. To achieve this, we use the set of queries
used for indexing the original documents to introduce an
additional set of constraints. For some original document
J, we denote the cached set of training queries as {z;, j}le;
all training queries corresponding to the initial documents
are cached after training the initial retrieval model M for
efficiency. We compute a representative query embedding
by averaging over the cached queries z; = % Zle z; ;. We
can then construct a matrix Z € RIP’IX% that contains a
representative query embedding for each original document.

To preserve the performance of our system for the original
documents, we find a new class vector v,,1; that does not
interfere with the retrieval of the existing documents. More
formally, we enforce the following constraints

T T
Viz; Vo < 2V, 2)

where z; is the j-th row of Z, ZJTV,,_H is the score for the
new document and zfvj is the score for the j" original
document. The inequalities in (2) ensure that the queries for
each original document will not retrieve the new document.

Consequently, we find a v,,4; that correctly classifies old
and new queries with the following optimization problem:

: 2
min|| Vi [|3
—T —T
S.t. Vptl > Mmax Vi
qn+1 e 1<;<n qn—H VE

T T
ijj Vip < Zj Vj. 3)

We rewrite the violation of the first constraint in a form

amenable for optimization using the hinge loss

0y (V1) = max (0, (max; (qhyy Vi) — Qg Visr)) + 1),

“

where y; > 0 is some margin. We minimize the squared
hinge loss because smooth variants of the hinge loss can
be easier to minimize with first-order optimization methods
(Zhang & Oles, 2001; Rennie & Srebro, 2005). We found
that this accelerated optimization while performing similarly
to standard hinge loss. Minimizing Equation 4 satisfies the
first constraint when the loss is low, finding some v, that
is retrieved by the new queries. We can also similarly rewrite
the second constraint using the hinge loss as

by (Vi) = Z max(0, z]TvnH - ZJTVj +72)% (5)
J

where 2 > 0 is some margin. Minimizing Equation 5
satisfies the second set of constraints when the loss is low
and ensures that we find some v, that does not interfere
with the retrieval of the original documents.

Our final optimization objective is a convex combination of
01(Vn1 ), which ensures that we retrieve the new document
correctly, and ¢5(v,4), which ensures that we maintain
performance for the old documents. Therefore our final
optimization objective becomes

L(Vni1) = Ml (Vi) + (1= A)l(Vaa) + A2 Venl3,

where A1 € (0, 1) balances the objectives for accurately
retrieving the new document and preserving the retrieval
performance for the old documents, and Ay controls the
weight for L2 regularization.

To solve the optimization problem, we utilize the L-BFGS
optimizer (Fletcher, 2013). For all of our experiments we set
the initial learning rate to 1 and utilize the strong Wolfe line
search method (Nocedal & Wright, 2006) to compute the
step sizes during optimization. Both the L-BFGS optimizer
and the strong Wolfe line search method are implmented
natively within Pytorch. We optimize the weight vector for a
maximum of 30 iterations and terminate optimization early
if the norm of the update is less than 1073,

Algorithm. So far, we have outlined how to add a single
new document to a model trained some initial documents
(see Figure 2 for an overview). After finding v, for the
new document, we add it as a new row to matrix V. We
obtain an updated matrix of document representations V' =
[V; V] € RUPIHDXE and correspondingly an updated
matrix of representative queries Z’' = [Z;q] € RIPI*",
where q = % > o 4 is the average query representation
used to index the new document. We can now use the

updated matrices V', Z/, treat the new document as a part
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Figure 3. Time taken to add documents for different methods. Numbers on the bars are hit@1 for new documents. Lighter shades in
stacked bars indicate later checkpoints (epochs 1,5,10). DPR, which only requires embedding queries and computing inner products, is
not shown because it uses a model trained on just the original data and results in worse performance (when compared to the models here).

Algorithm 1 IncDSI

Input: query embeddings Z, classification layer V, new
documnent set D', new queries {g; ;}*_, for every ¢-th
new document (k is variable for each docuemnt)
Hyperparameters: margins v; and 9, loss weighting
A1, 12 regularization weight Ay
n = number of initial rows in V
for document number ¢ in {1,2,--- ,|D’|} do

X=n+t

Initialize v, randomly
1

A = 5 2 Qi

optim < LBFGS(v,, Ir = 1, line_search = True)

repeat
£1(v) = max(0, (max, (a2'v,) — G7v,)) +71)°
ly(vy) = Zj max(0, zfvac - z]ij +2)?
L(ve) = Mli(ve) + (1= M)la(ve) + Xof[vall3
step optim(£L(v,,)) to minimize loss

until 30 iterations or ||Av,||3< 1073

V + [V;v,]

Z « [Z;q,]

end for

of the already indexed initial document set and another
new document. Therefore, we can repeatedly use the same
optimization method described above to continue adding a
stream of new documents. We outline this procedure for
adding a new set of documents D’ in Algorithm 1.

5. Experiments

Datasets. We conduct our experiments on two publicly
available datasets—Natural Questions 320K (Kwiatkowski

et al., 2019) and MS MARCO Document Ranking (Nguyen
et al., 2016). We construct new benchmark datasets from
Natural Questions and MS MARCO to facilitate research in
building update-able document retrieval models.

The NQ320K dataset consists of query-document pairs,
where the queries are natural language questions and the
documents are Wikipedia articles that contain answers to the
queries. MS MARCO is another popular question answer-
ing dataset that contains Bing questions and corresponding
web page documents. The original dataset contains 3.2
million documents, but only a subset of these documents
have associated queries. In each dataset, we assign a unique
docid to each document.

The documents in NQ320K and MS MARCO are each split
into three sets—the initial document set DY that is available
at the start, the new document set D’ that is available in
a streaming fashion after a model is trained on the initial
data and the tuning document set D* that is used to tune
the parameters for IncDSI. We randomly sample 90% of
the documents to form the initial set DY, 9% of the doc-
uments to form the new set D’ and 1% of the documents
to form the tuning set D*. Each dataset also has natural
human queries that are associated with the documents. We
use the official NQ and MSMARCO train-validation splits
to divide the queries into train/val/test splits as follows: the
train split is divided into 80% train/ 20% validation data and
the validation split is used as test data. For each document
in the train set, 15 additional queries are generated using
docTTTTTquery (Nogueira et al., 2019a). Since query gen-
eration models sometimes produce the same generic query
for multiple documents, we filter out queries that are linked
to multiple documents. As a result, a few documents might
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have fewer than 15 generated queries. The final statistics of
the two datasets is shown in Table 5.

Baselines. We compare our method with the following
three baselines:

* DPR (Karpukhin et al., 2020): We train a standard
dual-encoder DPR model on the initial dataset. The
frozen encoder from the trained DPR model is used to
obtain representations for documents and queries from
the original and new dataset. Nearest neighbor search
is then used to classify the queries.

e Continual training with frozen DPR (DSI-DPR): A
model consisting of a frozen DPR encoder and a train-
able classification layer is continually fine-tuned with
cross-entropy loss on natural and generated queries
from both the old and new documents.

* Continual training (DSI-Scratch): A DSI model is first
trained to map generated and natural queries from the
initial documents to their corresponding docids (to
make a fair comparison, we use BERT as the backbone
for the DSI model). The model is then continually fine-
tuned with queries from the old and new documents.
This method is similar to DSI++ (Mehta et al., 2022).
During continual training, we utilize the same hyper-
parameters as the model trained on old documents.

Experimental Setting. We use the BERT model (Devlin
et al., 2018) and initialize it with publicly available bert-
base-uncased weights for all our experiments. The classifi-
cation layer is randomly initialized. For the DPR baseline,
we use the offcial implementation (Karpukhin et al., 2020).
For the continual training baselines, the document retrieval
model is trained for 20 epochs on the initial set of documents
and for an additional 10 epochs on both the initial and new
documents. A learning rate of le-5 and 5e-5 and a batch
size of 128 and 1024 are used for NQ320K and MSMARCO
respectively. The results are reported for the epoch with the
best validation accuracy. For all our experiments, we use
one A6000 GPU.

Metrics. In line with previous work (Tay et al., 2022;
Wang et al., 2022), we measure Hits@k, where k =
{1, 5,10}, and Mean Reciprocal Rank@ 10 (MRR@10) to
evaluate our method and the baselines. Hits@k (also de-
noted as H@k) measures how often the desired document
is one of the top-k retrieved documents and MRR @k calcu-
lates the reciprocal of the rank at which the correct document
is retrieved (the rank is set to infinity if the desired docu-
ment is not in the top k). We measure these metrics on both
queries belonging to the initial documents D and the newly
added documents D’. We also measure the amount of time

required to add the new documents to an already trained
retrieval model.

Hyperparameter tuning. To tune the four hyperpa-
rameters for IncDSI (that is objective trade-off weight
A1, L2 regularization weight Ay and margins v, y2),
we utilize the Ax library (Bakshy et al., 2018) to per-
form bayesian optimization with our tuning set D*.
We run hyperparameter optimization for 50 trials with
the default Ax library settings and use the best hyper-
parameters to add the heldout documents in the new
document set D’. We optimize the hyperparamters
over A1 € Uniform(.05,.95), y1,v2 € Uniform(0, 10), and
A2 € LogUniform(1le — 8, 1e — 3). For bayesian optimiza-
tion, we set the target objective to the F-beta score and
compute the weighted harmonic mean of the validation
MRR @10 for the original documents and the tuning doc-
uments. Formally, given the validation MRR @ 10 for the
original documents, %orig, and the validation MRR@10 for
the tuning documents, e, the target metric is

Ytune * Yorig
(/82 : ytune) =+ Yorig ’

Ytarget = (1 + 52)

where setting 3 > 1 emphasizes the retrieval performance
for the original documents. Because the the original docu-
ment set is generally much larger than the set of new doc-
uments, we set 5 = 5 to emphasize the preservation of
the retrieval performance for the existing documents (this
choice is ablated in the next section). The target objec-
tive can be modified to include time or hits @k information
depending on the specific use case.

6. Results and Discussions.

Performance. We add k£ documents, where k£ €
{10, 100, 1000, 10000}, to a model trained with the initial
documents DY and evaluate the retrieval accuracy and time
required to add documents with IncDSI and the baselines
introduced previously. We empirically observe that every
new document can be added by satisfying all the constraints
in Equation 3 for the datasets we use. However, there might
exist cases when the optimization problem fails to find a
feasible solution. In such a case, the optimization problem
can be re-started after altering it by tweaking the initial-
ization/hyperparameters or by removing some queries and
re-computing the representative query q in IncDSI.

Figure 3 and Figure 4 show time and accuracy plots for a
adding different number of documents with the NQ320K
dataset. The raw numbers are presented in Appendix C and
Appendix D. The trends for the MS MARCO dataset are
similar and due to space constraints the results on the MS
MARCO dataset are presented in Appendix D.

With IncDSI, we can add previously unseen documents to
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Figure 4. We present the retrieval performance for the original documents and new documents as increasing numbers of documents are
indexed. The IncDSI performance represents the average over 10 random document orderings.

the index in less than 50 milliseconds. This means that our
approach can efficiently index a stream of documents as
they become available. We observe that retraining the DSI
models takes orders of magnitudes longer to achieve com-
parable performance on the new documents. For example,
IncDSI indexes 1000 documents in roughly 16 seconds and
achieves a H@1 of 62.0 for those documents. The baseline
DSI-Scratch, on the other hand, needs over 513 longer
(2hr17m) to achieve the H@1 of 63.4. Moreover, on the MS
MARCO dataset, IncDSI outperforms the baselines despite
requiring orders of magnitude lesser time; Table 8 shows
that H@1 for the new documents is 61.0 with IncDSI and at
most 51.8 for the baselines. The learned baselines need to
be trained for much longer than 10 epochs (which already
takes about 6 hours) to achieve better performance on the
new documents because the initial MS MARCO document
set is much bigger. As a result, using such methods in a
streaming setting is impractical. Our constrained optimiza-
tion formulation, however, is able to find an effective new
document representation in a fraction of a second.

Compared to the dual-encoder DPR baseline that can also
encode new documents in a streaming setting in millisec-
onds, we observe that our method is similarly fast while
consistently achieving greater retrieval performance (see Ta-
ble 7 and Table 8). For all settings with a reasonable sample
size (i.e. > 100 document additions), IncDSI on NQ320K
achieves a H@1 greater than 61.0 on the new documents
while DPR never exceeds 48.0. This is due to leveraging
the strengths of DSI and decoupling the document represen-
tations from a parametric model like a BERT encoder. By
directly optimizing over the representation space, our model
has much greater capacity to incorporate information from
new documents.

We present the retrieval performance of our system in a
streaming setting where documents are added incremen-
tally to the index in Figure 4. Our approach is capable of
indexing thousands of documents effectively with limited in-

Table 1. Impact of only using generated queries

NQ320K (Original/New)
Hel H@s H@10 MRR@10 Time (min)
IncDSI 67.7/53.5 84.6/77.5 87.9/81.7 75.1/63.7 13.85s
DSI-DPR 63.4/53.5 83.3/74.6  87.3/789  72.0/61.8 45m12s
DSI-Scratch  68.0/53.5  84.4/76.1  87.7/78.9  75.2/62.7 215m36s

terference with the original documents. Notably, the H@ 10
for the original documents is nearly constant during index-
ing, although the Hits@1 for the original documents does
degrade slowly over time.

These results show that IncDSI is very effective for adding
documents in close to real time and yields close to the same
performance as retraining. While IncDSI is not a replace-
ment for the standard paradigm of retraining, particularly
in settings where many documents must be added to the in-
dex, it offers a solution for indexing documents in real-time
and can potentially reduce the frequency at which resource-
intensive retraining is required.

Using only generated queries. There are scenarios where
no natural queries are available for new documents. For
instance, when a new paper is uploaded to arXiv, human
queries corresponding to that paper might not be available.
In this scenario, we can add documents by using only gen-
erated queries. In table Table 1, we report the performance
from using only generated queries to add 1000 new docu-
ments and we see that IncDSI achieves comparable perfor-
mance to the baselines. When these numbers are compared
to those obtained from using both natural and generated
queries, we observe that significant gains are achieved by
using natural queries. This is likely because natural queries
are more diverse in structure and content than generated
queries from the docTTTTTquery generation model. Using
a better query generation model will help improve perfor-
mance, especially when only using generated queries.
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Table 2. Tmpact of different values of 3.

NQ320K (Original/New)

H@1 H@5 H@10 MRR@10
s=1 65.4/76.1 83.6/85.9 87.3/87.3 73.4/80.3
B=3 67.3/67.6 84.4/81.7 87.7/84.5 T4.7/73.7
g=5 67.8/634 84.8/73.2 88.0/76.1 75.2/68.1
B =10 68.2/52.1 84.9/66.2 88.1/70.4 75.5/58.5

Table 3. Impact of using a different number of generated queries.

NQ320K (Original/New)
Num Queries H@1 H@5 H@10 MRR@10
5 68.1/56.3 84.7/71.8 87.9/80.3 75.4/64.3
10 68.0/60.6 84.8/77.5 87.9/78.9 75.3/66.9
15 67.8/62.0 84.6/76.1 87.9/81.6 75.1/68.9

Ablations. We ablate a number of the different design
choices made in developing our framework. For our ablation
studies, we report results for adding 1000 new documents
from the NQ320k dataset.

The Bayesian optimization target. We ablate the impact
of the weighting term, 3, used during hyperparameter tuning.
Increasing (8 places more emphasis on maintaining retrieval
performance for the original documents. We report results
over a sweep of different 3 values in Table 2. As expected,
increasing S monotonically improves the performance on
the original documents at the expense of performance on the
new documents. We selected 5 = 5 as it strikes a reasonable
balance, but different values may be adviseable depending
on the application.

Number of generated queries. We ablate the number of
generated queries used in Table 3. The results show that
IncDSI is not sensitive to the number of generated queries
for NQ320k. There might be other datasets that benefit
from a greater number of generated queries due to greater
diversity. Using many generated queries leads to obtaining a
more robust representation of the document class that leads
to better generalization.

Table 4. Impact of loss function.

NQ320K
Loss Function H@l H@5 H@10 MRR@10 Time
Hinge 68.1/59.2 84.8/74.6 88.0/80.3 75.4/66.4 53.7s

Squared Hinge 67.8/62.0 84.6/76.1 87.9/81.6 75.1/68.9 16.1s

Loss function. We report the effect of minimizing the
standard hinge loss instead of the squared hinge loss in
Table 4. We observe that they achieve similar performance.
However, using the squared hinge loss is almost 3.3 x faster

and we therefore use the squared hinge loss as the loss
function of IncDSI.

7. Limitations and Future work

Despite enabling a real time document retrieval system with
good retrieval accuracy, our method has some limitations.
As we add an increasing number of new documents, the per-
formance on the original set of documents degrades slightly,
and we eventually need to retrain the model (as is standard
practice). It is possible that alternative formulations of the
optimization objective would be more effective at preserving
performance for longer.

To embed new queries, we use a frozen query encoder that
is trained on the set of initial documents and thus rely on
strong representations from the query encoder to generalize
effectively. In the future, we would like to explore pretrain-
ing tasks or other methods to improve the generalizability
of the query encoder. We can also further improve the per-
formance of IncDSI by training a query generation model
on in-domain data, instead of using an off-the-shelf model.

In this work we only consider the setting of adding new
documents. However, our proposed method can also be
used to edit information in existing documents. If we want
to edit the information in document, we can formulate new
constraints that encode the information that needs to be as-
sociated with the document and optimize its corresponding
document vector using IncDSI. We leave the exploration of
editing docuemnts to future work.

8. Conclusion

We present, IncDSI, a novel document retrieval system that
can index new documents as soon as they are available in
roughly 50 milliseconds. We accomplish this by formulating
the problem of indexing a new document as a constrained op-
timization problem over the document representation space.
By holding the rest of our system fixed and optimizing only
the document representation, we can rapidly introduce new
documents to our system. IncDSI is orders of magnitudes
faster when compared to retraining the document retrieval
model and yet produces comparable performance.
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A. Datasets.

Below are the statistics for our splits of the NQ dataset and the MS Marco dataset.

Table 5. Statistics of NQ320k and MSMARCO.

NQ320K

Document  Train Val Test  Generated queries
D 98743 221194 55295 6998 1480538
D’ 9874 22178 5545 738 148077
Dx 1098 2525 632 94 16470

MSMARCO

Document  Train Val Test  Generated queries
D 289424 262008 65502 4678 4312150
D’ 28943 26197 6550 455 431222
Dx 3216 2968 742 38 47921

Note that we use document titles to de-duplicate documents in the NQ320K. Some past work (Tay et al., 2022) has used
URLs to de-duplicate documents, but because two different versions of a document (with different URLs) only vary in
minor edits, this will lead to essentially the same document being mapped to two different document ids.

As mentioned Section 5, for each document we produce generated queries using a docTTTTTquery model (Nogueira et al.,
2019a). To ensure the diversity, we sample queries by using different sections (of length 512 tokens) of the documents as
input to docTTTTTquery.

After adding ¢ new documents, the accuracy metrics for the new documents are computed by only using queries in the
val/test set that correspond to one of the newly added documents.

B. Training with and without Document Text

Table 6. Impact of training with document text

NQ320K
H@l H@5 H@10 MRR@I10
DSI-DPR (w/ doc text) 65.4 83.8 87.4 72.3
DSI-DPR (w/o doc text) 64.1 832 87.4 71.8
DSI-Scratch (w/ doc text) 68.4 85.5 88.5 75.9
DSI-Scratch (w/o doc text) 68.0  85.3 88.4 75.6

We conducted experiments to investigate the impact of just using just the queries (generated and natural) versus using the
queries plus the first 32 tokens of the document to train the initial retrieval model. It can be seen from Table 6 that using the
document text has a limited impact for DSI-scratch. It does moderately increase the Hits@ 1 DSI-DPR but has a limited
impact on the other metrics. Therefore, for simplicity, we opted to just use just the queries to train the retrieval models.

C. Results on NQ320K

Retrieval accuracy and time spent to add documents with IncDSI and other baselines on are shown in 7. Here, DSIScratch,,
refers to the model with a Bert encoder and a classification layer trained from scratch for n epochs. DSI-DPR,, denotes a
model with a frozen pretrained DPR Bert encoder and a classification layer that is trained for n epochs. We can see that the
hits@1 (H@1) and hits@10 (H@ 10) of IncDSI are comparable to DSI-Scratch and DSI-DPR, while the time required to
add new documents is much shorter for IncDSI. The performaance of DPR is much worse because a frozen model trained
on the initial data is used to encode the new documents and the new queries. The time is not shown for DPR because no
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Table 7. Hits@k of queries corresponding to original and new documents, and time (min) spent for adding different number of new
documents

NQ320k
Accuracy (Original/New)
Documents Metric IncDSI DSI-Scratch;  DSI-Scratchs  DSI-Scratch;; DSI-DPR; DSI-DPR5s DSI-DPR;q DPR

10 H@l 68.0/80.0 68.2/0.0 68.1/80.0 67.9/80.0 63.8/40.0 63.1/80.0 63.4/70.0  46.7/60.0
H@10 88.5/80.0 88.5/40.0 88.3/80.0 88.1/80.0 87.5/80.0 87.4/80.0 87.3/80.0 75.1/90.0

time (min) 0.002 279 136.4 256.0 16.4 63.7 158.7 -
100 H@l1 67.9/69.0 68.2/0 68.2/54.8 68/61.9 63.8/38.1 63.4/59.5 63.4/57.1 45.7/47.6
H@10 88.5/85.7 88.4/19.1 88.3/76.2 88.1/83.3 87.4/69.1 87.4/81 87.3/85.7 74.4/71.4

time (min) 0.03 28.0 135.5 268.1 16.5 80.0 160.0 -
1000 H@l1 67.8/62.0 68.2/12.7 67.7/63.4 67.8/67.6 64.3/59.2 63.4/64.8 63.2/60.6  46.6/45.1

H@10 87.9/81.7 88.2/35.2 88.1/81.7 88/84.5 87.5/80.3 87.2/81.7 87.1/85.9 75/74.6

time (min) 0.27 28.2 136.6 274.1 16.1 79.2 159.2 -
10000 H@l 64.4/61.1 68/13.8 67.4/59.6 67.3/63.6 63.7/52 63.1/60.2 63.1/60.7 45.7/45.7
H@10 86.3/86.3 87.9/35 87.6/85.2 87.3/87.4 86.7/84.4 86.3/87.4 86.5/86.3 74.4/73.6

time (min) 2.73 30.6 148.5 297.3 17.5 86.9 175.2 -

additional training is required when adding the new documents with DPR.

D. Results on MS MARCO

The results on MS MARCO dataset is shown in Table 8. Again, DSIScratch,, refers to the model with a Bert encoder and
a classification layer trained from scratch for n epochs. DSI-DPR,, denotes a model with a frozen pretrained DPR Bert
encoder and a classification layer that is trained for n epochs. MS MARCO is harder than NQ320K because there are three
times as many documents, so the retrieval accuracy is lower when compared to the NQ320k dataset for IncDSI and the
baselines. For this dataset, IncDSI outperforms the trained baselines (especially for performance of new documents). This
shows that IncDSI is especially good for making small updates to model trained on large datasets. The time is not shown for
DPR because no additional training is required when adding the new documents with DPR.

Table 8. Hits @k of queries corresponding to original and new documents, and time (min) spent for adding different number of new
documents

MSMARCO
Accuracy (Original /New)
Documents Metric IncDSI DSI-Scratch;  DSI-Scratchs  DSI-Scratchy; DSI-DPR; DSI-DPR; DSI-DPR; DPR
10 H@1 47.6/50.0 47.81/0 47.01/0 46.17/0 47.1/0 47.2/0 46.9/0 36.5/0
H@10 81.4/50.0 81.25/0 79.37/0.5 76.9/0.5 80.3/0 80.3/0.5 80.2/0.5 67.2/0.5
time (min) 0.007 61.1 3124 625.1 443 218.1 434.4 -
100 H@l 47.6/66.7 47.78/0 47.13/41.67 46.19/33.3 46.9/0 47.1/26.2 47/41.7 36.5/20.8
H@10 81.4/83.3  81.38/20.83 79.42/83.33 76.68/83.3 80.4/0 80.3/44.8 80.2/57.3  67.2/66.7
time (min) 0.07 69.7 349.2 698.0 44.1 217.1 433.0 -
1000 H@1 49.7/65.5 49.8/6.9 49.1/55.2 47.9/55.2 48.8/0 48.8/37.9 48.9/44.8 39.5/31
H@10 81.4/82.8 81.5/27.6 79.8/75.9 76.6/79.3 80.7/0 80.9/72.4 80.5/75.9  69.1/58.6
time (min) 0.68 70.0 352.8 698.3 42.7 207.6 414.2 -
10000 H@l 47.5/61.0 49.9/9.8 48.2/51.8 47.6/51.2 49.2/1.2 48.9/48.2 48.1/50.6  39.2/42.1
H@l0 80.2/86.0 81.6/26.8 79.8/80.1 76.8/81.7 80.7/21.3 80.6/79.9 80.3/81.7  68.8/62.8
time (min) 6.9 137.0 675.4 1372.7 46.3 224.8 448.9 -
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