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Uncertainty analysis in the outcomes of model predictions is a key element in decision-based material
design to establish confidence in the models and evaluate the fidelity of models. Uncertainty Propagation
(UP) is a technique to determine model output uncertainties based on the uncertainty in its input variables.
The most common and simplest approach to propagate the uncertainty from a model inputs to its outputs is
by feeding a large number of samples to the model, known as Monte Carlo (MC) simulation which requires
exhaustive sampling from the input variable distributions. However, MC simulations are impractical when
models are computationally expensive. In this work, we investigate the hypothesis that while all samples
are useful on average, some samples must be more useful than others. Thus, reordering MC samples and
propagating more useful samples can lead to enhanced convergence in statistics of interest earlier and thus,
reducing the computational burden of UP process. Here, we introduce a methodology to adaptively reorder
MC samples and show how it results in reduction of computational expense of UP processes.

1 INTRODUCTION
In many engineering applications, decision-making processes rely on numerical simulation models. Most often,

inputs to numerical models have some sort of uncertainty that induce uncertainty in model outputs. Thus, charac-
terization, propagation, and analysis of uncertainty is a crucial step in any model development task. Understanding
uncertainties enables providing a confidence measure to evaluate the applicability of different computational models
for decision-making. Uncertainty quantification (UQ) and uncertainty propagation (UP) are recognized as essential
components in many engineering applications where UQ refers to understanding uncertainty sources and UP refers to
determining output uncertainty of a model due to uncertainties of input variables.

The most common and simplest approach to propagate the uncertainty from input to output is by feeding a large
number of inputs to numerical models, known as Monte Carlo (MC) simulation. Based on the strong law of large
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numbers and the central limit theorem, convergence in the distribution of a quantity of interest is expected. MC inte-
gration methods are known as the gold standard approach to carry out UP [1, 2]. However, the computational expense
associated with MC simulations makes such methods prohibitive and impractical in many engineering applications.
To mitigate the computational burden of MC simulations, other methods have been developed such as importance
sampling [3] and adaptive sampling [4]. Other approaches to carry out UP are local expansion-based methods [5]
that are weak against large variability of inputs, functional expansion-based methods [6], and numerical integration-
based methods [7]. Change of probability measure from a desired input distribution is another technique to handle
UP problems [8, 9, 10]. There are different ways to transfer a proposal measure to a target measure and one widely
used method is the use of Radon-Nikodym (R-N) derivative [11, 12]. A change of measure based on R-N theory is
performed by calculating importance weights using the density ratio of target to proposal densities. Note that although
the density ratio cannot be calculated via a closed-form expression when underlying probability distributions are un-
known, the R-N theory still applies. Accordingly, a sample-based approach has been proposed in Ref.[9]. The idea
is to generate a large number of hypercubes different in size all over the input space. The density ratio of target and
proposal samples is calculated by counting samples inside each hypercube. Next, a system of linear equations, one
equation per hypercube, is solved to obtain the weights. Via sampling from weighted proposal samples, the empirical
distribution of target samples is approximated. Another approach is proposed in Ref. [13] that works with deter-
minable empirical distribution functions. They calculate importance weights by minimizing the L2-norm between a
weighted proposal empirical distribution and a target distribution function. Although this approach claims to be ef-
fective in high-dimensional and large-scale problems, as many samples occupy the boundaries of high-dimensional
spaces, numerical ill-conditioning eventually happens. Although implementing a change of measure method enables
efficiency gains by skipping the propagation of target samples to computational models, it requires the availability
of previously simulated data using the same model on identical input-output spaces. In scenarios where no such set
of data or proposal samples exist, there is no choice but directly propagating target samples through computational
models.

In this study, we propose an efficient approach to mitigate the computational burden of MC simulation methods
for uncertainty propagation purposes. Assume that there exist a large set of samples yet to be propagated through
a computational model to obtain the empirical distribution of the model’s outputs. While all samples are important
on average, the hypothesis here is some samples can be more useful in representing the empirical distribution of all
samples. In other words, the Addition or elimination of a particular sample has an impact on the empirical distribution
of all the samples, but this impact is not similar for every sample. Herein, the goal is to determine the importance of
samples based on their role in defining the empirical distribution of all the samples. Therefore, it is possible to re-order
samples based on their importance to be propagated through a model sequentially. Our approach suggests an efficient
use of resources by picking the most informative samples when evaluation of all samples is not practical.

The rest of the paper proceeds as follows. In Sec. 2, we introduce the proposed framework to reorder samples
of a given set based on their importance in representing the empirical distribution of all samples. Next, in Sec. 3, the
application is demonstrated on an engineering problem that requires running a computationally expensive simulation
model. Finally, in Sec. 4, we provide concluding remarks and discuss avenues of future works.

2 METHODOLOGY
In this section, we discuss our proposed method in detail and provide algorithms for easy implementation of the

sequentially optimal sampling concept. The method can be applied to any set of samples regardless of the dimension-
ality and distribution of samples.

In algorithm 1, different steps of the method are stated. Assuming that we have available a set of samples S yet
to be propagated through a model. We are interested to determine the importance of each sample to re-order samples
accordingly. Thus, by sequentially propagating them through a model of interest, we assure once the computational
resources are exhausted, we obtain the empirical distribution of a quantity of interest with the most similarity to the
case where all samples had been propagated. The algorithm starts by initializing sets P and R to represent sets of
sequentially picked samples and the samples yet to be picked respectively. At every iteration, samples from the set
R are temporarily augmented to the set P one by one. The goal is to find the sample that minimizes the dissimilarity
between empirical distributions of the temporarily updated set of picked samples and set S. Here, we use the Wasser-
stein metric for this purpose where W = [w1, w2, ..., wd] is the vector that entry wi indicates Wasserstein distance
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between two empirical distributions in it
h

dimension of a d dimensional space. At every iteration, the minimizer

of ||W||1 :=
d∑
i=1

wi is picked to be added to the set P and to be removed from the set R. In algorithm 1, function

”Wass” takes samples from both sets and calculates Wasserstein distance. We suggest using the Manhattan distance of
Wasserstein metric (L1-norm) to calculate Wasserstein distance to avoid the dominance of large Wasserstein distance
of a single dimension which may cause diminishing reductions in Wasserstein distances in other dimensions. We call
this technique as “Adaptive Sampling Method”. By implementing algorithm 1, assuming the goal is to re-order n

Algorithm 1 Adaptive sampling to re-order planned Monte Carlo samples
given:
sample set S={s1, s2, ..., sn}
set of sequentially picked samples P={}
R←− S− P
while R 6= ∅ do

spicked = argminsi∈R ||Wass(S,P+si)||1
P←− P+spicked
R←− S− P

end while

samples, the algorithm has to complete n(n+1)
2 − 1 iterations which exponentially increases with the number of sam-

ples. In such cases, instead of identifying the best sample at each iteration, it is suggested to look for the best batch
of samples to update the set P. Algorithm 2 shows different steps in the batch setting. Considering b as the batch size,
k different batches of samples are randomly generated by picking b random samples from the set R. Then, instead
of augmenting a single sample, a batch of samples is temporarily augmented to the set P to calculate the Wasserstein
distance between the sets S and P. The best batch of samples is determined to update the set P and to be removed from
the set R accordingly.

Algorithm 2 Adaptive sampling to re-order planned Monte Carlo samples in batch setting
given:
sample set S={s1, s2, ..., sn}
set of sequentially picked samples P={}
batch size b
number of batches to generate k
R←− S− P
while R 6= ∅ do

bpicked = argmini=1:k
bi⊆R ||Wass(S,P+bi)||1

P←− P+bpicked
R←− S− P

end while

3 DEMONSTRATION
A moving boundary problem for the study of interface evolution during spinodal decomposition in alloys is used

to demonstrate the framework developed in this study. The model is based on a free energy model for heterogeneous
medium accounting for bulk and interfacial free energies,

F tot(c,∇c) =
∫
V

[fbulk +
κ

2
(∇c)2]dV (1)
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where c is alloy composition, κ is gradient energy coefficient, and fbulk is the bulk free energy function given as,

fbulk =W (c− cα)(c− cβ) (2)

where W is the barrier height of phase transformation, and cα and cβ are the equilibrium composition of the product
phases that are set to 0.3 and 0.7, respectively. Through high-throughput phase-field simulations, time series of syn-
thetic microstructures will be generated for the investigation of parameter space on the microstructure landscape of a
hypothetical alloy during isothermal thermal annealing. The boundary value problem follows:

∂c

∂t
= ∇.

{
M∇

(∂fbulk
∂c

− κ∇2c
)} 0 < x, y < Lx, Ly

0 < t < t∗

BC: c(0, y, t) = c(Lx, y, t) c(x, 0, t) = c(x, Ly, t)
IC: c(x, y, 0) = c∗ +Aζ

(3)

where M is the inherently positive effective atomic mobility of the species. The lengths of the simulation domain are
set to Lx = Ly = 200 with the grid size of 256 × 256 and t∗ is the final model run time. BC and IC denote the
used boundary and initial conditions, respectively. c∗ is the initial average value of the alloy composition perturbed
by a constant noise magnitude A, and ζ is a Gaussian random number with the interval of [−1,+1]. The simulations
were carried out using combinations of [c∗,W, κ,M ] parameter sets. The material properties, such as barrier height
of transformation, mobility, and gradient energy coefficient for a given alloy with composition (c∗) are often highly
uncertain or not available. As a result, a prior distribution with a certain physical range is necessary to be taken into
account. Our assumed distributions for these parameters are shown in Fig. 1.

Fig. 1. Proposed distributions for input parameters of the phase-field model (i.e., [c∗,W, κ,M ])
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(a) Area fraction (b) Structure descriptor (c) cα (d) cβ

Fig. 2. Probability density functions of Quantities of Interest (QoI) extracted from microstructure images generated by the phase-field
model. (a) Area fraction of phases, (b) radially averaged FFT structure descriptor and composition of (c) phase α and (d) phase β in
the simulation domain

In this phase-field model, the direct output is time-series images of microstructures, each with a dimension of
256×256. For further evaluation of the microstructures, these images are often condensed into a reduced set of physi-
cal and non-physical Quantities of Interest (QoI). The conventional reduction of image information is often a one-way
transfer without the possibility of inverse transfer from QoI to microstructure image. Due to this condensation, ma-
terials’ properties and performance are subject to significant uncertainty. Our study determines the area fraction of
the phases, the composition of each phase, and the characteristic length scale of the microstructure from radially aver-
aged Fast Fourier Transform (FFT) spectra [14]. The probability density functions for these QoIs are extracted for a
constant heat treatment duration (i.e., t∗) and are shown in Fig. 2. These posterior distributions show a diverse range
of values for quantities of interest. For instance, the sharp peaks in Fig. 2(c) and (d) show the equilibrium composi-
tion of 0.3 and 0.7 for the two product phases as dictated by the free energy. Some simulations, however, could also
produce non-equilibrium composition values due to an uncertain set of kinetic and thermodynamic parameters. There-

Fig. 3. Manhattan distance of Wasserstein metric between empirical distributions of sequentially picked samples (adaptive and
random sampling) and all samples

fore, due to inherent parametric uncertainties, nonlinearity, and difficulties in the post-processing of microstructure
images, phase-field simulations are computationally expensive to run. Moreover, advanced phase-field models often
combine several order parameters and multiphysics interactions (e.g., thermal, electrical, mechanical, magnetic). This
increased degree of complexity in the numerical and parametric calculation of these models often results in the uncer-
tain evaluation of the material’s property and performance space during modeling real-world processes (e.g., additive
manufacturing [15], memristive materials for brain-like (neuromorphic) computing [16], electrodeposition reaction
kinetics in battery materials [17], solder interconnect joint formation [18] and electromigration [19], microstructure
evolution in thermoelectric materials for energy conversion [20], to name a few). It is important to note that Eq. 3
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(i.e., Cahn-Hilliard equation) and some of its variants are also relevant to phenomena other than phase separation in
materials. For instance, tumor growth [21], population dynamics [22], image processing [23] and even the irregular
structure in Saturn’s rings [24] are some noteworthy examples.

Fig. 4. Mean and confidence interval of Wasserstein distance between empirical distributions of sequentially picked samples (adap-
tive and random sampling) and all samples in the output space

We seek to enhance the traditional Monte Carlo sampling methods to enable their use when faced with com-
putationally expensive phase-field models. We, therefore, consider the problem of enhancing the convergence rate
of Monte Carlo simulations by creating algorithms that ensure optimal convergence of a sequentially sampled input
vectors. Here, we have available a set of 5000 samples, and we implement the adaptive sampling method in the batch
setting to re-order the samples. We then sequentially propagate them through the model. The Batch size is set to 200
and at every iteration, 20,000 different batches are generated (note that in the last iteration, only 200 samples remain
in the set R, so it can be skipped by simply augmenting the last batch to the set P). The simulations are replicated 100
times. The Manhattan distance of the Wasserstein metric (L1-norm) is plotted in Fig. 3. For comparison purposes,
the result of a random sampling policy is also illustrated. There are two key points in Fig. 3: first, using the adaptive
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sampling policy to pick the best samples, the Wasserstein distance between the sets of picked samples and all samples
is significantly smaller compared to the random sampling policy. This means the same measure of similarity between
2 sets is achieved using a much less number of samples. This emphasizes the fact that some samples are more useful
(more informative about the distribution). Thus, based on these results, the same inference about distribution is made
using less number of samples if they are picked optimally. The second key point is the narrow confidence interval of
the adaptive sampling method. This essentially indicates that almost the same set of samples is consistently recognized
at different replications. Note that, multiple replications only apply to the batch setting as at every replication, different
sets of batches are generated whereas if the samples are picked one by one, all replication essentially return exactly
the same order of samples.

In the next step, samples are propagated through the model to obtain the empirical distributions of all quantities
of interest. Figure 4 illustrates Wasserstein distances comparing the adaptive sampling and random sampling policies.
Here, the confidence intervals for both policies are wider since the distances between two samples in the input space
and output space are different. However, still significant efficiency gains are observed comparing the required number
of propagated samples to achieve the same Wasserstein distance in adaptive and random sampling policies.

As mentioned earlier, one can search for the most useful batch of samples to pick among different generated
batches. To investigate the impact of batch size on the performance of the framework, we have performed adaptive
sampling using different batch sizes. The results are depicted in Fig. 5. As we reduce the batch size (increasing reso-

Fig. 5. Comparison of Wasserstein distances between sequentially picked and all samples at different batch sizes

lution), it improves the similarity between the empirical distributions of sequentially picked samples and all samples.
However, note that even with the largest batch size, after one iteration, the difference is minimized since the frame-
work recognizes and picks a batch with the most useful samples anyway. Therefore, if the goal is to pick the smallest
number of samples possible, a smaller batch size is beneficial while for more relaxed conditions, a larger batch size
can also do the job. The best result is achieved when samples are picked sequentially one by one. The trade-off here
is smaller batch sizes require more iterations to complete the process. In our problem, since the number of samples is
not drastically large (5,000 samples), Wasserstein metric calculations take almost the same computational time at any
iteration, thus the wall-time increases almost linearly with respect to the number of iterations.

4 CONCLUSIONS AND FUTURE WORK
Although MC simulations suggest a simple approach to propagate uncertainty from a model inputs to its outputs,

running thousands of simulations is impractical in many engineering applications. In this work, we introduced the
concept of re-ordering MC samples based on their usefulness in representing the empirical distribution of all samples.
In this sense, while all samples are important on average, some samples are more informative. We proposed to
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determine the importance of samples based on their impact on the Wasserstein distance between the sets of all and
sequentially picked samples. The more informative a sample is, the more reduction in Wasserstein distance is observed.
After re-ordering all samples, they are sequentially propagated through a computational model. The results show
significant efficiency gains in comparison to random sample propagation. We also provided the method in the batch
setting to decrease computational time by recognizing informative batches of samples instead of testing samples one
by one. The results of simulations using different batch sizes suggest that using smaller batch sizes increases efficiency
by effectively picking only highly informative samples. However, the batch size effect will be diminished after a few
iterations as the framework will pick batches with important samples quickly.

In this work, the assumption is that samples are generated in the first place and then, we re-order samples before
propagating them to computational models. The subject of future work is to propose methods to sample from a
distribution consciously instead of generating random samples from input variable distributions. Therefore, efficiency
gains are expected in scenarios where sampling from distributions can be computationally demanding.
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