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Abstract. The paper is mainly devoted to systematic developments and applications of geometric
aspects of second-order variational analysis that are revolved around the concept of parabolic regularity
of sets. This concept has been known in variational analysis for more than two decades while being
largely underinvestigated. We discover here that parabolic regularity is the key to derive new calculus
rules and computation formulas for major second-order generalized differential constructions of variational
analysis in connection with some properties of sets that go back to classical differential geometry and
geometric measure theory. The established results of second-order variational analysis and generalized
differentiation, being married to the developed calculus of parabolic regularity, allow us to obtain novel
applications to both qualitative and quantitative/numerical aspects of constrained optimization including
second-order optimality conditions, augmented Lagrangians, etc. under weak constraint qualifications.
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1 Introduction

Modern variational analysis has been recognized as an active and rapidly developed area of math-
ematics, which is based on variational principles while addressing broad classes of problems in
mathematics and its applications with and without variational structures. Powerful variational
principles and techniques used in this field of mathematics involve perturbation and approxima-
tion procedures and require dealing with appropriate constructions of generalized differentiation
applied to sets, set-valued mappings, and nonsmooth functions. Another underlying feature of
modern variational analysis is a pivoting role of geometric ideas in both finite-dimensional and
infinite-dimensional settings. In fact, several basic notions widely used in variational analysis
were first introduced in the framework of differential geometry; see below.

This paper concerns second-order variational analysis, which is now on the front line of
research and applications. We refer the reader to the books [7,36,37,17] with the extensive bib-
liographies and commentaries therein for the major methods, constructions, theoretical results,
and applications established in variational analysis and related areas by using appropriate tools
of second-order generalized differentiation. Here we aim at novel developments and applications
that significantly increase our knowledge on the subject and open new gates for further research.

Our main attention is paid to geometric aspects of second-order analysis with focussing on
local properties of nonconver sets in finite dimensions under infinitesimal second-order perturba-
tions. The main concept investigated and utilized in the paper is of parabolic reqularity of sets.
It was introduced and briefly studied by Rockafellar and Wets in [17], but since that time it has
not been further investigated and applied in variational analysis and optimization. Our goal is
to reveal that this notion is truly fundamental from both viewpoints of variational theory and ap-
plications. We show that it is preserved under various operations performed on sets, and—while
being combined with more recent developments in variational analysis—allows us to derive new
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calculus rules for major second-order generalized differential constructions of variational analysis
with significant and rather surprising applications to constrained optimization.

It is conventional in modern variational analysis to deal with extended-real-valued functions
¢: R" = R := (—0o0, c0], which may attain the value of infinity in addition to real numbers. This
provides, in particular, a convenient way to represent geometric constraints of the type x € Q
via the indicator function éq(x) of the set  that equals to 0 for z €  and to oo for x ¢ Q.
From this viewpoint, the study of local properties of sets corresponds to the consideration of
their indicator functions, which is the main object of our analysis here.

To the best of our knowledge, the first attempts to investigate second-order generalized
differential properties of extended-real-valued functions started in 1980s with the papers by
Lemaréchal and Nurminskii [28] and by Hiriart-Urruty [23,24] that addressed directional deriva-
tives of convex functions defined by using standard difference quotients. About the same time,
Ben-Tal and Zowe [3, 4] initiated a new path toward defining second-order generalized deriva-
tives of nonconvex but finite-valued functions by exploring the second-order difference quotients
along parabolic curves. Employing a penalization technique, they established in this way some
second-order optimality conditions for problems of nonlinear programming. Such a parabolic
approach was further advanced by many researchers including Bonnans, Cominetti and Shapiro
while coming to complete fruition in [5,6] (see also the book [7]), where second-order optimality
conditions were obtained for a large class of constrained and composite optimization problems
under a certain second-order regularity condition discussed below.

Other important contributions to second-order generalized differentiation in variational anal-
ysis were made by Chaney in [10-12] who employed pointwise upper and lower limits of some
second-order difference quotients for locally Lipschitzian functions. Similarly to Ben-Tal and
Zowe, Chaney utilized a penalization method to achieve second-order optimality conditions for
nonlinear programs under the classical linear independence constraint qualification (LICQ). Fur-
thermore, he established a remarkable duality relationship between his second-order generalized
derivative and the one introduced by Ben-Tal and Zowe.

In his seminal paper [12], Rockafellar achieved a breakthrough in second-order differentiation
of extended-real-valued functions by introducing the (geometric) epi-convergence of second-order
difference quotients, which resembled those in Chaney [10] and were not parabolic as those
in Ben-Tal and Zowe [3,1]. As he showed later in [11], the proposed approach provided a
unified framework for deriving second-order optimality conditions for problems of unconstrained
optimization dealing with extended-real-valued functions. To handle in this way valuable classes
of (explicitly) constrained optimization problems, we require establishing relevant calculus rules
for the second subderivative used in [12,141] under appropriate constraint qualifications. This line
of developments was accomplished by Rockafellar for composite models constructed from fully
amenable functions of the polyhedral structure that are defined via a certain metric reqularity
qualification condition, which has been well understood and characterized in variational analysis.
The main applications of Rockafellar’s theory of twice epi-differentiability for amenable functions
were provided to problems of nonlinear programming (NLPs) with C?-smooth data under the
Mangasarian-Fromovitz constraint qualification (MFCQ), which is much weaker than LICQ.

Further developments on twice epi-differentiability and related issues of second-order vari-
ational analysis have been recently done in our paper [32], where we replaced fully amenable
compositions in [12,41] by fully subamenable ones. The main difference between these two classes
of extended-real-valued nonconvex functions is that the latter employs a new metric subregu-
larity qualification condition, which significantly improves the previously used metric regularity
(MFCQ, etc.) counterparts. Nevertheless, the sets and functions considered in [32] are still
of the polyhedral structure, which largely restricts the spectrum of possible applications to



optimization while being just revolved around NLPs and their polyhedral extensions.

In this paper we make a strong move away from polyhedrality by developing a second-order
geometric variational theory that does not involve any polyhedrality requirements. The key
here is the concept of parabolically reqular sets, which was introduced in [17, Definition 13.65] in
the functional framework, but was not explored and applied therein beyond the fully amenable
setting. Now we develop a rather comprehensive variational theory of parabolic regularity that
leads us, in particular, to novel applications to nonpolyhedral classes of problems in constrained
optimization with deriving no-gap second-order optimality conditions, second-order generalized
differential formulas for solution maps to constrained problems, complete characterizations of
quadratic growth for augmented Lagrangians, etc. The obtained results constitute the basis of
our ongoing projects on the design of new primal-dual algorithms of constrained optimization
problems with justifying their superlinear convergence.

The rest of the paper is organized as follows. Section 2 recalls and discusses some important
notions of variational analysis and generalized differentiation that are broadly used throughout
the whole paper. In Section 3 we present the underlying definition of parabolically regular
sets, establish the validity of this property for important classes of sets, and reveal relationships
between parabolic regularity and some generalized differential notions of second-order variational
analysis that are revolved around twice epi-differentiability.

Sections 4-6 mainly focus on the study of second-order properties of the so-called constraint
systems, which are of their own significance in geometric variational analysis while playing a
crucial role in constrained optimization as sets of feasible solutions to major classes of constrained
problems. We first derive new calculus rules for second-order tangents under the (very weak)
metric subreqularity constraint qualification (MSCQ). Then this condition is used to establish
parabolic regularity for important classes of constraint systems with verifying the preservation of
parabolic regularity under basic operations performed over sets. We also derive in Sections 5 and
6 precise computation formulas for the second subderivatives of the indicator functions of general
parabolically regular sets and their remarkable specifications. Sections 7 and 8 are devoted to
applications of the developed theory of parabolic regularity to constrained optimization problems,
where sets of feasible solutions are given by the constraint systems studied above. The main
theorem of Section 7 provides no-gap second-order necessary and sufficient optimality conditions
for a broad setting in constrained optimization under parabolic regularity. The obtained results
cover, in particular, nonpolyhedral problems of conic programming, where they properly extend
previously known developments under the so-called C2-cone reducibility. Section 8 concerns the
study of the augmented Lagrangians associated with the constrained optimization problems that
are considered here. Besides establishing new second-order properties of augmented Lagrangians
with deriving precise formulas for their second subderivatives via Moreau envelops, we obtain
complete characterizations of their second-order growth under parabolic regularity, which is a
new result even for classical NLPs while being of great importance for subsequent theoretical
and numerical applications.

Section 9 deals with the normal cone mappings associated with the constraint systems under
consideration, and hence it is ultimately related to optimal solutions of constrained optimization
problems via first-order optimality conditions. The main result is a precise calculation of the
graphical derivative of such normal cone mappings in terms of the given system data under
the parabolic regularity and MSCQ conditions, which is a second-order generalized differential
construction for constraint systems known as the subgradient graphical derivative. The obtained
formula gives us an important second-order information on parabolically regular constraint sys-
tems that is instrumental for their subsequent study and applications.

The concluding Section 10 summarizes the main contributions of the paper and discusses



perspectives of further developments and applications of the obtained results.

Our notation and terminology are standard in variational analysis; see, e.g., the books by
Rockafellar and Wets [17] and Mordukhovich [36,37]. For the reader’s convenience and nota-
tional unification we use as a rule small Greek letters to denote scalar and extended-real-valued
functions, small Latin letters for vectors and single-valued mappings/vector functions, and capi-
tal letters for sets, set-valued mappings, and matrices. Given a nonempty set 2 in the Euclidean
space R™, the symbols bd €2, int 2, cl2, and 2* stand for the boundary, interior, closure, and
polar of €, respectively. By IB we denote the closed unit ball in the space in question and by
B, (x) := z + rB the closed ball centered at = with radius > 0. The distance between = € R"
and a set () is denoted by dist(x;€2), while the projection of z onto Q by Pq(z). Recall also
that the vector quantity x = o(t) with ¢ > 0 means that ||z|/t — 0 as ¢ | 0, that Ry and
R_ signify, respectively, the collections of nonnegative and nonpositive real numbers, and that
IN :={1,2,...}. The symbol z 5 % indicates that = — 7 with = € Q. Given a scalar function
¢: R" — R, denote by Vi(Z) and V2p(Z) the gradient and Hessian of ¢ at Z, respectively. If
f=(f1,.. ., fm): R" = R™ is a vector function that is twice differentiable at z € R, its second
derivative V2 f(Z) at this point is a bilinear mapping from R™ x R" into R™. In what follows
we use the notation V2f(Z)(w,v) meaning that

V2 (@) (w,v) = (V2 fi(@)w,v), ..., (V2 fn(Z)w,v)) for all v,w e R™

Finally, we mention that the notation F: R™ = R™ indicates the possibility of set values
F(z) ¢ R™ (including the empty set () of F for some z € R™, in contrast to the standard
notation f: R™ — R™ for single-valued mappings as well as extended-real-valued functions.
The (Painlevé-Kuratowski) outer/upper limit of F': R = R™ as  — 7 is defined as

Limsup F(z) := {y € Rm‘ Jap — T, yp — y with y € F(xg), k€ IN}. (1.1)

T—T

2 Preliminaries from Variational Analysis

We begin this section with recalling some notions of geometric variational analysis that are
broadly used throughout the paper. It is said that a family of sets {{2;}, ¢t > 0, in R™ converges
toaset Q CR® ast | 0if Q is closed and

13%1 dist(w; Q) = dist(w; Q) for all w € R™.

Given a nonempty set Q C R™ with & € Q, the tangent cone To(Z) to Q at T € Q is defined by

Ta(z) = {w € ]R”} Jtl0, wp = w as k — oo with T+ tpwy € Q} (2.1)
This notion was first introduced in differential geometry independently by Bouligand [9] and
Severi [19] as the set of “contingent directions” and is often used in variational analysis under
their names; see, e.g., [30] for more details.

We say a tangent vector w € T (%) is derivable if there exists £: [0,¢] — Q with ¢ > 0,
£(0) = z, and &/, (0) = w, where &, signifies the right derivative of £ at 0 defined by

C oy e §(8) — €(0)
£ (0) == ltlﬁ)l —

The set Q is geometrically derivable at T if every tangent vector w to {2 at Z is derivable. The
geometric derivability of Q at Z can be equivalently described by saying that the sets [ — Z|/t
converge to T () as t | 0. Convex sets are important examples of geometrically derivable sets.



The prenormal cone (known also as the regular or Fréchet normal cone) to 2 at & € Q is

~

Nq(z) := {v e R" ‘ hmjup<ﬁ;lc__acﬁ> < 0}, (2.2)

which can be equivalently described as ]/\\fg(a’:) Ta(Z)*, the polar of the tangent cone (2.1).

Note that the prenormal cone (2.2) may be trivial (i.e., No(Z) = {0}) at boundary points of
closed sets as, e.g., for Q := {(z,@) € R*| o > —|z|} at = (0,0). This contradicts the meaning
of normal vectors to sets while being a source of poor calculus for (2.2), etc. However, taking the
outer limit (1.1) of Ng(z) at points z € Q close to Z leads us to the following robust collection
of normal vectors to sets known as the limiting or Mordukhovich normal cone to ) at z:

Nq(z) = leSlleQ {v € ]R”| dap 2 T, v — v with v € Ng(mk)} (2.3)
x—>$
which was introduced in [33]. Due to the usual nonconvexity of the normal cone (2.3), it

cannot be obtained as the dual/polar cone to any tangential approximation of Q near z while
nevertheless enjoying full calculus based on variatiobal/extremal principles; see [30,37,17].
A vector v € R" is called a proximal normal to Q at T if there exists 7 > 0 such that

(v, —z) <r|z—z|?* forall € Q. (2.4)

The collection of all proximal normals to Q at z is denoted by N{(z). To the best of our
knowledge, proximal normals to nonconvex sets first appeared in Federer’s paper [19] on ge-
ometric measure theory. In the general case of closed set ) we always have the inclusions
N&(z) Nao(Z) C Nq(Z), where all the cones agree and reduce to the normal cone of convex
analysis if 2 is convex. The set (2 is said to be normally regular at z € €2 if NQ(SE) = Nq(Z).

Consider further a set-valued mapping/multifunction F': R™ = R™ and define some general-
ized differential notions for it induced by the aforementioned constrictions for sets. Denote the
domain and graph of F' by, respectively,

dom F := {z € R"| F(z) # 0} and gphF :={(z,y) € R" x R™| y € F(x)}.
The graphical derivative of F at (Z,y) € gph S is defined via (2.1) by
DF(z,y)(u) == {v € le (w,v) € Typh r(Z,7)}, weR", (2.5)
while the coderivative of F' at this point is defined via (2.3) by
D*F(z,9)(v) == {u € R"| (u,~v) € Ngpn p(Z,9)}, veR™ (2.6)

Note that the generalized derivative constructions (2.5) and (2.6) are not dual to each other.
Besides enjoying comprehensive calculus rules, an advantage of (2.6) is the possibility to obtain
in its terms complete pointwise characterizations of fundamental well-posedness properties of
nonlinear analysis. One of these properties and its characterization is used below.

Recall that a set-valued mapping F': R™ = R™ is metrically regular around (Z,y) € gph if
there exist £ > 0 and neighborhoods U of & and V' of § such that we have the distance estimate

dist (z; F~'(y)) < €dist(y; F(z)) for all (z,y) €U x V. (2.7)

The following coderivative characterization of (2.7) is known as the coderivative/Mordukhovich
criterion [35,37,47]: If the graph of F is locally closed around (z, §), then F' is metrically regular
around this point if and only if we have

ker D*F(z,7) := {v € R™| 0 € D*F(z,7)(v)} = {0}. (2.8)



A more subtle property of mappings, that is broadly employed below, corresponds to the case
where y = g is fixed in (2.7) and is known as metric subregularity of F' at (Z,y).

Note that the coderivative criterion (2.8) is the key to convert the metric regularity prop-
erty into pointwise constraint qualifications, which reduce for particular classes of optimization
problems to well-known ones as MFCQ, Robinson’s constraint qualification, etc. It is not the
case for metric subregularity; see Section 4 for more discussions.

To continue, we recall now some generalized differential constructions for extended-real-
valued functions while mainly concentrating on second-order ones by following the book of
Rockafellar and Wets [17]. These constructions are also geometric in nature, but it is conve-
nient for the subsequent applications to present their analytic representations. Note that in
this paper we mostly study and apply the primal-space generalized second-order derivatives
for extended-real-valued functions without appealing to the dual-space second-order subdiffer-
entials (or generalized Hessians) in the sense of [34], which are defined via the coderivative
(2.6) to the first-order subgradient mapping (2.10) generated by (2.3). The reader is referred
to the books [30,37,47] with the bibliographies and commentaries therein for the dual-spaces
generalized differential theory and a variety of applications.

Given a function ¢: R® — R with its domain and epigraph formed by

dom ¢ := {z € R"| p(z) < 0o} and epiy:= {(z,a) e R a > p(z)},

respectively, the subderivative of ¢ at T € dom ¢ is defined by

oy s PE ) — ()
do(z)(w) = 1l%énf ,

w—w

, weR", (2.9)

whose epigraph is the tangent cone (2.1) to epi ¢ at (Z, p(Z)). Yet another geometric relationship
for (2.9) is via the set indicator function dég(z) = dr,(z) for all z € Q.

The subdifferential (collections of subgradients) of ¢ at Z € dom ¢ is generally defined geo-
metrically via the normal cone (2.3) to epi g by

p(z) = {v € R"| (v,—1) € Nepio(Z, 0(2)) } (2.10)
while reducing in the case of convex functions to the classical subdifferential of convex analysis
p(z):={ve R”’ (v,2 — z) < p(x) — p(z) for all z € R"}.

Fixing further £ € domy and v € R™, consider the parametric family of second-order
difference quotients for ¢ at (Z,v) given by
o(T 4 tu) — o(z) — t(v,u)

A2p(z,7)(u) = ¥ with v € R" and t > 0.
2

The second subderivative of ¢ at ¥ for v is the function w — d?p(Z,v)(w) defined by

d%p(z,7)(w) := lir? (i)nf A2p(Z,7)(u). (2.11)
uiw
The following statement taken from [17, Proposition 13.5] collects some elementary properties

of the second subderivative (2.11) used throughout the paper.



Proposition 2.1 (properties of second subderivative). Let p: R® — R, and let (z,70) €
(dom ¢) x R™. Then we have the assertions:

(i) The second subderivative d?p(z,0) is a lower semicontinuous (L.s.c.) function.

(ii) The second subderivative d?p(Z,v) is positive homogeneous of degree 2, i.e., d%p(Z,v)(tw)
t2d2%p(z,v)(w) for allw € R™ and t > 0.

(iii) Whenever w € R", the mapping v — d%p(z,v)(w) is concave.

(iv) If the second subderivative d>¢(Z, ) is a proper function, i.e., d%¢(Z,)(w) > —oo for
all w € R™ and dom d2p(z,v) # 0, then

dom d?p(z,7) C {w € R"| dp(z)(w) = (v, w) }.

A function ¢: R™ — R is said to be twice epi-differentiable at Z for v if the sets epi A2¢(Z,v)
converge to epid?p(Z,v) as t | 0. If in addition the second subderivative (2.11) is a proper
function, then ¢ is said to be properly twice epi-differentiable at T for v. It follows from [17,
Proposition 7.2] that the twice epi-differentiability of f at Z for v can be equivalently described
as follows: for every w € R™ and every sequence tj | 0 there is a sequence wy, — w such that

A?kgo(j7@>(wk) - dQQO(II_J,Q_J)(w). (212)

The main attention in this paper is paid to the study of twice epi-differentiability of sets via
their indicator functions. Given a set @ C R™ and a pair (z,7) € Q x R", we can deduce from
(2.12) and the definition of geometric derivability that the proper twice epi-differentiability of
dq at = for ¥ amounts to saying that d?6q(Z,v) is proper, and that for any w € R" there exist
e > 0 and an arc £: [0,e] — R” with £(0) = Z and &, (0) = w with

£(t) — £(0)

A250(z,0)(wy) — d*5q(z,0)(w) as t |0 with w; := ;

(2.13)

Recall also that the second-order tangent set to Q at T for w with z € Q and w € T () is
T4z, w) = {u € R 3,0, i, — u as k — oo with Z + tw + Stiug € QF. (2.14)

It is easy to see that T3(7,0) = T(). If in addition € is a closed cone, then we have T3 (0, w) =
To(w) for all w € Q.

Finally in this section, we say that Q is parabolically derivable at T for w € R™ if T3(Z, w) # 0
and for each u € T3(,w) there exist a number € > 0 and an arc &: [0,€] — Q such that £(0) = z,
¢ (0) = w, and &/ (0) = u with

£(t) — £(0) €. (0)

2

¢7(0) := lim

It is well known that if 2 C R™ is convex and parabolically derivable at & € ) for every vector
w € To(Z), then the second-order tangent set T3(Z,w) is a nonempty convex subset of R™.

3 Parabolic Regularity and Twice Epi-Differentiability

In this section we define and study the underlying notion of parabolically regular sets and re-
veal its connection with twice epi-differentiability of indicator functions. It is also shown that
parabolic regularity holds for most important classes of sets that are overwhelmingly encoun-
tered in constrained optimization, Moreover, this notion provides a unified framework for which
crucial second-order variational properties of sets can be achieved.

Let us start with the basic definition of parabolic regularity for sets.



Definition 3.1 (parabolic regularity of sets). A nonempty set Q@ C R™ is PARABOLICALLY
REGULAR at €  for v € R" if for any w € R™ with d?0q(z,v)(w) < oo there exist, among all
the sequences ty | 0 and wy, — w satisfying the condition

A%kég(:i,@)(wk) — d%0q(z,7)(w) as k — oo,
those with the additional property that

lim sup lleox = wil < 00. (3.1)
k—oo 123

Parabolic regularity was introduced in [17, Definition 13.65] for extended-real-valued func-
tions while has not been further elaborated either in [17], or in subsequent publications. How-
ever, it has been understood therein and discussed in the commentary section of [17, Chapter 13]
(p. 640) that such a second-order regularity in the functional framework has the potential for
applications to second-order sufficient optimality conditions in terms of second subderivatives.

A different notion of second-order regularity for sets was introduced by Bonnans, Cominetti
and Shapiro [5, Definition 3]. As explained in the commentaries to [17, Chapter 13] (p. 640), the
parabolic regularity from Definition 3.1 is implied by the second-order regularity in the sense
of [5]. Furthermore, the example given in [7, p. 215] shows that the converse implication fails in
general. Hence it tells us that the parabolic regularity from Definition 3.1 strictly weaker than
the second-order regularity from [5, Definition 3].

To proceed further, recall from [17, Definition 13.59] the notion of the parabolic subderivative
for a proper function ¢: R™ — R at Z € dom ¢ relative to a vector w € R" for which dp(z)(w)
is finite and any vector z € R™. It is defined by

Pop(@)(w, 2) = liming £ F 300 — (@) = tdp(@)(w)

10 %tQ
U—z

(3.2)

As shown in [17, Proposition 13.64], for any & € dom ¢ and for any v and w satisfying dy(Z)(w) =
(v, w) we always have the following relationships between (2.11) and (3.2):
d*p(2,0)(w) < inf {d®o(z)(w, 2) — (3, 2)}. (3.3)
z€R™
This paper mostly concerns the case where ¢ is the indicator function of a set, and thus
it is helpful to get an explicit set counterpart of (3.3). We can do it by using the well-known

construction of the critical cone associated with a given set Q C R™. Picking a pair (z,v) €
gph Nq, the critical cone to Q at (Z,0) is defined by

Ko(,0) := To(z) N {o}+ (3.4)

via the tangent cone (2.1) to 2 at & and the orthogonal complement of v in R™. The next
proposition is instrumental to establish the main results of this section on calculating second
subderivatives of indicator functions for parabolically derivable and parabolically regular sets
with proving their twice epi-differentiability.

Proposition 3.2 (relationship between second and parabolic subderivatives for sets).
Let Q C R™ be closed set with & € Q. Then for any w € Kq(Z,v) we always have the inequality

d20(,0)(w) < 072 (5. (D), (3.5)

where OT2(z,w) stands for the support function of the second-order tangent set ng(a’:, w).

(Z,w
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Proof. As mentioned above, ddo(Z) = dp,(z) for any point # € 2. Thus we can equivalently
express the critical cone (3.4) to Q at (Z,v) by

Kq(z,0) = {w € R"| dda(z)(w) = (v,w) }.

Furthermore, it follows directly from the definition that d?6q(z)(w, ) = o2 (zw)(+), and hence
(3.5) is a consequence of (3.3) for the case where ¢ = dg. O

It is important for our subsequent results to find efficient conditions ensuring that (3.5) holds
as equality. The first result in this direction was obtained by Rockafellar [12, Proposition 3.5]
who proved the equality in (3.5) for the class of convex piecewise linear-quadratic functions.
Furthermore, it can be deduced from [12, Theorem 4.5] that this equality holds for the large
class of fully amenable functions introduced later in [39] as compositions a piecewise linear-
quadratic functions and C?-smooth mappings and the metric regularity qualification condition.
As we show below, the equality in (3.5) is actually equivalent to the parabolic regularity of €2,
which goes far beyond full amenability. Although we establish this result for sets, it can be
derived for a larger class of extended-real-valued functions with the corresponding properties.

Theorem 3.3 (second-order subderivatives and parabolic regularity for indicator
functions). Let Q C R" be a closed set with T € Q, and let v € N&(Z). Assume that Q is
parabolically derivable at T for every vector w € Kqo(&,v). Then we have:

(i) The second subderivative d®5q(z,v) is proper and l.s.c. on R™. Furthermore, there exists
a number r > 0 such that d%5q/(7,v)(w) > —r|wl||?® for all w € R™, which implies that

dom d?6(z,7) = Kq(Z, ).

(ii) If Q is parabolically regular at T for v, then for any vector w € Kq(Z,v) there exists a
second-order tangent u € T4(Z,w) such that

4200(2,0)(w) = 035,y (8) = — (0,0,
(iii) The set Q is parabolically regular at T for v if and only if
d%60(z,7)(w) = —072(2w) () for all w e Kq(z,0). (3.6)

Proof. We begin with verifying (i) and observe first that d26q(%,) is l.s.c. due to Proposi-
tion 2.1(i). Since v € N§(Z), it follows from definition (2.4) that there exists r > 0 such that

(v, —x) < 5= —z|? forall z€Q.

Picking further any w € R™ together with ¢ | 0 and v — w we get

A26o(7,7)(u) =

I (T + tu) — dq(z) — t(v,u) S Joo if 7+tu¢Q,
12 —r||ul|® if 7+ tu € Q.

This implies by definition (2.11) of the second subderivative that
d*00(z,0)(w) > —r|w|?,

and therefore that d?8q(Z,9)(0) > 0. Since d?6q(7,v) is positive homogeneous of degree 2 by
Proposition 2.1(ii), we get d%6q(z,7)(0) = 0, which proves that d?6q(z, ) is a proper function.
Combining it with Proposition 2.1(iv) yields

dom d*6o(z,0) C {w € R"| ddo(z)(w) = (v,w)} = Kqo(z,). (3.7)
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To verify the opposite inclusion, we deduce from the parabolic derivability of 2 at T for w that
T2(Z,w) # 0 and thus —072(z) < 00, which tells us together with (3.5) that d?6q(z,v)(w) is
finite for all w € Kq(z,v). Thus we arrive at the equality dom d%6q(7,v) = Kq(Z,v), which
completes the proof of (i).

To prove now part (ii), pick w € Kq(Z,v) and conclude from (i) that d?6o(z,v)(w) is finite.
Thus it follows from parabolic regularity of 2 at z for v that there exist sequences t; | 0 and
wy, — w as k — oo for which

A?kég(a_c,z_})(wk) — d%0q(Z,7)(w) and limsup Iy = wi] < 0. (3.8)

k—o00 k

Using again that d?0o(Z, v)(w) is finite, we have that Z-+t;wy, € Q whenever k € IV is sufficiently
large. The boundedness of the sequence {(wk —w)/ tk} by the assumed parabolic regularity leads
us to the convergence of (wp — w)/ %tk — u for some u € R™ through passing to a convergent
subsequence if it is necessary. This tells us that ¢ (wj, — w) — 3t3u = o(t}), and so we arrive at

T+ tpw + %tiu + o(t%) =T+ tpwg € Q for large k € IN,

which yields u € T3(Z,w). Using this and the first condition in (3.8) together with the parabolic
regularity of 2 at & for v brings us to the relationships

_ . 00(T + trwr) — do(xZ) —t b, w
d25Q(x,v)(w) — khjﬁlo o kW) 1;22( ) i k)
2k

) = —(0,1) 2 ~073(5.)(0).

. _ W —w
= lim —<v, —g
Combining them with (3.5) verifies assertion (ii).

Turing to (iii), observe that the validity of (3.6) for w € Kq(z,v) under the parabolic
regularity of Q at z for v was proved in (ii). To verify the opposite implication in (iii), suppose
that (3.6) holds for all w € Kq(z,v) and let d%5q(Z,v)(w) < oo, i.e., w € domd?5q(Z,v). It
follows from (i) that w € Kq(Z,v). Employing [17, Proposition 13.64] yields

d%6q(z,7)(w) = —072(3,0)(0) = liminf A250(Z,7)(u).
Q\ t}0, u—w
[u—w]/t bounded
which shows that €2 is parabolically regular at Z for © and hence completes the proof. ]
When € is convex, the properness of d26g(z,7) in Theorem 3.3(i) follows from [17, Propo-

sition 13.20(a)], since in this case we have N5(Z) = Nqo(z). The general nonconvex case of
Theorem 3.3 deals with normal vectors o from the cone of proximal normals N§(z), and it
seems to be restrictive for some applications where we require parabolic regularity for all normal
vectors from the basic normal cone Nq(Z). It can be adjusted by narrowing our attention to
some particular class of nonconvex sets for which we have N (z) = No(z). Such family sets in-
cludes prox-regular sets in variational analysis and are defined as follows: 2 C R™ is proz-regular
at = for v with (Z,v) € gph Nq if there exist € > 0 and r > 0 such that

(v,u—z) < 5llu—=|* whenever (z,v) € (gph No) N B.(7,v), u € QN B:(T). (3.9)

This notion was introduced in variational analysis by Poliquin and Rockafellar [39], but in fact it
goes back to Federer [19] in geometric measure theory who called such sets as those with positive
reach; see also [15] for further elaborations. Many important sets that are overwhelmingly
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encountered in variational analysis, optimization and their applications are prox-regular; see,
e.g., [15,29,31,47] and the references therein for more details.

The obtained descriptions of parabolic regularity in Theorem 3.3 help us to check that this
fundamental property holds for many classes of sets important in applications. Let us start with
polyhedral convex sets, which are intersections of finitely many half-spaces.

Example 3.4 (parabolic regularity of polyhedral sets). Let 2 C R™ be a polyhedral
convex set with z € €, and let v € Nq(z). We claim that Q is parabolically regular at z
for © € Nqo(z). To check it, note first that No(z) = N§(Z) by the convexity of @ and deduce
from [17, Theorem 13.12] that € is parabolically derivable at z for any vector w € T(z). Thus we
get by Theorem 3.3(i) that d25q (7, 9)(w) > 0 for all w € R™ and that dom d?6(Z,v) = Kq(Z, ).
Let us further show that

d%60(2,7)(w) = Ogq @ (w) for all weR™ (3.10)

To proceed, pick w € dom d?éq(z,v), which implies that w € T(Z). Appealing now to [17,
Exercise 6.47] ensures the existence of € > 0 with = + tw € Q for all ¢ € [0,¢]. Take a sequence
tr. J 0 such that t;, € [0,¢] and denote wy := w for all k € IN. Then we get

0 < d%0q(7,9)(w) < Jim A7 5o (z,0)(wy,) =0,
—00

which shows that A7 o(z,v)(wy) = d*6a(Z,v)(w) as k — oo and hence verifies (3.10). Since
we obviously have (3.1) in this case, the parabolic regularity of the polyhedron €2 is verified.

Remark 3.5 (parabolic regularity of unions of polyhedral sets). Arguing similarly to
Example 3.4, we can show that if ) is a finite union of polyhedral convex sets, then it is
parabolically regular at z € Q for any v € N5(z) = No(z). Observe that in this case we may
have the strict inclusion Nj5(Z) C Nq(Z), and thus parabolic regularity is not achieved for any
vector from the basic normal cone Nq(Z).

Other particular classes of parabolically regular sets are discussed below, where we also show
that the property of parabolic regularity is preserved under various operations performed on sets.

The next theorem reveals that the parabolic regularity of a closed set always yields the
proper twice epi-differentiability of its indicator function with an explicit formula for computing
the corresponding second subderivative.

Theorem 3.6 (twice epi-differentiability from parabolic regularity). Let Q be a closed
subset of R™ with & € Q, and let v € N§(Z). Assume further that Q is parabolically derivable at
Z for every vector w € Kq(z,v). If Q is parabolically regqular at T for v, then it is properly twice
epi-differentiable at T for this normal vector and its second subderivative is computed by

260.(Z, 0 _ | 02w () i w e Ka(z,0),
oalm ) { 0 " otherwise.

Proof. The second subderivative formula follows from Theorem 5.6(iii). To establish the
claimed twice epi-differentiability, pick any w € dom d%dq(z,z*) = Kq(#,9). Theorem 3.3(i)
ensures the existence of u € T3(Z,w) with d25q(Z,v)(w) = —(v,u). Using the parabolic deriv-
ability of 2 at z for w, we find a number € > 0 and an arc £: [0,¢] — Q satisfying

£0) =1z, £ (0)=w, and &/ (0) =u.
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£(t) - £(0)

Define now wy := S for all ¢ € [0,¢] and get = + twy = £(t) € Q whenever t € [0,¢].
Thus we have wy — w as t | 0. On the other hand, we deduce from w € Kq(Z,v) that (v, w) = 0,
which results in

0 (T + twy) — 0a(T) — t{v, wy)

A25q(z,7)(wy) =

1
t) — —t
- {3 £ ~¢0) E) > —(5,u) = %0 (2, 1) (w).
at?
This justifies (2.13) when w € Kq(z,v). If w ¢ Kq(Z,v), consider the arc £(t) := & + tw for all
t)—&(0
t > 0. We clearly have £(0) = Z and &, (0) = w. Put wy := f()tf() = w and observe that

oo = d%6q(z,7)(w) < lir?ui)nf A250(z,7)(wy) < limsup A?6q(Z,7)(wy) < oo = d25q(z, 7)(w),
t10

which verifies (2.13) for such a vector w and hence completes the proof of the theorem. O

To the best our knowledge, the above theorem is the first result in the literature establishing
a systematic approach to verify twice epi-differentiability of set indicator functions via parabolic
regularity. This approach allows us to justify in the next section the twice epi-differentiability
of various important classes of nonpolyhedral sets that naturally and frequently appear in the
framework of constrained optimization.

Recall here the result of [, Theorem 7.2] telling us that the projection mapping for a convex
set, which is second-order order regular in the sense therein, is directionally differentiable. This
result in combination with [17, Corollary 13.43(c)] ensures that the indicator function of such
a set is twice epi-differentiable. The only known fact concerning twice epi-differentiability of
indicator functions for nonconvex sets was established in [17, Corollary 13.43(d)] by showing
that fully amenable sets enjoy this property.

We conclude this section by revealing, via the usage of Theorem 3.6, a connection between
parabolic regularity of sets and the proto-differentiability property of the associated normal cone
mappings. Recall that the normal cone mapping Ngq is proto-differentiable at & for v € Nq(Z)
if the set gph N is geometrically derivable at (z,v). The proto-differentiability notion for set-
valued mappings was introduced by Rockafellar in [13] and since that has drawn much attention
in variational analysis and applications; see, e.g., the recent paper [1] and the references therein.
As proved in [13], the normal cone mappings associated with fully amenable sets are always
proto-differentiable. We show in what follows that this result can be extended to a much
broader class of parabolically regular set.

To proceed in this direction, recall that a single-valued mapping f: R® — R™ is semidiffer-
entiable at T € R™ if the limit - -

L () — f(2)
t10 t

u—w

(3.11)

exists for any w € R™. It is easy to check that if f is Lipschitz continuous around Zz, then its
semidifferentiable at this point is equivalent to its directional differentiability at Z in the classical
sense, i.e., to the existence of the one-sided limit

iy tw) — f()
an) t

for all w e R".

Now we are ready to establish the aforementioned result on proto-differentiability of normal
cone mappings associated with parabolically regular sets. Note that assertion (ii) of the following
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theorem concerns the graphical derivative (2.5) of the normal cone mapping. This construction is
a set specification of the primal-dual second-order generalized derivative for extended-real-valued
functions known in variational analysis as the subgradient graphical derivative; see, e.g. [37].

Theorem 3.7 (proto-differentiability of normal cone mappings for parabolically reg-
ular sets). Let Q be a closed subset of R™ with & € Q, and let v € Nq(z). Assume further that
Q is parabolically derivable at T for every vector w € Kq(Z,v), and that Q is proz-reqular and
parabolically reqular at T for v. Then the following equivalent conditions hold:

(1) The indicator function dq is twice epi-differentiable at T for v.

(ii) The normal cone mapping Nq is proto-differentiable at T for v, and we have the subgra-
dient graphical derivative representation

DNq(z,v)(w) = 0(3d%60(z,0)) (w) for all w e R™. (3.12)

(iii) For any r > 0 sufficiently small the projection mapping Pq is single-valued and semid-
ifferentiable at @ := T + rv with DPo(a)(w) = (I + rDNq(z, 17))_1(10) for all w € R™.

Proof. As mentioned before, the imposed prox-regularity of Q ensures that N{(z) = Nq(Z).
Hence assertion (i) is a direct consequence of Theorem 3.6. Furthermore, it follows from [17,
Theorem 13.40] that the twice epi-differentiability of dq is equivalent to the proto-differentiability
of Ngq. This justifies the equivalence between (i) and (ii). Moreover, equality (3.12) comes also
from [17, Theorem 13.40].

To verify (iii), observe first that it follows from [17, Theorem 13.37] that for any r > 0
sufficiently small we find a neighborhood U of 4 = Z + rv with

Po(u) = (I +7T) (u) forall ueU, (3.13)

and that Pq(u) is single-valued for any u € U, where T stands for a graphical localization of Ng
around (Z,v). the single-valuedness of Pq. It is not hard to see that the latter equality for the
projection mapping of ) gives us the claimed formula for the graphical derivative of Py. We
now proceed to show P is semidifferentiable at .

To this end, since Nq, is proto-differentiable at  for v, so is (I+r7T) ! at u for Z, which verifies
this property for Pn. Employing now [17, Proposition 9.50] together with the Lipschitz continuity
of Py around @ (taken, e.g., from [17, Proposition 13.37]) justifies that Py is semidifferentiable
at w. This shows that implication (ii) = (iii) holds. A similar argument as above via (3.13)
justifies the opposite implication (iii) = (ii), which thus completes the proof of the theorem. [

Note finally that the last assertion (iii) of Theorem 3.7 provides a far-going extension of a
well-known result for convex sets. Indeed, it is proved in [0, Theorem 7.2] that the projection
mapping associated with a second-order regular convex set is in fact directionally differentiable.
As mentioned earlier, for Lipschitz continuous mappings the semidifferentiability and directional
differentiability notions agree. Hence Theorem 3.7(iii) significantly extends the aforementioned
result for convex sets to the general case of prox-regular sets under parabolic regularity. Observe
that when Q is convex in Theorem 3.7, we can simply let » = 1 in (iii).

4 Second-Order Tangents under Metric Subregularity

After revealing in the previous section general properties of parabolically regular sets and
establishing close relations of parabolic regularity with second subderivatives and twice epi-
differentiability of indicator functions, in what follows we intend to develop basic calculus rules
ensuring the preservation of parabolic regularity under various operations on sets together with
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extensive chain rules for the corresponding constructions of second-order generalized differentia-
tion. This would allow us, on the one hand, to largely extend the collection of sets that occur to
be parabolically regular while, on the other hand, to derive new calculus rules of second-order
generalized differentiation under the most appropriate qualification conditions.

The main class of sets {2 C R™ under our subsequent consideration are represented locally in
the following form referred to as constraint systems, which naturally appear, e.g., in constrained
optimization: there exist a neighborhood O of Z, a single-valued mapping f: R” — R™ twice
differentiable at Z, and a closed subset © of R™ such that

QNO={ze0| f(z) €O} (4.1)

Second-order variational analysis of the constraint systems from (4.1) always requires some
constraint qualifications. The following mild one is used throughout the rest of the paper.

Definition 4.1 (metric subregularity constraint qualification). Let Q be locally repre-
sented as (4.1) around a point T € Q. We say that the METRIC SUBREGULARITY CONSTRAINT
QUALIFICATION (MSCQ) holds for 2 at T with modulus k > 0 if the mapping x — f(x) — © is
metrically subregular at (Z,0) with this modulus.

Observe that MSCQ at Z with modulus & for the constraint system (4.1) can be equivalently
described as the existence of a neighborhood U of Z such that the distance estimate

dist(z; Q) < kdist(f(2);©) forall z €U (4.2)

holds. It is clear that MSCQ is strictly (may be very significantly) weaker than the metric
reqularity constraint qualification (MRCQ) for © at z, which corresponds to Definition 4.1 with
the replacement the metric subregularity of the mapping = +— f(x) — © at (Z,0) by the metric
regularity of this mapping around the reference point. In contrast to MSCQ, the latter MRCQ
condition admits a complete pointwise characterization via the coderivative criterion (2.8), which
in the case of the mapping F'(x) := f(x) — © can be equivalently written as

No(f(z)) Nker Vf(z)* = {0} (4.3)

in terms of the basic normal cone (2.3). This is the basic constraint qualification has been use
in numerous aspects of variational analysis and constrained optimization; see, e.g., [30,37,17]
with the commentaries and references therein. When © and f are given in particular settings,
(4.3) reduces to familiar classical forms of constraint qualifications, e.g., to MFCQ in NLPs, to
the Robinson constraint qualification in problems of conic programming, etc.

The more subtle and challenging MSCQ is much less investigated and applied; there are
no pointwise characterizations of it established by now. In [13, 14,2022 25-27 32] and the
bibliographies therein the reader can find a number of constructive sufficient conditions for the
validity of MSCQ with their important applications. Mentioning this, we are positive that
MSCQ has strong potential for further developments and applications in variational analysis
and optimization. New second-order ones are presented below in rather general settings.

The main attention of this section is to establish the preservation of parabolic derivability
for constraint systems via a chain rule for second-order tangents under MSCQ. This will be
strongly used in the subsequent material. To begin, we recall the required first-order chain rules
for tangents and normals to nonconvex sets under MSCQ. Both chain rules presented in the
following proposition are consequences of essentially more general ones from [32] (Theorems 3.3
and 3.5, respectively), where the reader can find references to previous results in this direction.
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Proposition 4.2 (chain rules for first-order tangents and normals). Let 2 be taken from
(4.1), and let T € Q with f(z) € Q. If MSCQ holds for Q at T and if © is normally regular at
f(&), then we have the equalities

To(z) = {w € R"| Vf(z)w € To(f(7))} and Nq(z) = Na(z) = V(@) Ne(f(z)). (4.4)

To proceed with our tangential second-order analysis, we use the first equality in (4.4) and
for each w € R" satisfying Vf(Z)w € To(f(Z)) define the parameterized set-valued mapping
Sw: R™ = R™ involving the second-order tangent set (2.14) by

Sw(p) = {u e R"| Vf(Z)u+ V2 (@) (w,w) +p € T (f(2), VF(@)w)}. (4.5)

This mapping describes a canonically perturbed second-order tangential approximation of the
constraint system (4.1). The next result of its own interest proves under MSCQ the uniform
outer/upper Lipschitz property of (4.5) in the sense of Robinson [10] broadly employed below.

Theorem 4.3 (uniform outer Lipschitzian property of second-order tangential ap-
proximations). Let Q be a constraint system represented by (4.1) around T € €2, and let w € R"
be such that Vf(z)w € To(f(z)). Assume that MSCQ holds for Q at & with modulus k > 0.
Then the approzimating mapping (4.5) satisfies the inclusion

Sw(p) C Sw(0) + kl|p|| BB for all p € R™ wuniformly in w, (4.6)
which means the uniform outer Lipschitzian property of Sy, at the origin.
Proof. Fixing some p € R™ and u € Sy,(p), we get by (4.5) that

V(@) + V2 (@) (w,w) + p € TE(£(2), Vf(@)w).
It comes from definition (2.14) of second-order tangents that there exists a sequence ¢ | 0 with
F(@) + V@) w + 33 (V(@)u+ VAf(Z)(w,w) +p) +o(t}) €O, ke IN.
For any k sufficiently large we get by the twice differentiability of f at x that
F(3 + tiw + 12u) = £(2) + V@) + L (V @)+ V2F(@) (w, ) + of£),

which in turn implies via MSCQ (4.2) that

dist(Z + tyw + 7w, Q) < kdist(f(Z + tyw + 3tju); ©)

O(t%))

2
tk

IN

1 2
Laa(
5 (el +

Thus there exists a vector y; € €2 satisfying

o(t3)

1 . a?—i—tkw—i-thu—yk
ldill < 3 (lIpll+ =) with dy = Al LY
k

2
tk

Passing to a subsequence if necessary ensures the existence of d € R™ such that dp — d as
k — o0. This yields the estimate
1
ldll < 2xllpll- (4.7)

On the other hand, we can suppose without loss of generality that z + tpw + %tzu — tzdk =1y €
QN O for k sufficiently large, and hence it follows from (4.1) that f(Z +t,w + 3tiu—tidy) € ©.
Taking into account the representation

F(Z + tyw + 2tu — t3di) = £(2) + V(D)0 + 32 (VF (@) (u — 2di) + V? £(Z) (w, w)) + o(t),

15



we readily arrive at the inclusion

20(13)
th

1
F@) + 6V @) + 58 (V@) (= 2d0) + V2 (@) (w, w) + 255 ) € 6,
which in turn implies that V f(zZ)(u—2d) + V?f(Z)(w,w) € T3(f(Z), V f(Z)w). The latter reads
as u — 2d € Sy, (0), which together with (4.7) justifies the claimed inclusion (4.6) that gives us
the uniform outer Lipschitzian property of the mapping S,, from (4.5) at p = 0. O

Let us make some comments to the second-order result obtained in Theorem 4.3.

Remark 4.4 (discussions on the outer Lipschitzian property). The following hold:

(i) The result of Theorem 4.3 reduces to [21, Proposition 3.1] in the case where the set © is
a closed convex cone and f(z) = 0; neither of these conditions is in our assumptions. Indeed, we
can easily observe that the assumptions of [21] ensure that T3 (f(z), Vf(Z)w) = Te(V f(Z)w),
which allows us to derive the result of [21, Proposition 3.1] from Theorem 4.3.

(ii) Although Theorem 4.3 is verified for vectors w € R™ with V f(Z)w € To(f(Z)), it is clear
that the outer Lipschitzian property (4.6) holds in fact for all vectors w € R™. To check (4.6) for
w with Vf(Z)w & Te(f(Z)), we observe directly from the definition that T3(f(z), V.f(Z)w) = 0
and hence Sy, (p) = 0 for all p € R™. This clearly yields (4.6).

(iii) Note finally that Theorem 4.3 implies the outer Lipschitzian property of the mapping

p {w e R Vf(@)w+p e To(f(7))}.

This can be easily deduce from Theorem 4.3 by letting w = 0 € R™ and by observing that
T3(f(z),0) = To(f(z)). This was already observed at [20, Proposition 2.1].

We are now ready to provide an application of Theorem 4.3 to establishing the parabolic
derivability of constraint systems (4.1) via a chain rule for second-order tangents under MSCQ
(4.2). Such a chain rule for (4.1) was obtained in [17, Proposition 13.13] and also in [7, Propo-
sition 3.33] under the much stronger metric regularity condition for the mapping x — f(z) — ©
around (Z,0). Furthermore, the latter result requires the C?-smooth property of f around Z,
which we replace by the twice differentiability of f at T under MSCQ.

Theorem 4.5 (parabolic derivability of constraint systems). Let ) admit representation
(4.1) around T € ), let MSCQ (4.2) hold for Q at & with modulus k > 0, and let © be normally
reqular at f(Z). Then for all w € To(Z) we have the second-order tangent chin rule

u € T4(z,w) < Vf(@)u+ V2 f(@)(w,w) € T5(f(z), Vf(Z)w). (4.8)

If furthermore the set © is parabolically derivable at f(z) for V f(Z)w, then the constraint system
(4.1) is parabolically derivable at T for w.

Proof. By a close look at the proof of (4.8), which was given in [17, Proposition 13.13] under
the metric regularity property of the mapping = — f(z) — © around (z,0), we can observe that
it actually utilizes merely MSCQ at this point.

To verify the claimed parabolic derivability of the constraint system (4.1) under the assump-
tions made, pick any w € Tq(Z) and recall that T3(Z,w) in (2.14) can be reformulated via the
outer limit (1.1) of the sets (2 —z —tw)/5t* as t | 0. The first requirement of parabolic derivabil-
ity is to show that this outer limit is actually achieved as the full set limit meaning that the outer
and inner limits agree. It again can be done by following the proof of [17, Proposition 13.13],
which basically works under MSCQ. The second requirement of parabolic derivability is crucial:
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to show that T3(zZ,w) # 0 for any tangent vector w € Tq(Z). The proof of the latter fact given
in [47] heavily exploits the metric regularity of the constraint mapping and does not hold under
MSCQ. Now we provide a new device, which needs merely MSCQ.

To proceed, employ the imposed parabolic derivability of © at f(z) for V f(Z)w to conclude
that T2(f(z), Vf(Z)w) # 0. Picking 2z € T3(f(z), Vf(Z)w) gives us the inclusion

V(@) u+ V2 () (w,w) +p € Té(f(:ﬁ),Vf(ﬂ?)w) with p:= 2z — Vf(Z)u — V2 £(Z)(w, w),

which can be equivalently expressed as u € Sy, (p) via the mapping Sy, from (4.5). Now we apply
Theorem 4.3 and deduce from the outer Lipschitzian property (4.6) that there exists a vector
u € Sy(0) such that ||u — u|| < &||p||. This tells us that

V(@) + V2 (@) (w,w) € T3 (f(2), Vf (@)w).

Using the chain rule (4.8) leads us to u € T3(Z,w), which verifies the nonemptiness of the
second-order set Tgl(a’:, w) and thus completes the proof of the theorem. ]

5 Second Subderivatives under Parabolic Regularity

This section is devoted to the study of the second subderivative (2.11) for the indicator functions
0q of parabolically regular constraint systems (4.1). The main goals here are the following:

e To compute the second subderivative of dg when © in (4.1) is parabolically regular.
e To show that dq is twice epi-differentiable when © in (4.1) is parabolically regular.

The obtained results have many consequences in what follows. In particular, they are instru-
mental for deriving rules for the preservation of parabolic regularity under major operations on
sets; we label such rules as calculus of parabolic regularity. This calculus allows us to establish
parabolic regularity for important classes of constraint systems that overwhelmingly encountered
in variational analysis and optimization.

To achieve these goals, we begin with a simple albeit useful technical result. Recall [17, p.
322] that a function p: R™ — R is said to be calm at Z from below with constant ¢ > 0 if ¢(Z)
is finite and there exists a neighborhood U of Z such that

o(z) > (@) — L]z —z| forall x €U. (5.1)

As proved in [17, Propositon 8.32], ¢ is calm at Z from below if and only if de(z)(0) = 0, or
equivalently dp(z)(w) > —oo for all w € R™. Furthermore, it is shown therein that for functions
¢, which are Ls.c. around z and such that epip is normally regular at (Z,¢(Z)), their calmness
at T from below amounts to saying that dp(Z) # (). Now we recover this result for convex
functions using a different approach and show that the imposed lower semicontinuity can be
dropped.

Proposition 5.1 (subdifferentiability of calm convex functions). Let p: R® — R be
convex and calm at T from below with some constant £ > 0. Then there exists a subgradient
v € 0p(T) such that ||v]| < L.

Proof. Define the function ¢: R — R by 9 (z) := ¢(z) + £||z — Z|| and note that it is convex.
According to (5.1), Z is a local minimizer for ¢, and thus 0 € 9¢(Z) by the generalized Fermat
stationary rule. Employing the classical subdifferential sum rule of convex analysis, we get

0 € 0Y(T) = 0p(Z) + (1B,

which clearly ensures the existence of a subgradient v € dp(z) with ||7|| < 2. O
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Recall that our main results in Section 3 require that © be a proximal normal to the set in
question. As explained therein, in many applications we need similar results for any normal
vectors within Nq, and this is achieved when (2 is a prox-regular set. Since the mapping f is
required to be merely twice differentiable, the set € in (4.1) may not be prox-regular. Never-
theless, we still have the normal regularity of constraint systems under MSCQ. The following
result is a consequence of [32, Theorem 3.5], where the reader can see its detailed proof.

Proposition 5.2 (normal regularity of constraint systems). Let ) admit representation
(4.1) around T € Q, let © be convez, and let MSCQ hold for Q at &. Then NE(Z) = No(z).

After these preparations, we are in a position to evaluate the second subderivative of dq
for the constraint system (4.1). Fix (Z,v) € gph N and define the set of Lagrange multipliers
associated with the pair (Z,v) by

A(z,0) == {X € No(f(2))| Vf(@)*N=10}. (5.2)

The basic assumptions for this section and the subsequent material are as follows:

(H1) The set Q has representation (4.1) around z € €2, and v € Nq(Z).

(H2) The set O in (4.1) is convex, and the mapping f is twice differentiable at Z.

(H3) The metric subregularity constraint qualification holds for  at z with modulus x > 0.
(H4) For every A € A(Z, ) the set © is parabolically derivable at f(z) for all vectors V f(Z)w

in the critical cone Kg(f(z),A) from (3.4).

We briefly comment on the imposed basic assumptions. The ones in (H1) and (H2) are self-
evident. Assumption (H4) is satisfied for virtually all of the important sets used in constrained
optimization. They include, in particular, polyhedral sets (Example 3.4), the second-order cone
(Example 5.8), and the cone of positive semidefinite matrices. The MSCQ property in (H3) was
discussed above and if it holds, then (H4) is equivalent to saying that Q in (4.1) is parabolically
derivable at z for all the vectors within Kq(z,v). This follows from Theorem 4.5.

Let us proceed by highlighting some useful lower and upper estimates for the second sub-
derivative of dq that are derived by employing the results of Section 3.

Proposition 5.3 (estimates for second subderivatives). The following hold:
(1) Under the validity of the basic assumptions in (H1)—(H3), for all w € R™ we have the
lower estimate of the second subderivative

L@ 0wz sw {3 V@)W w)+d% (@ (@)} (63)

(ii) If in addition (H4) is satisfied, then the second subderivative d*5o(Z,v) is a proper l.s.c.
function with its domain calculated by

dom d%6(z,7) = Kq(z,7) = To(z) N {0}*. (5.4)

Furthermore, for every w € Kq(Z,v) we have the upper estimates in the form

—o00 < d*5q(z,0)(w) < =072 () (V) = inf { — (v,u)| u € T5(z,w)}
= inf{ — (0,u)| Vf(@)u+ V*f(2)(w,w) € T5(f(z), Vf(T)w)} < cc.

Proof. The lower estimate (5.3) can be directly verified by following the proof of [17, Theo-
rem 13.14] with the replacement of the metric regularity assumption on the constraint mapping
x +— f(x) — © around (z,0) by our MSCQ from (H3).
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To justify (i), we first use Proposition 5.2 ensuring that N§(z) = No(z). This allows us to
employ Theorem 3.3(i) and get (5.4). The second inequality in (ii) follows from Proposition 3.2,
and then the equality therein is due to the second-order chain rule from (4.8) applied to the
infimum representation of the negative support function. Finally, the MSCQ assumption (H3)
ensures by Proposition 4.2 the equivalence

w € Ko(z,0) < Vf(Z)w e Ko (f(z),\) for any X € A(z,0). (5.5)

Using this together with (H4) tells us by Theorem 4.5 that 2 is parabolically derivable at Z for
every vector w € Kq(Z, ). This yields T3(z,w) # 0, and thus inf{—(v,u)| u € T3(Z,w)} < oo,
which completes the proof of the proposition. O

The upper and lower estimates of the second subderivative obtained in Proposition 5.3
indicate that the precise calculation of d?6g(Z, ¥) requires deriving an efficient condition under
which those lower and upper estimates agree. In order to find such a condition, consider the
following linear-conver optimization problem

Jlelﬂiggl —(v,u) subject to Vf(Z)u+ Vf(Z)(w,w) € T§(f(z), Vf(Z)w) (5.6)

for (z,v) € gph Nq, where w € R” satisfies the inclusion V f(Z)w € To(f(Z)). First we construct
the dual problem for (5.6) given in the next proposition.

Proposition 5.4 (dual second-order programs). Under the validity of (H1)—(H4), fix any
w € Kq(z,v). Then the dual problem of (5.6) is represented in the form

2y . o
max A\, VAf(@)(w,w)) — UTé(f(j)yf(j)w)()\) subject to X € A(z,v), (5.7)

where the set of Lagrange multipliers A(Z,v) is taken from (5.2).

Proof. Observe first that (5.6) is indeed a problem of convex programming since the convexity
of © and the parabolic derivability in (H4) ensure that the constraint set T3 (f(Z), V f(Z)w) in
(5.6) is convex. Further, problem (5.6) can be written as the unconstrained form

min —(@,u) + 073 5(a),v sy (VI (@)1 + V2] (3) (w, w)). (5.8)

Picking A € A(Z,9) and using (5.5), for any w € Kq(Z,9) we have Vf(Z)w € Kg(f(Z),\). By
assumption (H4) on the parabolic derivability of © at f(z) for V f(Z)w, the indicator function
5Tg(f(5c),Vf(i)w) is a proper, l.s.c., and convex function; see Theorem 3.3(i). Furthermore, the
result of [17, Proposition 13.12] infers the inclusion

TE(f(2), VI(z)w) + To(f(2)) C TE(f(2), Vf(T)w).

The opposite inclusion follows immediately from 0 € To(f(Z)), and hence we arrive at
TE(f(2), VI(2)w) + To(f () = TE(f(2), Vf(7)w).

Taking it into account and employing [17, Example 11.41] give us the dual problem of (5.8) as

[max (\, V2f(z)(w,w)) — or(\) subject to Vf(Z)*\ =7, (5.9)

where I' := T3(f(z), V.f(Z)w) +To(f(Z)). It follows from the parabolic derivability of © at f(z)
for Vf(z)w that T3(f(z), Vf(Z)w) # 0, and thus we derive from [17, Corollary 11.24] that

0T = 072(f(3),Vf(@)w) T OTe(f(z))-

Since o7, (f(z)) = ONe(f(z)), the dual problem (5.9) can be equivalently written as (5.7). O
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Comparing the dual problem (5.7) and the right-hand side of (5.3) indicates that they agree
if we assume further that © is parabolically regular at f(z) for every A € A(z,v). By Theo-
rem 3.3(iii), the later condition amounts to

d25@ (f(.f), )\) (Vf(:i‘)w) = _GTCZ)(f(aE),Vf(a‘:)w)(/\) for all A\ € A(.f,l_)) (510)

This tells us that the lower and upper estimates of the second subderivative d25q(Z,v) obtained
in Proposition 5.3 coincide if the optimal values of the primal and dual problems (5.6) and (5.7),
respectively, are the same. Let us address this issue by considering the optimal value function
¥: R™ — R of the canonically perturbed problem (5.6), defined by

J(p) = inf { — (v,u)| Vf(@)u+ V*f(2)(w,w) +p € T(f(Z), Vf(Z)w)}. (5.11)
Denote by A(Z, v, w) the set of optimal solutions to the dual problem (5.7).

Proposition 5.5 (duality relationships). In the setting of Proposition 5.4 we have:

(1) 9(0) € R, which means that the optimal value of the primal problem (5.6) is finite.

(i) A(z,v,w) N (k||v||B) # 0, where k is taken from (4.2).

(iii) There is no duality gap between the optimal values of the primal and dual problems (5.6)
and (5.7), respectively. Moreover, it holds that

9(0) = max A\, V2F(Z) (w, w)) — 072 (5ia) 9 () (M) }- 5.12
0= s (V@) w0 0) = o7, e V) (512)
Proof. We have already shown that the dual problem of (5.6) is (5.7). To verify (i), pick
w € Kq(z,v) and deduce from Proposition 5.3(ii) that

9(0) = inf { — (0,u)| u € T3(z,w)} = —072(z,0) (v), (5.13)

which implies that 9(0) is a finite number. Thus we are done with (i).

To verify (ii), observe that the feasible region for problem (5.11) is exactly the set Sy, (p)
from (4.5). Fix p € R™ and u € S, (p). Then using the outer Lipschitzian property for S,
established in Theorem 4.3, we arrive at the estimate

J(p) > 9(0) — kl|v] - ||p|| for all p € R™.

This along with ¥(0) € R tells us that the optimal value function 9J(-) is calm at p = 0 from
below with constant x||v||. Moreover, we get from [17, Proposition 2.22] that the value function
Y(-) is convex. Appealing now to Proposition 5.1 gives us a vector A € 99(0) with [|A|| < &||7].
On the other hand, it follows from [7, Theorem 2.142(i)] that A(Z,v,w) = 09(0). Combining all
of these implies that there is a vector A € A(Z, v, w) such that ||A|| < k||o||, which justifies (ii).

Finally, due to 99(0) # 0 it follows from [7, Theorem 2.142(i)] that the optimal values of the
primal and dual problems (5.6) and (5.7), respectively, are equal to each other, i.e.,

Combining this with (ii) justifies (5.12) and thus completes the proof of the proposition. O

Having in hand the above duality, we are now in a position to establish parabolic regularity
of constraint systems and obtain a precise formula for computing their second subderivatives.
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Theorem 5.6 (second subderivatives of parabolically regular constraint systems).
Suppose in addition to (H1)-(H4) with w € Kq(Z,v) that the set © in (4.1) is parabolically
reqular at f(x) for every A € A(Z,v). Then the constraint system ) is parabolically reqular at T
for v, and for any w € R™ the second subderivative of dq is calculated by

Cholzo)(w) = max {0 V(@) w.w) +d(f().3) (V/(#)w)) (5.14)

= max {(\, V2 £(2) (w, w)) + d*0e (f(2), A) (Vf(Z)w) }.

AEA(Z,0) N(k ||5]| B)

Proof. It follows from Proposition 5.2 that Nf(z) = Nqo(z). This opens the door for using
Theorem 3.3(iii) to justify the parabolic regularity of dg at Z for v. To proceed, pick any
w € Kq(Z,v). Then employing (5.3), Proposition 5.5(ii), and the parabolic regularity of © at
f(z) for every A € A(Z,v) brings us to the inequality

v {(\, V2 £(2) (w, w)) + %06 (f(2), A) (Vf(Z)w) } < A0 (T, 0)(w).

Moreover, we deduce from Proposition 5.3(ii) that

0oz, 0)(w) < =03 (0) = inf { — (0, u)| u € T3(Z,w)} = 9(0)
by

—~

5.12) 0.
= max A VAf(z)(w,w)) — o f 2w (A
AAG D) s 51 B) {« F@)(w, ) = 072 (pf(2),v f@)w) (V) }

by

—

5.10)

max A\, V(@) (w, w)) + d%6e (f(Z),\) (Vf(Z)w) ).
e {0 @) 0 0) + o2 ) (VS ()
Combining the above relationships justifies the claimed formula for d26g(z,%)(w) whenever
w € Kq(Z,v). Moreover, it shows that for all w € Kq(Z,v) we have

d*60 (2, 0)(w) = —073 (3,u)(0)-

Appealing now to Theorem 3.3(iii) verifies that € is parabolically regular at z for .

It remains to justify the claimed formula for d%8q(z, v)(w) when w ¢ Kq(Z,v). Remember
that by (5.4) we have the equality dom d?dq(7,v) = Kq(Z,9). Since d?6q(z,v) is a proper
function due to Proposition 5.3(i), it follows that d?6q(z,)(w) = oo for all w ¢ Ko(Z,v). On
the other hand, by (5.5) the inclusion w ¢ Kq(Z,v) is equivalent to V f(z)w ¢ Keo(f(z),\) for
all A\ € A(z,v). Assumption (H4) postulates that whenever A € A(Z,v) the set © is parabolically
derivable at f(z) for all vectors V f(Z)w € Kg(f(Z),A). This along with Theorem 3.3(i) implies
that for any A € A(z,v) we have the condition

4?00 (9(2), \) (Vf(Z)w) = 0o if VF(@)w ¢ Ke(f(2),)).

Since both sets A(z,v) and A(Z,v) N (k||9||B) are nonempty due to assumption (H3), the later
equality means that for any w ¢ Kq(z,v) both sides in (5.14) are equal to oo, and so the claimed
formula holds in this case as well. Thus we complete the proof of the theorem. O

The proof of Theorem 5.6 suggests useful complements to the second subderivative formula.

Remark 5.7 (variations of the second subderivative formula). The following assertions
hold under the assumptions of Theorem 5.6:

(i) It follows from the proof of Theorem 5.6 that for any number r € R with r > & ||9|| and
any w € R™ the second subderivative of dp can be expressed as

Coo@ D))= | max (A V(@) w,w) + P (f(2).2) (VF@)). (515
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(ii) Proposition 5.5(ii) tells us that A(Z,7,w) # @ for all w € Kq(Z,v), where A(Z, 7, w)
stands for the set of optimal solutions to the dual problem (5.7). On the other hand, we know
from Proposition 2.1(iv) that for any w € Kq(Z,v) the function

A= (A V2F(2) (w,w)) + d*5e (f(2), A) (Vf(T)w)

is concave. This implies that the set of optimal solutions to the problem stated on the right-hand
side in (5.15) is exactly A(Z,v, w) NriB.

Let us now present an example, which provides a direct application of Theorem 5.6 to
establishing the parabolic regularity of the second-order cone in conic programming and deriving
a precise formula for the computation of the second subderivative of its indicator function. The
latter formula has been recently obtained in [25, Theorem 3.1] by means of heavy calculations.

Example 5.8 (second-order cone in conic programming). Consider the following re-
markable nonpolyhedral cone, which plays an important role in conic programming and its

applications; see, e.g., [7,8] and the references therein. It is known under the names of second-
order/Lorentz/ice-cream cone and is defined by
Q= {$ = (y,zy) € R x R| lyll < :L’n} (5.16)

If 7 € int Q, then T3(Z,w) = R™ whenever w € To(Z) = R", and so Q is parabolically derivable
at T for every w € To(Z). Since Ng(Z) = {0}, we have Ko(Z,0) = R™. Theorem 3.3(i) tells us
that dom d2dg(z,0) = Kgo(Z,0). It is easy to see that Q satisfies Definition 3.1 in this case, and
thus it is parabolically regular at z for o = 0 with d2dg(Z,0) = 0K o(2,0)-

If 2 =0 € Q, then we get T3(%,w) = To(w) whenever w € To(z) = Q, and hence Q is
parabolically derivable at z for every w € To(Z). Pick any v € No(z) = —Q and w € R" with
d?5g(z,v)(w) < oo. Theorem 3.3(i) yields w € Kg(Z,v), and so w € To(z) = Q. Therefore

0 < d*3g(z,v)(w) < tim Afdo(z,7)(w) =0,

which tells us by Definition 3.1 that Q is parabolically regular at & for every v € Ngo(Z).
Consider the remaining most challenging case where z € (bd Q) \ {0}. Observe that in this
case the cone Q can be equivalently described as the constraint system (4.1) by

Q= {w = (y,2,) € R x R| f(2) = (Ilyll? - o2, —2) € R2}.

Since R? is a polyhedral set and Vf(Z) has full rank due to Z € (bd Q) \ {0}, we deduce
from Example 3.4 and Theorem 4.5 that Q is parabolically derivable at z for every w € To(Z).
Furthermore, Theorem 5.6 ensures that Q is parabolically regular at z for every v € Ng(Z).
To obtain finally a formula for the second subderivative of do in this case, observe that since
f(z) = (0,-2z,) € R? with Z,, > 0, the set of Lagrange multiplier (5.2) can be expressed by

A, 5) = {X € Nos (F(@)| VI@)7A =5} = {X} with & = (Mo) e R2.

Appealing now to (5.14) gives us the precise computation of the second subderivative of d¢:

?og(@,0)(w) = (A VA(@)(w,0)) +d?: (f(2), ) (VF(2)w)

wa ol o _
= - n o 6 o
5~ wh )+, o ) (S @)
”;H( — wi + ||U||2> + 6Kg(j7ﬁ)(w) for any w = (u,wy) € R x R,

which completes our second-order analysis of the Lorentz cone (5.16).
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Next we proceed with several important consequences of Theorem 5.6. The first one and
the subsequent discussions address the duality issues for which Theorem 5.6 offers pieces of new
information in comparison with the above Propositions 5.4 and 5.5.

Corollary 5.9 (existence of primal optimal solutions). Let the basic assumptions (H1)—
(H4) hold, and let the set © from (4.1) be parabolically regular at f(Z) for every X € A(Z, ).
Then whenever w € Kq(Z,v) the primal problem (5.6) admits an optimal solution.

Proof. Theorem 5.6 ensures that the indicator function dq is parabolically regular at Z for
v. The claimed existence of optimal solutions to (5.6) follows from the combination of Theo-
rem 3.3(ii), the value function formula (5.13), and the second-order tangent chain rule (4.8). [

Let us compare the obtained duality results in Propositions 5.4 and 5.5 complemented by
Corollary 5.9 with those known before.

Remark 5.10 (discussions on duality). The primal and dual problems (5.6) and (5.12),
respectively, were considered in some different while equivalent form in [5—7] under the metric
regularity /Robinson constraint qualification. Weakening the latter to MSCQ (4.2) took a while
in order to come to complete fruition. The first duality result under MSCQ appeared in [25,
Theorem 4.7] for the case where © = Q, the second-order cone (5.16). Then it was extended
in [21, Proposition 3.2] to any closed convex cone with the analysis taken place at its vertex. Here
we establish the duality relationships in generality for any convex sets that is parabolic derivable
at the point in question. To the best of our knowledge, all the aforementioned results do not
justify that the primal problem (5.6) admits an optimal solution as it is done in Corollary 5.9
when in addition we assume that the set © under consideration is parabolically regular. This
can significantly simplify the proof of the main results in [21,25].

Now we are ready to establish the twice epi-differentiability of the indicator functions asso-
ciated with parabolically regular constraint systems (4.1).

Corollary 5.11 (twice epi-differentiability for constraint systems). Let Q be given in
(4.1) under the basic assumptions (H1)-(H4), and let w € Kq(Z,v). Suppose in addition that ©
is parabolically reqular at f(x) for every A € A(Z,v). Then the indicator function dq is properly
twice epi-differentiable at T for v.

Proof. This is an immediate consequence of Theorem 3.6 and Theorem 5.6. ]

We conclude this section with the following discussions on twice epi-differentiability.

Remark 5.12 (discussions on twice epi-differentiability). Twice epi-differentiability for
extended-real-valued functions was introduced by Rockafellar in [12], where this property was
justified for fully amenable functions. In particular, it is shown therein that the indicator func-
tion of a fully amenable set, i.e., a set admitting representation (4.1) with © being a polyhedral
convex set under the metric regularity constraint qualification, is twice epi-differentiable. We are
not familiar with any result of this type for (4.1) when the set © is merely parabolically regular.
Corollary 5.11 can be viewed as a far-going extension of the aforementioned result from [12] for
indicator functions of constraint systems under parabolic regularity and MSCQ.

6 Further Properties of Parabolically Regular Sets

In this section we continue the study of parabolically regular sets while particularly using the
results for constraint systems taken from Section 5. It allows us to obtain new sufficient con-
ditions for parabolic regularity by establishing its relationships with some notions of different

23



types well understood and applied in variational analysis and optimization. Furthermore, in this
way we obtain an intersection rule for parabolically regular sets, which ensures the preservation
of parabolic regularity under intersections of sets with deriving precise formulas for calculating
second-order tangents and second subderivatives of set intersections.

Let us now recall the notion of C2-cone reducible sets that plays an important role in con-
strained optimization, especially in its second-order aspects; see Bonnans and Shapiro [7].

Definition 6.1 (reducible sets). A closed set Q C R™ is said to be C2-CONE REDUCIBLE at
7 € Q to a closed convex cone = C R® if there exist a neighborhood U C R™ of § and a C%-smooth
mapping h: R™ — R such that

QnU ={yeU|hly) €E}, h(H) =0, and Vh(y) has full rank s. (6.1)
If this holds for all § € Q, then we say that ) is C?-cone reducible.

It is well known that the defined set reducibility encompasses polyhedral convex sets and also
important classes of nonpolyhedral ones including the second-order cone generating problems of
second-order cone programming (SOCPs), the cone of positive semidefinite symmetric matrices in
problems of semidefinite programming (SDPs), etc.; see [7]. We show now that C2-cone reducible
are always parabolically regular and their indicator functions are twice epi-differentiable.

Theorem 6.2 (parabolic regularity of C2-cone reducible sets). Let 2 C R™ be a closed
set that is C?-cone reducible at § € Q to a closed convex cone = C R®, and let (§, \) € gph Nq.
Then Q is parabolically derivable at y for any vector w € Tq(y) and parabolically regular at
for A. Consequently, its indicator function dq is properly twice epi-differentiable at § for \ with
the second subderivative calculated by

4?6 (7, ) (w) :{ é‘é V2 h(@)(w, w) i’;hfriii?(y’ A (6.2)

where p € R® is the unique solution to the system

A= Vh(y)'u, pe Nz(h(®))- (6.3)

Proof. Since h(j) = 0 and = is a cone, for any vector u € T=(h(y)) we have T2(h(y), u) = T=(u).
This along with the convexity of = tells us that Z is parabolically derivable at h(y) for any vector
from T=(h(y)). Appealing now to Theorem 4.5 ensures that the set ) is parabolically derivable
at y for any vector w € To(y).

Next let us prove that = is parabolically regular at h(y) for the unique vector p satisfying
(6.3). To do it, take any vector w € R* such that d%6=(h(),u)(w) < co. We have by The-
orem 3.3(i) that w € K=(h(9),u) = EN {u}*. Denote wy, := w for all k € IN and take any
sequence ti | 0 as k — oco. It gives us the inequality

0 < d0=(h(y), p) (w) < lim A7 6= (h(5), 1) (wr) = 0,
which shows that A? 6= (h(y), ) (wi) — d?0=(h(7), ) (w) as k — co. Furthermore, we get

o oy —wl

0,
k—o0 tr

and therefore = is parabolically regular at h(y) for p. It follows from Definition 6.1 of the C%-
cone reducibility that the set  in question is represented as a constraint system in (4.1). Thus
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applying Theorem 5.6 to this set ensures the parabolic regularity of Q at g for A. Using then
the second-order tangent chain rule (4.8) from Theorem 4.5 tells us that whenever w € T(y)
we have the equivalent representation

u € T3(§, w) <= Vh(§)u+ V2h(7)(w,w) € T2 (h(7), VR(§)w) = T=(Vh(§)w).
This brings us in turn to the equalities

JTgZ(Q,w)(A) = Sup {<>‘7 u>} u e TS%(gv ’UJ)}
= sup {{, VR(§)uw)| VR(§)u + V*h(§)(w,w) € T=(Vh(y)w) }
= _<,u7 VQh(y)(w>w)>'

Employing finally assertions (i) and (iii) of Theorem 3.3 verifies the second subderivative formula
(6.2) and thus completes the proof of the theorem. O

The obtained theorem encloses the class of C2-cone reducible sets into the collection of
parabolically regular ones. As Example 6.4 below shows, this inclusion is generally strict. Before
proceeding with this example, let us discuss a distinguished feature of C2-cone reducible sets
among those which are convex, parabolically derivable, and parabolically regular.

Remark 6.3 (specification of reducible sets among parabolically regular ones). Let
Q0 C R™ be convex, parabolically derivable at § € Q for every vector w € Kq(7,\) with
A € Nq(%), and parabolically regular at 4 for X. Then it follows from Theorem 3.3(ii) that for
any w € Kqo(¥, \) there exists a second-order tangent u,, € T3(y, A) such that d?6o(, \)(w) =
—(\,uy). If we assume in addition that Q is C?-cone reducible at 7, then it follows from (6.2)

and (6.3) that for any w € Kq(y, \) we have
d%60(5, N (w) = —(\, ) With wy = —(Vh(G)VR(G)*) ™ V2h(5)(w, w).

This indicates that if € is not just parabolically regular but C?-cone reducible at the reference
point, then the the second-order tangent wu,, that we find for any w € Kq(g,A) is in fact a
quadratic function of w. It seems to be a distinguished feature of C2-cone reducible sets in the

class of all the parabolically regular ones.

The following example constructs a closed and convex set in R? that is parabolically regular
while not C2-cone reducible at the origin.

Example 6.4 (failure of C2-cone reducibility). Fix any a € (1,2) and consider the set
Q) := epip C R?, where the function ¢: R — R is defined by

(a:) ] 0 z<0,
LAV PV x> 0.
It is easy to check that ¢(0) = ¢'(0) = 0 while cp;/r(O) = oo. Taking y := (0,0) € Q and
A= (0,—1), we claim that the following hold:
(1) Q2 is a closed and convex set with

Tﬁ(g) =R xRy, NQ(Q) =Ry, KQ(?], )‘) =R x {O}

(i) Q is parabolically derivable at y for every vector (wi,0) € Kq(y, ) with w; < 0, and
for any vector in this form we have T3 (7, (w1,0)) =R x R4.

(iii) © is parabolically regular at z for .
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(iv) T3(7, (1,0)) = 0, and thus © is not parabolically derivable at g for (1,0) € Ta(y).

The last statement demonstrates that € is not C2-cone reducible at 7. Indeed, if the re-
ducibility property is satisfied for 2 at g, then Theorem 6.2 implies that 2 must be parabolically
derivable at g for any tangent vector in T (%), which clearly contradicts (iv).

To verify our claims (i)—(iv), observe first that (i) follows directly from the definition of
and simple calculations. To proceed with (ii), pick any (w1,0) € Kq(7, A) with w; < 0 and
(u1,uz) € R x Ry. Then it is not hard to check that for all ¢ > 0 sufficiently small we have

o(twr + %tQul) < %t2uz + o(t?) with o(t?) := %t2a|u1\a.
This readily yields the inclusion
g+ t(w1,0) + 3t (ur, u2) + (0,0(*)) € epip = Q

for all ¢ > 0 sufficiently small, which clearly implies that (u1,u2) € T3(¥, (w1,0)). On the other
hand, it is easy to show that T3(y, (w1,0)) C R x Ry, which proves (ii).

Turning to (iii), note that d?6q (7, \)(w) > 0 for all w € R? due to Theorem 3.3(i) and
convexity of 2. We intend to show that

dom d*6o (7, ) = {(w1,0) € Ko(y, )| w1 < 0}. (6.4)

To this end, pick w = (w1,0) € Kq(y, A\) with w; < 0. It follows from Proposition 3.2 that

which leads us to d2dq(7, \)(w) = —072(y )(X) = 0 and hence justifies w € dom d%dq (7, \).

y?w
Conversely, pick w € dom d25o (7, A) and deduce from (3.7) that dom d?6q (7, \) C Ka(¥, \).
Fixing w = (w1, 0) € R? with w; > 0 and taking w = (w1, w2) — w, we get

Ao (5, M) (w) =

57 + tw) — 6 (7) — t(\, w) o0 if §+tw ¢ Q,
I > 4 20w)°

T if g+ tw €.

This together with w; > 0 and a € (1,2) implies that d?6q (7, A\)(w) = oo and hence justifies
(6.4). Now we pick w = (w1,0) € domd?do (g, A) and get from (6.4) and the discussions above
that d20q (7, \)(w) = —O’ng(@w)()\) = 0. Combining this with [17, Proposition 13.64] yields

2¢ Y s 2¢ (-7
d*50(7, M) (w) = —072(5.0)(N) = t%,“wlﬁfu Aida(y, M) (w),
[w—w]/t bounded

which verifies therefore the parabolic regularity of 2 at i for .
It remains to verify (iv). Suppose on the contrary that there exists some second-order tangent
(u1,u2) € T3(¥, (1,0)), which gives us a sequence tj | 0 with

(0,0) + tx(1,0) + %tz(ul, ug) + o(ti) € epip,
which amounts to saying in turn that

cp(tk + %tiul + o(ti)) — p(0) — tx'(0)
1.2
=t
2k
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2
Denote s, :==1+ %tkul + %}f) and get s > 0 for all k£ € IV sufficiently large. This allows us to
rewrite the above inequality in the equivalent form
p(tesk) — (0) — (tesk)@'(0) _ uz | 2 o(t)

<5+
%(tksk)Q Sk Sk ti

N

Passing to the limit as k& — oo contradicts the fact that ¢’/ (0) = oo and thus completes the
proof of (iv) and our consideration in this example.

We conclude this section by establishing the following intersection rules for parabolically
regular sets and related second-order constructions.

Theorem 6.5 (intersection rules for parabolically regular sets). Let Q and Q2 be two
closed and convex sets in R™, and let T € Q1 N Qy. Assume that there exist a constant k > 0
and a neighborhood U of T satisfying the metric qualification condition

dist(2; Q1 N Q) < k(dist(2; Q) + dist(x; Q2)) for all z € U. (6.5)

If both Q1 and Qo are parabolically derivable for every vector u € To,nq,(Z), then their inter-
section 1 N Qg is also parabolically derivable at T for every vector u € Tq,nq,(Z), and we have
the second-order tangent intersection rule

TS%sz (z,w) = Tél(i‘,w) N T§2 (Z,w) for all w e Tq,(T) NTa,(T). (6.6)
Further, pick v € Nq,nq,(Z) and define the set
S(f,’l—)) = {(U17U2) € RQn} V1 + V2 =0, U1 € NQ1(i)v Vg € NQQ(j)}

If for any pair (vi,ve) € S(Z,v) the sets Q1 and Qg are parabolically regular at T for vi and va,
respectively, then their intersection 21 N Qq is parabolically reqular at T for v, and we have the
second subderivative intersection rule

d25ﬂmﬂz (z,0)(w) = ( n)lgg{( {d 0q, (Z,v1)(w) + d2(592 (i,vg)(w)}. (6.7)
V1,V z,0)

Proof. We know from Bauschke et al. [2, Theorem 3] that the metric qualification condition
(6.5) ensures the (first-order) tangent and normal intersection rules for convex sets:

TﬂlﬁQQ (f) = TQ1 ('Cz') N TQQ(j) and NQ1ﬂQz(j) = Nﬂl (j) + NQQ ('f)
Define further the set 2 C R™ by
Q=01 N = {z eR"| (z,2) € Y x Ny}

and observe that €2 belongs to the class of constraint systems (4.1) with © := Q; x Qg, O = R",
and f(x) := (x,z). Furthermore, it is not hard to check that (6.5) amounts to saying that the
constraint mapping x +— f(x) — © is metrically subregular at ((z,z),0). It follows from the
definitions that To, xq,(Z, ) = Ta, (Z) X T, (Z) and that

T3, va, (T, 7), (w1, w2)) = T3 (F,w1) x T3, (Z,w2) for all (wi,w2) € To,x0,(7,7).  (6.8)

Pick now w € To,nq,(Z) and note that T3(f(z),Vf(#)w) = T§ (z,w) x T3, (Z,w). Using
this, the second-order tangent chain rule (4.8) from Theorem 4.5, and the obvious fact that
V2f(z) = 0 yields the representation

u € T3(zZ,w) <= (u,u) = Vf(Z)u € Tg%l(:f:,w) X T52(j,W),
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which clearly justifies the claimed intersection rule (6.6) for the second-order tangent sets. Since
2 and Q9 are parabolic derivable at z for the selected vector w, so is © at f(z) = (z, %) for
Vf(Z)w = (w,w). Employing again Theorem 4.5 tells us that € is parabolically regular at z for
w, which therefore proves the first part of the theorem.

We turn next to verifying that the set intersection 2 N}y is parabolically regular at = for .
To this end, observe that the collection of Lagrange multipliers A(z,v) from (5.2) in the setting
under consideration can be equivalently expressed as

A(i’,@) = {(Ul,U2)| Vf(:f’)*(l)l,vz) =7, (Ul,vz) € NQlX92 (f)}
= {(1}1,2}2)| V1 + v = U, V1 € Ngl(i‘), Vo € NQQ(.T)} = S(i,’(_)).

Pick (v1,v2) € S(&,v) and deduce from (6.8) and the support function definition that
OT3((2,:0),(w1,w2)) (V15 V2) = 072 (3,0) (V1) + 073 (5, (v2) for all (wi,wa) € T, <0, (2, ).

To prove that ©® = Q x Qo is parabolically regular at (z,z) for (vy,v2), pick (wy,ws) €
Ko((z,Z),(v1,v2)) and observe that Keo((Z,Z), (v1,v2)) = Kq,(Z,v1) x Kq,(Z,v2). Since the
sets ; are parabolically regular at & for v; as i = 1,2, we deduce from Theorem 3.3(iii) that

d%6q, (%, v1)(wy) = —JTél(f’wl)(vl) and d%6q, (Z,v2)(we) = —O'T§222(f’w2)(v2).
It follows directly from definition (2.11) of the second subderivative that
d*5q, (Z,v1)(w1) + d*dq, (T, v2) (w2) < d*6((Z,Z), (v1,v2)) (wi, w2).
On the other hand, Proposition 3.2 leads us to the relationships
d*de (2, 7), (v1,v2)) (w1, wp) < —OT2 ((2,2), (w1 w2)) (V1, V2) = —(UTgl(f,wl)(Ul) + UT%Q(j,wg)(UQ))'
Combining all of this, we arrive at the equality
d256((37;,37), (1)1,1)2))(101, wo) = —aTé((i@%(whw))(vl,vg) for all (wy,wq) € K@((i‘,a_:), (vl,vg))

and thus conclude from Theorem 3.3(iii) that Q@ = Q; N Q9 is parabolically regular at z for
v. Applying Theorem 5.6 to the sets 2 written as a constraint system (4.1) with © = Q x Qy
and taking into account that © is parabolically regular at (z,z) for any pair (vi,v2) € S(Z,v)
verify that €2 is parabolic regular at Z for ©. Finally, the intersection rule (6.7) for the second
subderivative of dg,nq, is an adaptation of (5.14) to the setting under consideration. This
completes the proof of the theorem. ]

Let us mention that somewhat related intersection results can be found in [7, Theorem 3.90]
for the second-order regular sets in the sense therein. Using the notation of Theorem 6.5, the
qualification condition utilized in [7, Theorem 3.90] reads as intQ; N Qo # @, which is the
standard qualification condition in convex analysis. It has been well recognized that the metric
qualification condition (6.5) is much weaker than the latter interiority one.

7 Second-Order Optimality Conditions with Quadratic Growth

This section addresses applications of the developed theory of parabolic regularity and twice epi-
differentiability to deriving new second-order optimality conditions in problems of constrained
optimization. The problem under consideration here is formulated as follows:

m]iRn ©(x) subject to f(x) € O, (7.1)
zeR™
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where p: R - R, f: R® — R™, and © C R™. Throughout this and next sections, we assume
that ¢ and f are twice differentiable at the reference points, and that © is a closed convex set.
The constrained problem (7.1) can be rewritten in the unconstrained optimization format

;?elﬁ{% o(z) + do(z) with Q:={z e R"| f(z) € ©}. (7.2)
The set Q defined in (7.2) is a constraint system in the form of (4.1) with O = R™ therein.
The Lagrangian function associated with (7.1) is defined in the conventional way as L(z, \) :=
o(x) + (A, f(z)) for any pair (z,\) € R" x R™.

The next theorem collects the main results of this section while providing no-gap second-
order optimality conditions for the constrained problem (7.1) with a parabolically regular set
©. Recall that by no-gap conditions we understand a pair of optimality conditions where the
sufficient condition differs from the corresponding necessary condition by replacing the nonstrict
inequality in the latter with the strict one. In fact, the obtained second-order sufficient condition
offer more; namely, a quadratic growth of the cost function that is strongly used below.

Theorem 7.1 (no-gap second-order optimality conditions under parabolic regular-
ity). Let T be a feasible solution to problem (7.1), and let v := —V (). In addition to the basic
assumptions (H1)-(H4) imposed on Q0 from (7.2), suppose that the set © in (7.1) is paraboli-
cally regular at f(z) for every A € A(z,v) from (5.2). Then we have the following second-order
optimality conditions for the constrained problem (7.1):

(1) If z is a local minimizer of (7.1), then the second-order necessary condition

N {(V2,L(z, Nw,w) + d*3e (f(2),\) (Vf(@)w)} >0 (7.3)

is satisfied for all w € Kq(Z,0).

(ii) The validity of the second-order sufficient condition

AEmA?;cv {(V3.L(Z, \)w,w) + d%se (f(@), ) (Vf(@)w)} >0 when we Ko(z,v)\ {0} (7.4)

amounts to the existence of positive constants £ and € such that the quadratic growth condition
L
¥(@) = (@) + 5l - z||* for all v € B.(z) (7.5)

holds, where 1 := @ + dg o f is the cost function in (7.2). Thus T provides is a strict local
minimum for the constrained optimization problem (7.1).

Proof. To verify (i), we get from the imposed assumptions in the theorem and Proposition 4.2
that v = —Vp(Z) € No(z) and then

0 € V() + No(z) = 0(¢ + 00)(z) = 0(Z).

Employing Corollary 5.11 tells us that the indicator function dq is properly twice epi-differentiable
at Z for v. Using this and the assumed twice differentiability of ¢ at Z, it is easy to derive from
the definitions the following second subderivative sum rule:

A% + 80)(,0) (w) = (V2p(2)w, w) + d260(,0)(w) for all w € R™ (7.6)

Since Z is a local minimizer of ¥y = ¢ + dq, it follows from [17, Theorem 13.24(a)] that
d%y(z,0)(w) > 0 for all w € R™. Applying then the second subderivative calculation for dq
from (5.14) and the second subderivative sum rule (7.6) readily justify assertion (i). Observe
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that due to (5.4) we have dom d?dq(Z,v) = Kq(z,v) and thus do not need to consider vectors
w ¢ Kq(Z,v) in the second-order necessary optimality condition (7.3).

To proceed next with the proof of (ii), deduce from the proof of [17, Theorem 13.24(c)] in the
general unconstrained framework of minimizing an arbitrary proper function v¢: R” — R that
the second-order condition d?w(z,0)(w) > 0 for all w € R™\ {0} amounts to the existence of
positive constants ¢ and ¢ such that the quadratic growth condition (7.5) is satisfied. Taking into
account the particular form of our function i and combining it with the second subderivative
sum rule (7.6), the representation dom d?éq(Z,v) = Kq(Z,v), and the second subderivative
calculation for dq in (5.14) verify assertion (ii) and thus complete the proof of the theorem. [

Some commentaries on second-order optimality conditions are now in order.

Remark 7.2 (discussions on second-order optimality conditions). Observe the following:
(i) The second-order sufficient condition (7.4) can be equivalently expressed via the existence
of £ > 0 for which we have the estimate

Aen/(\l?*X*) {(meL(a’:, Nw, w) 4+ d%dg (f(if, )\) (Vf(if)w)} > (||w||* whenever w € Kq(z,) \ {0}.

This is due to the fact that the second subderivative is l.s.c. by Proposition 2.1(i). Labeling as
¢ the best/largest constant ¢ satisfying the above condition, we can easily compute it by

0 = min d*(p + do) (7, 0) (w)
{(V2,L(z, Nw,w) + d*de (f(Z),\) (Vf(@)w) },

min max
we[Kq(z,0)NS] AeA(Z,V)
where S := {w € R"| |Jw|| = 1} stands for the unit sphere in R".

(ii) Second-order optimality conditions in constrained optimization have been studied in
the literature under certain second-order regularity assumptions and different constraint qual-
ifications. Let us mention those obtained in [5] for problems (7.1) with second-order regular
sets © under the metric regularity/Robinson constraint qualification; see [7, Chapter 3| for
more details. Quite recently no-gap second-order optimality conditions were derived in [14] for
constraint problems of type (7.1) generated by C2-cone reducible sets © under the metric subreg-
ularity constraint qualification. The latter qualification condition was also used in our paper [32]
for similar problems of composite optimization with fully subamenable constraint functions. All
of the aforementioned results are strict consequences of Theorem 7.1. Furthermore, the approach
developed here, which is mainly based on parabolic regularity and second subderivative calculus
under MSCQ), is fundamentally different from those mentioned above. It allows us to not only
establish the strongest no-gap second-order optimality conditions for a large class of problems
in constrained optimization, but also to unify previously known developments in this direction.

To conclude this section, we present yet another second-order sufficient optimality condition
for problem (7.1) that is of type (7.3) but is obtained under different assumptions. Note that
we do not impose now any constraint qualification while assuming instead the validity of a first-
order necessary optimality condition in the Karush-Kuhn-Tucker (KKT) form. The obtained
result is particularly useful for the study of augmented Lagrangians in the next section.

Proposition 7.3 (second-order sufficient condition without constraint qualifications).
Let T be a feasible solution to problem (7.1). Suppose that the pair (T, \) satisfies the KKT system

V.L(ZX) =0, A€ No(f(z)), (7.7)
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and that the set © is parabolically derivable at f(Z) for every critical cone vector u € Ko(f(Z), ).
Assume also that the second-order condition

(V2,L(z, Nw,w) + d*60 (f(z),N) (VF(T)w) >0 (7.8)

is satisfied for all w € R™\ {0} with Vf(z)w € Ko(f(Z),\). Then there exist positive constants
e and { such that the quadratic growth condition (7.5) holds while ensuring in particular that T
is a strict local minimizer for problem (7.1).

Proof. It follows from (7.7), the structure of (7.2), and the convexity of © that
0 € V() + V()X C Vop(z) + No(z) € Vep(z) + No().
Using similar arguments as those for the proof of (5.3) leads us to
d*8e(z,0)(w) = (X, V2f(2)(w, w)) + d*0e (f(2), A) (V f(2)w)
for all w € R™, where v = —V(z). Hence for any w € R™ we have

d*y(z,0)(w) = (Vo (Z)w, w) + Ao (z,v)(w) > (V2 L(Z, Nw, w) + d*de (f(Z), X) (Vf(2)w),

where ¢ = p+0q. f Vf(Z)w € Ko(f(z),A) for some w € R™\ {0}, then it follows from the above
inequality and the assumed second-order condition (7.8) that d2w(z,0)(w) > 0. If Vf(Z)w ¢
Ko(f(z),)\) with some w # 0, we deduce from Theorem 3.3(i) that d20e (f(Z), A\)(Vf(Z)w) = occ.
Using again the above inequality yields d?¢(Z,0)(w) = co. Hence for any w € R™ \ {0} we get
d?y(z,0)(w) > 0. Appealing finally to [47, Theorem 13.24(c)] verifies the quadratic growth
condition (7.5) and thus completes the proof of the proposition. ]

8 Augmented Lagrangians under Parabolic Regularity

In this section we present one of the most striking novel applications of the developed second-
order variational theory under parabolic regularity. It concerns augmented Lagrangians associ-
ated with the class of constrained optimization problems (7.1). The importance of augmented
Lagrangians has been well recognized from the viewpoints of both theoretical and algorith-
mic developments in variational analysis and optimization, and the quadratic growth condition
achieved below under parabolic regularity has been a goal of many previous efforts in particular
settings; see Remark 8.5 for more comments.

To reach our goal, we need to involve additional tools of second-order variational analysis
complemented to those discussed above. Recall that a function ¢: R® — R is twice semidiffer-
entiable at T if it is semidifferentiable at Z, defined as in (3.11), and the limit

i Af(a)() with Afe(e)() = P& +tu) = soé(;) — tdp(#)(w)

exists. The second semiderivative of ¢ at Z is denoted by d?p(z). It is not hard to check the
the existence of the above limit amounts to saying that ¢ satisfies the second-order expansion

p(x) = ¢(7) + dp(@)(z — 2) + 3d%0(2) (2 — 2) + o ||z — z||*),

and that d2¢(z)(w) is finite everywhere while depending continuously on w. As discussed
in [17, p. 590], although twice semidifferentiability seems appealing due to its tie to the second-
order expansion, it has limitations to handle nonsmoothness. Indeed, even first-order semidif-
ferentiability of ¢ at £ may not hold unless the function is finite and continuous around z. This
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makes it impossible to deal with the boundary points of function domains. Nevertheless, there
are optimization settings where twice semidifferentiablity is achievable. As shown below, the
augmented Lagrangian associated with (7.1) under parabolic regularity enjoys this property.

We begin with a simple sum rule for twice semidifferentiability.

Proposition 8.1 (sum rule for twice semidifferentiability). Let the functions ¢;: R® — R
as i = 1,2 be twice semidifferentiable at x. Then their sum @1 + 2 is twice semidifferentiable
at &, and we have the equality

(1 + 92) () = Pp1(T) + Ppa(2).

Proof. It follows directly from the twice semidifferentiability of ¢ and @9 at T that the sum
Y1 + 2 is also twice semidifferentiable at this point with

d(p1 + ¢2)(2)(u) = de1(2)(u) + de2(Z)(u) whenever u € R™.
This immediately implies that for any u € R™ we have
A (o1 + 92) () (1) = Afp1(Z)(u) + Afepa(T)(w).
Passing now to the limit as u — w verifies the twice semidifferentiability of @1 + @9 at Z. O

Next we establish a chain rule for twice semidifferentiability that is particularly useful for
calculating the second subderivative of the augmented Lagrangian associated with (7.1).

Proposition 8.2 (chain rule for twice semidifferentiability). Consider the composition
@ =1of, where f: R® — R™ is twice differentiable at &, and where ¥: R™ — R is differentiable
at f(Z) and twice semidifferentiable at this point. Then the following assertions hold:

(1) ¢ is twice semidifferentiable at T, and its second semiderivative is calculated by

o(z)(w) = (VI(£(2)), V2 (Z)(w,w)) + I (f(2)) (VF(@)w) for all w € R™.
(ii) ¢ has the second-order expansion
p(z) = (@) + (Vo(@), & — 1) + 3d°0(z)(x — ) + oz — z||*). (8.1)
(iii) ¢ is twice epi-differentiable at T for V(&) with
d®p(z, Vip(2)) = d®p(2).

Proof. Since ¢ is differentiable at Z, it is semidifferentiable at this point. Pick any w € R™ and
let w — w and t | 0. It follows from the twice differentiability of f at T that

(@ +tu) = £(Z) +tV(Z)u+ 32V2F(T) (u, u) + ot?).

Denote y; := f(Z+tu) and § := f(Z). It is not hard to derive from the twice semidifferentiability
of ¥ at f(Z) that the second-order expansion

9 (ye) = 9(G) + (VOG), ye — §) + 320(F) (ye — §) + o(t?)
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holds for all ¢t > 0 sufficiently small. Thus we get the chain of equalities

P(T + tu) — () = t(Ve(z),u) = I(y) —Hy) — L(VIG), Vf(T)u)
= (VI(©G), vt — yo) + 5*9(H) (3 — 9)
—t(VI(y), Vf(Z)u) + o(t?)
= (VI@). tVF(@)u+ 2V f(Z)(u, u))
+%d219(gj) (tVf(i)u + %t2v2f(i)(u, u) + 0(752))
—t(VI(7), VF(@)u) + o(t?)
= (VI(g), Vi f(Z)(u,u)) + o(t?)
+%d219(gj) (tVF(Z)u+ %t2v2f(i)(u, u) + o(tQ)).
Remembering that d?9(7) is a continuous function, dividing the above equalities by %tQ, and then
letting 4 — w and t | 0 verify the twice semidifferentiability of ¢ at Z and justify the second-order

expansion (8.1). Furthermore, this yields the twice epi-differentiable of ¢ at z for Vo (Z). Finally,
we observe that the claimed second-order expansion in (ii) comes from [17, Exercise 13.7(c)]. O

Although the twice semidifferentiability assumption on the outer function % in Proposi-
tion 8.2 seems to be restrictive, it holds in some important settings that appear in numerical
algorithms for constrained optimization problems. As Rockafellar demonstrated in [16, Theo-
rem 4.3], a convex function ¥: R™ — R is twice semidifferentiable at 3 € dom V4 if and only if
it is twice epi-differentiable at § for V9(z) and d?9(y, VI(7))(w) is finite for any w € R™. Now
we utilize this result for the augmented Lagrangians of (7.1). Given (z, A, p) € R x R™ x (0, 00),
the augmented Lagrangian associated with the constrained problem (7.1) is defined by

. _ 2 .
Liw, A p) = o) + & [dist(£(@) + p~'X:0)” = [p~'A2]. (8:2)
Given ¢: R™ — R and r > 0, define the Moreau envelope of ) relative to r by
. 1 2 n
er)(v) = int {w(w) + 5w —a] } z € R", (8.3)

When ¢ = dg for some © C R", we get e.0o(z) = 5-dist(z;Q)2. It is well known that the

T
Moreau envelope e,dq associated with a closed and convex set  is C'-smooth on R™ and its

gradient is calculated by
1
V(erég)(:n) = (a: — PQ(QZ'))

via the projection operator Pq for the set 2. Using the Moreau envelope (8.3) of 1 relative to

r = p~ !, we can equivalently express the corresponding augmented Lagrangian (8.2) by

L(z,\ p) = p(x) + (e1/,00) (f(z) + p *A) — gllp‘IAHQ-

Taking now a pair (Z, \) satisfying the KKT first-order necessary optimality condition (7.7)
and remembering that the set © in (7.1) is closed and convex, we can easily check that

¥ (e1)80) (F@) + %) = X
Thus for any p > 0 the augmented Lagrangian (8.2) is differentiable at (z, A, p), and we have
VaL(Z, X, p) = Vo(z) + V(2)'V(er,00) (f(Z) + p~'X) = Vo L(2,)) = 0. (8.4)

The next theorem establishes twice semidifferentiability and twice epi-differentiability of the
augmented Lagrangian associated with the constrained problem (7.1) under parabolic regularity
and derives precise formulas for computing its second semiderivative and second subderivative
together with verifying the second-order expansion.
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Theorem 8.3 (second semiderivatives and subderivatives of augmented Lagrangians).
Let (z,\) satisfy the first-order optimality condition (7.7) for problem (7.1). Assume that © is

parabolic derivable at f(z) for every vector from Ko(f(Z),\) and that © is parabolically regular
at f(Z) for . For each p > 0 consider the function

x> L(z,\,p) forall x €R" (8.5)

defined via the augmented Lagrangian (8.2). Then the following hold:
(1) Function (8.5) is twice semidifferentiable at T, and for any w € R™ we have

d3L(z, X, p)(w) = (Vi L(z, Nw, w) + e1/,(d*de (f(2), V) (Vf()w),

where d2L(Z, \, p) is the second semiderivative of the augmented Lagrangian with respect to .
(ii) Function (8.5) satisfies the second-order expansion

Lz, X, p) = o(T) + 5d2L(T, A, p) (2 — T) + o |z — Z|*).
(iii) Function (8.5) is twice epi-differentiable at T for 0, and we have the equality
d2L((z, N p),0) = d2L(z, X, p)

telling us that the second subderivative of the augmented Lagrangian with respect of x at (Z, \, p)
for v =0 agrees with its second semiderivative of (8.2) with respect of x at this triple.

Proof. Fix p > 0 and define the function ¥ by 9(y) := (e;/,0e)(y) for all y € R™. Hence the
augmented Lagrangian (8.2) can be expressed as

Lia, X p) = pla) +9(F@) + p~'X) = Sl N

We further proceed with the following claim.

Claim. For any p > 0 the function e, ,,0e is twice semidifferentiable at f(z) + p A

To justify this claim, we conclude from Theorem 3.6 that dg is properly twice epi-differentiable
at f(z) for \. Appealing now to [39, Theorem 6.5] implies that the Moreau envelope e; /p00 18
twice epi-differentiable at f(z) + p~'A for V(ey,00)(f(Z) + p~*A) = A. Let us observe here
that since we employ [39, Theorem 6.5] for the convex function dg, the constant r in [39, Theo-
rem 6.5] is 0, and so it is not required to assume in our setting that p is sufficiently large. The
aforementioned result of [39] tells us also that

d*(e1/,00) (f(Z) + p7 "X X) = e1/,(d*00(f(Z),N)). (8.6)

Remember that dg is a proper, ls.c., and convex. This implies by [17, Theorem 2.26(b)]
that e;/,0e is convex and Cl-smooth. It follows from (8.6) that the second subderivative
d?(eq/,00)(f(Z) + p~'A, X) is finite on R™. Using further [16, Theorem 4.3] ensures that e;,0e
is twice semidifferentiable at f(Z) + p~ '\ with the second subderivative

d? (61/p5@) (f(f‘) + p_IX) = d? (61/p5@) (f(f) + p_lx, X)

The latter means that the second semiderivative of e;,,de at f(Z)+ p~ '\ agrees with the second

subderivative of e;,,0¢ at this point for A, which verifies the claim.
Combining the established claim with Proposition 8.2 tells us that the function z — 9(f(x)+
p~ 1) is twice semidifferentiable at z. Using further the sum rule from Proposition 8.1 ensures
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that the function z — ¢(z) + J9(f(z) + p~t)) is twice semidifferentiable at Z, and hence the

augmented Lagrangian = — L(z, A, p) shares this property. Moreover, it follows from Proposi-
tions 8.1 and 8.2(i) that

GLE X p)(w) = dp@)(w) + (A, V(@) (w,w)) + d*(e1/,00) (f(Z) + p~ X) (Vf(Z)w)
= (VZo(@)w,w) + (X, V2 f(Z)(w,w)) + d*(e1/,00) (f (&) + p~ X, A) (Vf(@)w)
= (VZ,L(x Nw,w) + e1/,(d*50(f(2), V) (Vf(2)w),

where the last equality comes from (8.6). It shows therefore that (i) holds.

Assertions (ii) follows directly from Proposition 8.2(ii) combined with the facts that £(z, A, p) =
©(Z) and V. L(Z, A, p) = 0 as shown in (8.4). To verify finally (iii), note by (8.4) that V,L(z, \, p) =
0. Thus the twice epi-differentiability of the function z — L(z, )\, p) at Z for ¥ = 0 is a conse-
quence of the above discussion and Proposition 8.2(iii). O

The twice semidifferentiability of the augmented Lagrangian (8.2) in Theorem 8.3(i) was
discussed in [50, equation (3.25)] under the name of “second-order Hadamard directional differ-
entiability” by using a different approach in the case where the set © is second-order regular.
Recall that the second-order regularity is strictly stronger than the parabolic regularity exten-
sively developed in this paper. The second-order expansion in Theorem 8.3(ii) was derived for
nonlinear programming problems in [15, Proposition 7.2] by employing yet another device.

The next major result establishes the validity of the quadratic growth condition (7.5) for the
augmented Lagrangian (8.2) associated with (7.1) under the parabolic regularity of ©. Moreover,
we prove the equivalence—again under the parabolic regularity—of the latter growth condition to
the second-order sufficient optimality condition (7.8) for (7.1) as well as to the positivity of the
second subderivative of (8.2) with respect to x.

Theorem 8.4 (quadratic growth condition for augmented Lagrangians). Let the pair
(Z,\) satisfy the first-order optimality condition (7.7) under the assumptions that:

e O is parabolically derivable at f(x) for every vector from Keo(f(Z),\).

e O is parabolically reqular at f(Z) for \.

e The second subderivative d20g(f(Z), \) is continuous relative to its domain which is Ko (f(z), ).

Then the following assertions are equivalent:

(i) The second-order sufficient condition (7.8) holds for all vectors w € R™ \ {0} satisfying
Vi(@)we Keo(f(z),A).

(ii) There exists a positive number p > 0 such that for any p > p we have

diﬁ((f,x, p),0)(w) >0 whenever w € R™\ {0}.
(iii) There are p >0, ¢ > 0, and £ > 0 (all dependent on \) such that for any p > p we have
— l
L(z, A\ p) > o(T) + 3 |z —Z||* whenever x € IB.(Z). (8.7)

Proof. Assume first that (ii) holds for p = p. Employing [17, Theorem 13.24(c)] tells us that
there exist positive numbers € and ¢ such that

L(z, N\ p) > f(Z)+ g |z — z||* for all x € IB.(Z)
with the usage of the equality £(z,\,p) = f(Z). Since the function p — L(z, ), p) is nonde-

creasing due to [17, Exercise 11.56], we get (iii) for any p > p. Then implication (iii) = (ii)
comes from the definition of the second subderivative.
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Assume now that (ii) holds and fix the numbers p, p therein. Theorem 8.3 and then Moreau
envelope construction (8.3) ensure that

(V2. Lz, Nw,w) + d*e (f(2),\) (Vf(@)w) > (ViL(E Nw,w) + e1/,(d*5e(f(Z), X)) (VF(2)w)
d2L(Z, X, p)(w) = 2L ((Z, X, p),0) (w) > 0

for all w € R™\ {0}, which in turn justifies (i).
To verify the opposite implication, assume that (i) holds and define the sets

S:={weR"| |lw| =1} and E:={weR"| Vf(@)w e Ko(f(Z),\)}.

Since © is parabolically derivable at f(z) for every vector in Ke(f (z),A), we deduce from
Theorem 3.3(i) that the function d25g (f(Z), \) is proper and lower semicontinuous. This ensures
that the second-order condition (7.8) amounts to the existence of ¢ > 0 such that

(V2,L(Z, w,w) + d%0e (f(2), X) (Vf(Z)w) > {|w]?* for all we E. (8.8)
Consider further the function x,: R" — R given by
Xp(w) := dZL((Z, X, p),0) (w) = (V2,L(Z, Nw, w) + e1/,(d*e(f(7), N)) (V[ (Z)w).

It follows from the convexity of ©, the parabolic regularity of dg at f(z) for A, and Theo-
rem 3.6 that dg is properly twice epi-differentiable at f(z) for X. Appealing now to [47, Proposi-
tion 13.20(a)] indicates that d2g(f(Z), \) is a convex function. Hence we deduce from [17, The-
orem 2.26(b)] that the function Y, is finite and continuous on R" for any p > 0.

Next we show that x,(w) > 0 for all w € S whenever p > 0 is sufficiently large. It is
accomplished by the following two steps.

Step 1: There are an open set V. .C R™ and a number py >0 with SNE C SNV and
Xp(w) >0 forall we SNV and all p> pr.
To verify this, consider the function
x(w) := <Vg2mL(:T:,X)w,w> + d%0e (f(@),N)(Vf(@)w), weS.

Since FE is closed and S is compact, the set SN E is obviously compact as well. It follows from
our assumptions in this theorem that y is continuous relative to the compact set S N E, which
allows us to deduce from [17, Theorem 1.25] that

Xp(w) T x(w) as p— oo forall we SNE.

Employing the Dini theorem from [18, Theorem 7.13| ensures that the above pointwise conver-
gence becomes uniform on S N E. Thus for any € > 0 we find p; > 0 such that

IXp: (w) — x(w)| < e whenever we SNE.

In particular, for € := ¢/2 with £ > 0 taken from (8.8) it follows that

L
Xpi (W) > 3 whenever w e SNE. (8.9)

Now we claim that there exists an open set V' C R™ such that SN E C SNV and

l
Xp: (W) > 2 forall we SNV.
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To justify it, pick w € SN E and remember that xp, is continuous at w with xp, (w) > £/2 due
o (8.9). This gives us a neighborhood U, of w in R™ for which

{
Xp (1) > 1 whenever u € U,,.

Setting V' := (J,c5nr Uw, Which is open in R™ but depends in p;, we see that SNE C SNV
and that xp, (w) > % for all w € S NV, and hence our claim is verified. Pick now p > p; and
deduce from the monotonicity of the functions , with respect to p that

¢
Xp(w) > xp, (w) > 1 >0 forall we SNV,

which therefore completes the proof of Step 1.
Step 2: There exists a number pa > 0 such that

Xp(w) >0 forall we SNV and all p > po,

where V' is taken from Step 1, and where V¢ stands for the complement of V' in R™.

To prove this statement, note first that V¢ is a closed set and so S N V¢ is compact. It is not
hard to check the implication

weSNVS = Vf(@)w¢ Ko (f(T),\). (8.10)
Defining further the real quantities

L . 2 . L . _ -\ )\ 2
o= min (Vi L(Z, Nw,w) and fB:= wglgglvcd(Vf(x)w, Ko(f(z),N)",

we observe from (8.10) and the compactness of SNV that 5 > 0. It follows from Theorem 3.3(i)
that d20e (f(z), A)(w) > 0 for all w € R"; since © is convex, the constant 7 in Theorem 3.3(i) is
zero. Furthermore, the aforementioned theorem tells us that dom d?6g(f(z),\) = Ko(f(Z), ).
Combining these results readily yields

Let pg := max{1, —%‘J‘} Then whenever p > py and w € SNV we get

Xp(w) = (Vi L& Nw,w) + ey, (%00 (f(2), N) (Vf(z)w)
> (V2,L(Z,\w,w) + e1/o (ko (r@m) (V(@)0)

= (V2 L(z, Nw,w) + gdist (Vf(gz)w; K@(f(gz),X)>2

Y

)
= 0
a+ 25 >0,
which therefore verifies the statement of Step 2.
Unifying the results established in Step 1 and Step 2 brings us to the inequality
2L((Z, X, p),0) (w)xp(w) >0 forall we S and all p> p:=max {p1,p2}.

Taking finally any w € R™\ {0} and recalling that the second subderivative is positive homoge-
neous of degree 2, we obtain for all p > p that

EL(@X,0),0) () = [P EL((.X.0),0) () >0

which justifies (ii) and thus completes the proof of the theorem. O
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Let us conclude this section with brief discussions on previous efforts to obtain the quadratic
growth condition for augmented Lagrangians and the main assumptions of Theorem 8.4.

Remark 8.5 (on quadratic growth for augmented Lagrangians). Observe that:

(i) There have been some developments in order to establish implication (i) = (iii) in
Theorem 8.4 for different classes of constrained optimization problems. Rockafellar in [15, The-
orem 7.4] derived this implication for nonlinear programming problems without appealing to
the second subderivative, the main player in our proof. Liua and Zhang obtained this result for

second-order cone programming problems in [30, Proposition 10] when in addiction the strict
complementarity condition and some nondegeneracy condition were imposed. For semidefi-
nite programming problems a similar result was achieved in [51, Proposition 4] by assuming

a stronger version of the second-order sufficient condition (7.8) together with a nondegeneracy
condition. Theorem 8.4 provides an extension of Rockafellar’s result for any parabolically reqular
constrained optimization problem including second-order cone programs, semidefinite programs,
etc. Moreover, we also show that the quadratic growth condition (8.7) for the augmented La-
grangians is actually equivalent to the second-order sufficient condition (7.8). The latter was
not observed before even in nonlinear programming.

(ii) Finally, we briefly discuss the main assumptions in Theorem 8.4. As mentioned earlier,
the parabolic derivability and parabolic regularity hold for any convex polyhedral set (Exam-
ple 3.4), for the second-order cone (Example 5.8), and—more generally—for any C?-cone re-
ducible set (Theorem 6.2). The continuity of the second subderivative relative to its domain is
satisfied for any C2-cone reducible sets according to (6.2). It is not clear at this stage for us
whether or not such an assumption holds for any parabolically regular set in general. What we
do know from Theorem 3.3(i) is that the second subderivative is always lower semicontinuous.

9 Subgradient Graphical Derivatives via Parabolic Regularity

The section is devoted to precise calculating the graphical derivatives of the normal mappings
generated the constraint systems. In other words, we intend to derive exact formulas for com-
puting the subgradient graphical derivative of the indicator function for the set Q from (4.1).
Theorem 3.7(ii) gives us a road map to reach this goal. Indeed, by (3.12) we should try to find
the subdifferential of the second subderivative of dq calculated in Theorem 5.6. This can be
achieved by appealing to a recent result of [I7, Theorem 3], which provides an advanced sub-
differential formula for functions represented as the supremum of infinitely many convex ones.
The key here is the last formula established in Theorem 5.6 for the second subderivative that
only requires to take the maximum over a compact subset of the collection of Lagrange multi-
pliers (5.2). As we see below, parabolic regularity and its properties established in the previous
sections play a crucial role in our device.

We begin with the following result showing that if the mapping f in (4.1) is of class C2, then
Q) from (4.1) is prox-regular. It allows us to use (3.12) for calculating the graphical derivative
of the normal cone mapping Ng. We omit the proof of this result that follows the lines of [39,
Corollary 2.12] where it was done under metric regularity ensuring the boundedness of the
Lagrange multiplier set A(Z,v). Although it is not the case under the imposed MSCQ (4.2), we
can proceed similarly to the proof of [32, Proposition 7.1] to alleviate the hardship.

Proposition 9.1 (prox-regularity of constraint systems). Let in addition to the basic
assumptions (H1)—(H4) the mapping f from (4.1) be C*-smooth around Z. Then the set Q2 in
(4.1) is proz-regular at T for any normal vector v € Nq(Z).
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Using the prox-regularity of 2 and the second-order optimality conditions obtained in The-
orem 7.1, we derive now a pointwise second-order characterization of the important notion
of strong metric subregularity for subdifferential mappings associated with constrained opti-
mization problems (7.1) with parabolically regular sets ©. Recall that a set-valued mapping
F: R"™ =3 R™ is strongly metrically subreqular at (Z,y) € gph F' if there exist a constant x € R4
and a neighborhood U of Z ensuring the distance estimate

|z — z|| < kdist(g; F(z)) forall z € U.

The Levy-Rockafellar criterion (see [18, Theorem 4E.1] and the commentaries therein) tells the
mapping F is strongly metrically regular at (z,7) if and only if we have the implication

0 € DF(z,5)(w) = w = 0. (9.1)

The next result was first observed in [18, Theorem 4G.1] for a special subclass of nonlinear
programming problems and then was extended in [14, Theorem 4.6] for C?-cone reducible con-
strained optimization problems. Now we are able to establish it for more general constrained
problems (7.1) generated by parabolically regular sets ©.

Theorem 9.2 (strong metric subregularity of subgradient mappings). Let the basic
assumptions (H1)—(H4) hold for Q from (7.2), and let v := —V(Z). Assume further that © in
(4.1) is parabolically regular at f(Z) for every Lagrange multiplier A € A(Z,v), and that both ¢
and f are C%-smooth around T. Then the following assertions are equivalent:

(1) The point T is a local minimizer of ¥ := ¢ + dq, and the subgradient mapping Of is
strongly metrically subregular at (Z,0).

(ii) The second-order sufficient optimality condition (7.4) is satisfied.

Proof. It follows from the proof of Theorem 7.1 that the second-order sufficient optimality
condition (7.4) amount to saying that

d%y(z,0)(w) >0 for all w e R™\ {0}. (9.2)

Assume first that (i) holds and then deduce from the local minimality of Z in (7.2) and The-
orem 7.1(i) that d%¢(z,0)(w) > 0 whenever w € R™. To verify (9.2), suppose on the contrary
that there exists a vector w # 0 such that d2(z,0)(w) = 0. Consider the optimization problem

minimize $d%(z, 0)(w) subject to w € R"

for which w is clearly a minimizer. Furthermore, Proposition 9.1 ensures that the set €2 is prox-
regular at & for v. Using the subdifferential Fermat rule and Corollary 5.11 together with the
equalities in (3.12) and (7.6) gives us the relationships

0 € 9(3d*(z,0))(w) = Vp(z)w +0(3d*da(z,0))(w)

= V%p(z)w + DNo(z, 77)( )

= D(Ve+ No)(z,0)(w) = (DY) (z,0)(w).

Since the subgradient mapping 0t is metrically subregular at (z,0), we conclude from (9.1) that
w = 0, a contradiction. This justifies (9.2), and thus we arrive at (ii).

Assume now that (ii) holds. Then Theorem 7.1(ii) tells us that z is a local minimizer of .

To prove the strong metric subregularity of 9v, let 0 € (D9%)(z,0)(w). Criterion (9.1) reduces
our task to checking that w = 0. As argued above, we have the representation

(DoY) (z,0)(w) = 9(3d*¥(z,0)) (w), weR",
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which implies that 0 € 9(3d%*y(z,0))(w). Using [, Lemma 3.7], we obtain d%y(z,0)(w) =
(0,w) = 0. Combining it with (9.2) yields w = 0, which verifies (i) and completes the proof of
the theorem. n

To establish the main result of this section, we first present the following lemma.

Lemma 9.3 (convexity of a family of quadratic functions). Let f: R"™ — R™ be twice
differentiable at T, and let E C R™ be a compact set. Given any p € R and any A € R™,
consider the quadratic form

E(w) = (A, V2f(@) (w, w)) + pllwl?,  weR™
There exists p > 0 such that £ : R™ — R is a conver function for each \ € E.

Proof. Observe for any A € R™ the convexity of £, on R™ amounts to its convexity relative to
every line in R™. Pick any w € R™ and d € R™ with ||d|| = 1. Then

O(w+td) = (N, V2f(2)(d,d)) + p)t* +6(t), teR,
where () is a polynomial of degree less than 2. Selecting p > 0 such that
p>max { — (\,V2f(2)(d,d))| A € E, ||d|| =1},
we can easily check that &) is convex on every line in R™ and thus complete the proof. ]

Now we are ready to derive the main result here, which presents precise formulas to calculate
the subgradient graphical derivative associated with parabolically regular constraint systems.

Theorem 9.4 (subgradient graphical derivative of constraint systems). In addition
to the basic assumptions (H1)—(H4), let f be a C?-smooth mapping. Then the normal cone
mapping Nq generated by the constraint system Q from (4.1) is proto-differentiable at T for v
and its graphical derivative is calculated by the formulas

DNo(z,7)(w) = U V2N, £)(&)w + Oy ( d*de (f(z),\) (Vf(i’)‘)>(W)
AEA(Z,0,w)N(k ||7]|B)

= V2N, M) (@) + 0 (3206 (£(2), M) (V£(2) ) ) (w)

AEA(Z,0,w)

sl

for allw € Kq(Z,v), where A(Z,v,w) stands for the set of optimal solutions to the dual problem
(5.7). Moreover, we have DNq(Z,v)(w) =0 if w ¢ Ko(Z,v).

Proof. Proposition 9.1 tells us that the normal cone mapping Ngq is prox-regular at = for v.
Combining it with Theorem 3.7(ii) and Corollary 5.11 ensures that the mapping Ngq is proto-
differentiable at z for v. By (3.12) the graphical derivative of this mapping can be obtained by
calculating the subdifferential of the second subderivative d?6q(#,9). To proceed further, pick a
real number r with r > k||v||, where & is taken from the MSCQ assumption (H3). As discussed
in Remark 5.7(i), for any w € R™ the second subderivative d2dg(z, 7)(w) can be calculated by
(5.15). Define now the supremum function ¢: R" — R by

ow)= s pa(w) with oa(w) = (A V2A@)w,0))+pllwlP+b0 (£(2), A) (V f(#)w),
AeA(z,o)NrB

where p > 0 is taken from Lemma 9.3 with E := A(z,v)NrIB. We claim the following properties,
where the abbreviation u.s.c. signifies the upper semicontinuity of a scalar function:

(1) dom ) = domp = Kq(Z,v) as A € A(Z,v) NriB, and ¢} is a proper convex function.
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(ii) For each w € Kq(Z,v) the function A — ¢)(w) is concave and u.s.c. on A(Z, ).
(iii) For each ¢ > 0 the subset of multipliers

Il (w) = {X € A(Z,0) NrB| pr(w) > p(w) — €}

is compact in R whenever w € Kq(Z, ).

To verify (i), deduce from Theorem 3.3(i) and (5.5) that dom ¢y = Kq(Z,v) for any \ €
A(z,v) NriB. Since p(-) = d20a(Z,)(:) + p|| - ||* by (5.15), it follows from (5.4) that dom ¢ =
dom d?6q(z,9) = Kq(Z,v). Invoking assumption ( 4) and Theorem 3.6 yields the twice epi-
differentiability of dg at f(z) for every A € A(Z,v). This allows us to employ [17, Proposi-
tion 13.20(a)] to conclude that the function d?dg(f(Z), A)(Vf(Z)-) is proper and convex on R"
and so are the functions ¢y, which proves (i).

To justify now assertion (ii), note that for each w € Kq(Z,v) the function

A= (A V(@) (w,w) + pllwl® = 072 (42,9 1(5)w) (V)

is clearly concave and upper semicontinuous on the set A(z,v). Using assumption (H4) along
with Theorem 3.3(iii), we get the representation d%5g(f(z), \)(Vf(Z)w) = —UTé(f(j)’vf@)w)()\)
whenever A\ € A(z,v), which verifies (ii).

Turning finally to the proof of (iii), pick ¢ > 0 and w € Kq(Z,v). Since the function
A= py(w) is u.s.c. on A(Z,v) by (ii), the set

{Xe Az, )| pa(w) w) — e}

is closed, and thus I'Z(w) is compact. This completes the proof of our claims (i)—(iii).

Observe further that the established claims ensure that the imposed assumptions in [17,
Theorem 3] are satisfied in our setting. Thus for any w € Kq(z,v) we have

op(w) = co{ U 0(@>\+5Kﬂ(xv)) }—co{ U Opx(w }

AET™ (w) AEDT (w)
= { U YO N@w+ . ( d25@(f(3_c),)\)(Vf(:E)-))(w)}+2pw,
Ael™ (w)

where I'"(w) := {X € A(z,v)NrB | x(w) = p(w)}. Since I'"(w) is the set of all A € A(z,v)NrB
at which the maximum in (5.15) is achieved, we get I'"(w) = A(Z, v, w) NrIB by Remark 5.7(ii).

As mentioned earlier in the proof, it follows from (5.15) that o(-) = d%5q(Z,0)(-) + p| - ||*.
This together with (3.12) brings us to the expressions

DNq(z,0)(w) = 8(%d25g(5:,17))(w) = 19¢p(w) — pw
= of U VEAN@w+ 0 (3% (f(2), ) (V@) ) ) }.

AeA(Z,0,w)NrB

Now we are going to show that the convex hull can be dropped in the latter equality. To this
end, pick a vector ¢ from the right-hand side of the this equality and find \; € A(Z,v,w) NriB
with s € IN and 7; € Ry with ¢ =1,...,s such that ¢ = )7 | 7¢; and >, | 7; = 1 with

g € V20, £)(Z)w + 8y ( d25@(f(gz),x~)(w(f)-))(w). (9.3)

Define A= Y7, 7); and observe that the inclusions \; € A(Z,v,w) NrIB easily imply that
A € A(z,v,w) NriB. This implies that for any i = 1,...,s we have

(X, V2 f(@) (w, w)) + d%de (f(2), A) (Vf(@)w) = (A, V2 f(2)(w, w)) + d*de (f(2), A) (V[ (2)w),
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which in turn gives us the representation
Z rid?e (f(2), %) (VS (2)w) = %50 (£(2).3) (Vf(z)w). (9.4)

Denoting 6;(-) := 1d%0e(f(2), \)(Vf(Z)-) for i = 1,...,s and arguing as in the proof of claim
(i) above tell us that each function 6; is convex. Hence by (9.3) there is ¢; € 9¢;(w) with
¢ = V2(\i, f)(Z)w + g. This implies by the subdifferential construction of convex analysis that

(Gi,u—w) < 0;(u) —0;(w) for all ueR".

Thus for any u € R™ we deduce from (9.4) that

<zs:7'ﬁi,u—w> < in(@i(u)—ei(w))
=1

i=1

— Zﬂdz(s@ ) (Vf(@)u —fZTzd%@ i) (Vf(@)w)

< 1% (@) g X (VF (@) = S (f(), 1) (Vf(@)w)
= 1d%e(f(2). )(Vf(x)u) — 3d%6 (f(2),2) (Vf(@)w),

where the second inequality comes from the fact that the mapping A — $d2e (f(z), \)(V f(Z)u)
is concave by Proposition 2.1(iii). Hence we arrive at the inclusion

> i € 0 (3% (£(@),X) (VF(@) ) ) (w),
i=1
which brings us in turn to

Q—Zﬂqz—z (VL N@w+G) = VAR D@+ Y Td
=1 =1
e VA H)@)w + 0 (4% (f(2), ) (V1) ) ) (w).

This verifies that we can drop the convex hull in the obtained formula for the graphical derivative
of Ng. It means that for every number r with r» > k||0|| and every vector w € Kq(Z,v) we have

DNo@0)w) = |J VD@ +0u(5d%6 (1), 1) (V1) ) ().

XeA(z,0,w)NrB

Choosing there 7 := k||7|| gives us the first formula for the graphical derivative of N claimed in
the theorem. Furthermore, taking the union over all the numbers r with r > k||v||, we arrive at
the second formula for the graphical derivative of Nq claimed therein. If finally w ¢ Kq(Z, ),
which means that w ¢ dom d?6q (%, 7), then it follows from (3.12) that DNq(z,7)(w) = #, and
thus we complete the proof of the theorem. O

As shown in the proof of Theorem 9.4, the parabolic regularity of © together with the
assumptions in (H2) and (H3) imposed on O ensures the convexity of the second subderivative
d?0e(f(z),A). It implies that the mapping w — £d?0e(f(Z),\)(V f(Z)w) standing under the
convex subdifferential sign in the subgradient graphical derivative formulas of Theorem 9.4 is
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a composition of a convex function and a linear operator. This calls for using a subdifferential
chain rule of convex analysis to further elaborate the representations of DNg in Theorem 9.4
entirely via the given data of constraint systems (4.1).

The next theorem provides refined formulas for DNg in the cases where © in (4.1) is either a
polyhedron, or the second-order cone Q defined by (5.16). We select these settings since for them
the subdifferential sum rules do not require any qualification condition. While for polyhedral
sets it follows from the above developments due to the classical chain rule of convex analysis,
the case of Q is based on quite recent results for second-order cone programming.

Theorem 9.5 (subgradient graphical derivative for polyhedral and second-order cone
constraint systems). In the framework of Theorem 9.4, suppose that the underlying convex set
© is either a polyhedron, or the second-order cone Q from (5.16). Then for any w € Ko(Z,v)
the graphical derivative of Nq at (Z,v) is calculated by

DNa(@.o)w)= |J V(A H)@w+ V@) DNe(f(@)N) (Vi@w).  (9.5)
AEA(Z,0,w)

Furthermore, in the polyhedral case for © the term DNg in (9.5) is specified by
DNe (f(x),\)(u) = Ngo sz (w) forall ueR™. (9.6)
If © = Q, then the graphical derivative of Ng at (f(Z),A) is calculated by
DNo(f(Z), A)(u) = H(f(Z),\)(w) + Ngo(p@ay(w) for all ueR™, (9.7)
where the first term is given for all u = (y,um,) € R™ ! x R as

0 if f(z) € (int Q) U{0},

H(f(x),\)(u) = ||]U();—CH)|| (y, —um) if f(Z) e (bdQ)\ {0}

Proof. Consider first the case where © is a polyhedron. Then we get from (3.10) that

d25@ (f(.f), /\) (w) = 5K®(f(f)7A) (U)) for all w e R™.

This together with (3.12) justifies (9.6). Employing again (3.12) with w € Kg(Z,v) gives us
DNe (f(2),\) (Vf(z)w) = 3<%d25®(f(if)> A)) (VF(@)w) = Nig (5@ (Vf(@)w).

Since Ko (f(Z), M) is polyhedral convex set, we employ for the mapping w — 325 (f(2), \)(V f(Z)w)
the subdifferential chain rule from [11, Theorem 23.9] in the case of polyhedrality, which yields

0 (4% (F(2), M) (VF(@) ) )(w) = Vf(@)0(4d%6(F(2),2) ) (VS (@)w)
= V/f(Z)*DNeo(f(z),\) (Vf(Z)w).

This verifies the subgradient graphical derivative formula (9.5) in the case.

Consider now the case where O in (4.1) is the second-order cone Q. Using Example 5.8
and (3.12) proves (9.7). To verify (9.5) for this case, we split our arguments into two cases.
If f(z) € Q\ {0}, then it follows from our discussions in Example 5.8 that Ke(f(Z), ) is a
polyhedral convex set, and thus we can employ the polyhedral arguments as above with the usage
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of the formula for the second subderivative of §g given in Example 5.8. It remains to consider
the most interesting setting where f(Z) = 0. Then it follows in this case from Example 5.8 that

d*50 (f(2), N) (Vf(@)w) = 6o 4@ (V(Z)w) = O z,0(w) forall weR™
Combining this along with [25, Theorem 4.4] leads us the equalities

O (3200 (f(2), M) (VF(2) ) ) (w) = NKQ@, )(w)

)*(Tng(san(M) N {Vf(@)w}h)

[l (No(f(2) + RA) N {V f(@)w}]
*[(K (£(2),0)" N {Vf(@)w}]
N Kg(f(:v (Vf() )

— Vi@ DNQ( (@), )(Vf(:f)w),
which verify the claimed formula (9.5) for Q = Q and thus complete the proof. O

We conclude this section with the following discussions on the subgradient graphical deriva-
tive calculations obtained in Theorems 9.4 and 9.5.

Remark 9.6 (discussions on the subgradient graphical derivatives). Let us begin with
a brief overview of previous major attempts to calculate of the subgradient graphical derivatives
for the constraint systems of type (4.1).

(i) The systematic study of subgradient graphical derivatives was started by Poliquin and
Rockafellar [38] whose results contain the calculation of the graphical derivative of (4.1), where ©
is a convex polyhedral set under the validity of the metric regularity constraint qualification. New
attempts to calculate the subgradient graphical derivative of constraint systems under MSCQ
(4.2) were initiated by Gfrerer and Outrata for (polyhedral) problems of nonlinear programming.
Nonpolyhedral constraint systems under MSCQ were first comprehensively investigated in [25]
for the case of second-order cone programming, and then the computation formulas for DNg
were extended in [21] to more general C2-cone reducible parametric constraint systems.

(ii) Observe that all the recent results to calculate the second-order construction DNg for
some classes of constraint systems (4.1) utilize devices that are different from the original one
in [38]. In this paper we extend the approach of [38] to a broad class of parabolically regular
constraint systems that surely encompasses C?-cone reducible ones. In this way we exploit in
the proof of Theorem 9.4 an advanced result established quite recently by Correa, Hantoute
and Lépez [17], which gives us a nice formula for the calculation of subgradients for suprema of
parametric families of convex functions under fairly mild assumptions.

(iii) Finally, let us show that for C?-cone reducible constraint systems, Theorem 9.4 can be
justified in a much simpler way using a first-order subdifferential formula given in [17, Theo-
rem 10.31]. Assuming in the framework of Theorem 9.4 that © is C?-cone reducible at f(Z) in
the sense of (6.1), we claim that

DNa(z,0)(w) = ( U V2N, ) (@)w + V(@) V(5 b) () f (@)w)

AEA(#,5,w)N(x][5] B)

+Nko(z,0) (W)

— ( U Y H@w+ Vi@ v, h>(2)Vf(f)w) + Niq(a,0) (W),

NEA(Z,5,w)
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where 1 is the unique solution to (6.3) with z := f(z). The second representation claimed above
resembles the one obtained in [21] and is equivalent to the formula given in Theorem 9.4.

To verify the claimed formulas, pick » € R such that » > k||9||. Combining (5.15) and
Theorem 6.2 we get the equalities

d26q(z, v)(w)

= o {OTRE)w,0) 4 o, VREVEwe, V@) + i 00 (T (@)}
)

T AeA@moNB {0 V2 f (@) (w, w)) + (p, V2h(2) (V f(@)w, V()W) + Oq .0 (w i

= ealax o {(N V2 f (@) (w,w)) + (1, VZR(Z2)(V f(@)w, VF(Z)w)) } + 05 (2,5 (w)-

Employing this together with (3.12) tells us that
DNg(z,0)(w) = 0(3d%0(z,0))(w)

- %8w<>\€Amax {INV2 () (w,w)) + (p, V2R )(Vf(a:)w,Vf(a:)w)}})

(z,9)NrB

+Nro(z,5) (W)

— o { U VO H@w + V@) Vi, h>(2)VF(£)w}

AeA(z,0,w)NrB

+Niq(z,0) (w),

where the last equality comes from the well-known subdifferential rule for maxima of smooth
functions over compact sets; see, e.g., [17, Theorem 10.31]. Arguing similarly to the proof of
Theorem 9.4 allows us to drop the convex hull in the above formula. This implies that for every
real number r with » > k||| and every w € R" we get

DNo(z.0)w)=(  |J VA A@w+ V@) VBV @)w) + Ny (w)

AEA(Z,o%,w) NrB

Letting r := k||0|| gives us the first claimed formula for DNq. Taking further the union over
all » with » > k||v|| brings us to the second one and thus completes the proof of the above
representations of DNq for the case of C2-cone reducible constraint systems.

10 Concluding Remarks

This paper develops a comprehensive theory of parabolic regularity for sets in geometric varia-
tional analysis with novel applications to optimization, well-posedness, and related topics. We
show that parabolically regular sets encompass large classes of sets previously used in second-
order variational analysis and enjoy nice properties, which are preserved under various opera-
tions on sets. Furthermore, we demonstrate that parabolic regularity is the key for developing
extended calculus rules for major second-order generalized derivatives with obtaining precise
formulas for their computation. The established calculus and computation results lead to broad
applications to problems of constrained optimization with deriving in particular, no-gap second-
order optimality conditions and establishing quadratic growth of augmented Lagrangians, which
has been a goal for many previous efforts. The developed theory of parabolic regularity opens
the gate for further applications to theoretical and algorithmic aspects of optimization, nonlinear
analysis, and related areas of mathematics.
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