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ABSTRACT

Graph Neural Networks (GNNs) have been widely used in various
graph-based applications. Recent studies have shown that GNNs
are vulnerable to link-level membership inference attacks (LMIA)
which can infer whether a given link was included in the training
graph of a GNN model. While most of the studies focus on the
privacy vulnerability of the links in the entire graph, none have
inspected the privacy risk of specific subgroups of links (e.g., links
between LGBT users). In this paper, we present the first study of
disparity in subgroup vulnerability (DSV) of GNNs against LMIA.
First, with extensive empirical evaluation, we demonstrate the exis-
tence of non-negligible DSV under various settings of GNN models
and input graphs. Second, by both statistical and causal analysis,
we identify the difference between three specific graph structural
properties of subgroups as one of the underlying reasons for DSV.
Among the three properties, the difference between subgroup den-
sity has the largest causal effect on DSV. Third, inspired by the
causal analysis, we design a new defense mechanism named FAIRD-
EFENSE to mitigate DSV while providing protection against LMIA.
At a high level, at each iteration of target model training, FAIRDE-
FENSE randomizes the membership of edges in the training graph
with a given probability, aiming to reduce the gap between the
density of different subgroups for DSV mitigation. Our empirical
results demonstrate that FAIRDEFENSE outperforms the existing
defense methods in the trade-off between defense and target model
accuracy. More importantly, it offers better DSV mitigation.

KEYWORDS

Membership inference attacks, Graph Neural Networks, fair pri-
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1 INTRODUCTION

Recently, there has been increasing interest in designing deep learn-
ing approaches for graph analysis, resulting in the creation of graph
neural networks (GNNs) [30, 60]. GNNs have been demonstrated to
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be powerful in modeling graph-structured data and have become a
widely applied method for large-scale graph analysis.

Despite their effectiveness in a variety of analytic tasks, GNNs,
like other neural models, are prone to privacy attacks. Recent stud-
ies [34, 35] have shown that GNNs are vulnerable to several privacy
attacks, such as model extraction attacks [61, 75], property infer-
ence attacks [26, 76], and membership inference attacks [34, 35, 54].
In this paper, we focus on the link-level membership inference attack
(LMIA) [34, 72], whose goal is to infer whether a particular link
(edge) exists in the training graph of the target GNN model. As
the links in the training graph may represent critical private infor-
mation such as political or religious affiliation [2, 29], the privacy
vulnerability of GNNs against LMIA raises serious concerns.

Recent studies [34, 72] have shown that LMIA can recover a
significant amount of private edges from the training graph effec-
tively. While these studies mainly focus on the privacy leakage
across all the links in the entire graph, whether such privacy leakage
is evenly distributed across the links that connect different types of
nodes remains largely unexplored. Therefore, in this paper, we aim
to investigate the disparate vulnerability of GNNs against LMIAs
at the link level, i.e., whether the links between the users in some
specific demographic groups (e.g., the minority group) are more
vulnerable to LMIAs than those between users in other groups.

The conventional fairness research [8, 32] defines fairness across
various population groups (e.g., males and females). While we
mainly consider the link-level fairness in terms of privacy disparity,
the link-level disparate vulnerability can lead to the node-level dis-
parate vulnerability. Consider an example of a social network graph
whose node features include users’ sexual orientation. If the social
connections (links) between lesbian, gay, bisexual, and transgender
(LGBT) users are easier to be attacked than the links between non-
LGBT users, LGBT users will suffer from higher privacy threats
than non-LGBT users. For example, it will be more difficult for
LGBT users to hide their sexual orientation than non-LGBT ones
as the sexual orientation information can be inferred from their
(predicted) friends in the social network.

Recently, the disparity in privacy vulnerability of membership
inference attacks has been investigated for the learning models over
non-graph data [11, 44, 78]. Through these investigations, some
inherent data characteristics such as imbalanced subgroup size have
been identified as the underlying reasons for the disparate vulner-
ability [11, 44]. For example, the minority group (i.e., the group
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of smaller size) always has higher privacy membership leakage
than the majority group. However, our analysis in Section 5 will
unveil that the disparity in subgroup vulnerability of GNNs against
LMIA is no longer attributed to these characteristics. For exam-
ple, both minority and majority link subgroups witness similar
amounts of privacy leakage to LMIA. This raises the critical need
for a new investigation into the disparity in privacy vulnerability
of membership inference attacks under the graph learning setting.

This paper presents the first study of the disparity in subgroup
vulnerability (DSV) of GNNs against LMIA. We aim to answer the
following research questions:

e RQ1: Does the disparity in subgroup vulnerability exist for
the representative GNN models (i.e., is there a link subgroup
always more vulnerable to LMIA than the others)?

o RQ2: Does any graph structural property cause the vulnera-
bility disparity?

o RQ3: How to mitigate the disparity in subgroup vulnerability
and provide fair privacy protection against LMIA across all
subgroups?

To answer these three questions, we make the following contri-
butions:

» Empirically measuring disparity in subgroup vulnerabil-
ity. We perform an extensive set of experiments on two represen-
tative GNNs (Graph Convolution Network (GCN) [42] and Graph
Attention Network (GAT) [68]) and three real-world social network
graphs. We partition the edges in the social network graphs into
different subgroups based on whether the edges connect users with
similar values of the protected attribute (e.g., gender and education
level). By quantifying DSV as the gap between the attack perfor-
mance of different link subgroups, where the attack performance
is evaluated by two different metrics (Balanced Attack Accuracy
(BAA) [9] and F1-score), our empirical evaluation unveils the ex-
istence of non-negligible DSV of a state-of-the-art LMIA attack
[34] in all the settings we examined. For example, in the Spammer
social graph!, the links between male users (M-M subgroup) are
much more vulnerable to LMIA (with BAA as 0.79) than the links
between female users (F-F subgroup), whose BAA is as low as 0.56.
This causes a significant DSV between these two subgroups.

» Unveiling the underlying reasons behind DSV. To under-
stand why DSV exists, we analyze how various graph structural
properties of different subgroups affect the LMIA performance of
these subgroups, and identify a strong Pearson correlation between
LMIA performance and three structural properties: density, average
node similarity, and average edge betweenness centrality. For exam-
ple, we identify a strong negative correlation between group density
and attack performance. Following the aforementioned observation
of DSV in the Spammer dataset, as the M-M subgroup in the Spam-
mer social graph is the sparsest among the three subgroups (M-M,
F-M, and F-F), the edges in the M-M subgroup are more vulnerable
to LMIA than those in the other two subgroups. We investigate the
reason behind this correlation and find that the connected node

!More details of the Spammer social graph are provided in Section 3
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pairs (members) in a subgroup of a lower density are more distin-
guishable from the disconnected ones (non-members) than those
in a subgroup of a higher density.

We further perform extensive counterfactual causal analysis of
the three structural properties and discover that the difference be-
tween these properties of subgroups has a strong causal effect on
DSV. In other words, one main reason that DSV exists between
different subgroups is that these subgroups have different densities,
different node similarities, and different edge betweenness central-
ity. In particular, the difference between the density of subgroups
has the largest causal effect on DSV.

» Designing defense mechanisms to mitigate DSV. Based on
our analysis of the underlying causes, we design a new algorithm
named FAIRDEFENSE which can mitigate DSV while providing pro-
tection against LMIA. Essentially, FAIRDEFENSE perturbs the struc-
ture of the training graph during the training of the target model by
randomizing the membership of edges with some given probability
at each iteration of training. To minimize the impact of perturbation
on target model accuracy, instead of continuously perturbing the
graph that has been noised in the previous iterations, FAIRDEFENSE
always applies randomization on the original graph, so that the
perturbation in the previous iterations is abandoned and will not be
accumulated during training. We formally prove that FAIRDEFENSE
guarantees to reduce the gap between the density of different sub-
groups and thus achieves DSV mitigation. Our empirical results
show that FAIRDEFENSE outperforms four baseline methods in both
defense effectiveness and DSV mitigation. Furthermore, FAIRD-
EFENSE has a better trade-off between defense effectiveness and
target model accuracy than the baseline methods.

2 GRAPH NEURAL NETWORKS

Given a graph G(V, &), where V represents a set of nodes and
& C V XV denotes the links (edges) between the nodes, the goal
of a graph neural network (GNN) is to utilize both graph structure
and node features in G to learn a low-dimension representation
(or embedding, denoted as h) of each node. Node embedding can
be used for various downstream tasks such as link prediction and
node classification. In this paper, we consider social network graphs
where the nodes represent users, and the links represent users’
social relationships. The nodes are associated with features that
capture users’ personal information (e.g., age and gender).

In this paper, we consider message-passing GNN, one of the most
popular GNN models. Specifically, the message exchange is defined
by a message function, whose input is a node’s feature and output
is a message, and an aggregation function, whose input is a set of
messages and output is the updated node feature. At each round of
message exchange, each node sends messages to its neighbors and
aggregates incoming messages from its neighbors. Each message is
transformed at each link through a message function MSG(), and
then they are aggregated at each node via an aggregation function
AGGJ(). In this paper, we consider the transductive setting (i.e., all
nodes in the graph are available at training time).

Graph convolution network (GCN). GCN [42], one of the
widely-used GNN models, follows the message-passing framework.
For the k-th iteration of message-passing (i.e., the k-th layer of a
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GCN), its message function MSG() is defined as follows:
HF = o(D"2 AD" 2 H(K-Dwk-1y 1)
where HF is the node embedding at the k-th layer, A = A + I
denotes the adjacency matrix A of the given graph G added with
self-connection, [ is the identity matrix, D is a diagonal matrix that
Dji =Y i Aijs Wk denotes the weight matrix at the k-th layer, and
o(.) denotes an activation function such as ReLU. The initial H°
can be set as the matrix of node feature vectors.
The AGG() function of GCN computes the embedding h; of the
node v; at the k-th iteration as follows:
hk = o Z ciWERE™), )
JEN;

where c¢;; = , Ni (Nj) is the number of neighbors of node

1
VIN:|INj|

v; (vj), and W¥ denotes the weight matrix at the k-th layer.

Graph attention network (GAT). GAT [68] uses the same mes-
saging function (Eqn. (1)) as GCN. The key difference between GAT
and GCN is the aggregation function AGG(). While GCN considers
the coefficient —\/m to indicate the weight of the link (v;,0;)

based on the local graph structure, GAT utilizes the attention mech-
anism [4] to compute the link weights by attending over the hidden
features of neighbors so that links with more important connecting
neighbors have higher weights. Formally, the attention coefficient
ajj is computed from node features, which is then passed into an
attention function for the update. We omit the details of the atten-
tion function as they are irrelevant to the following discussions.
Then the AGG() function of GAT is formed as:

e = o( Z a WERE). 3)

JEN;

In this paper, we target both GCN and GAT. We consider node
classification as the learning task. Specifically, the GNN model out-
puts the node classification results in the format of the probability
distribution over a set of possible labels, abbreviated as posteriors.

3 LINK MEMBERSHIP INFERENCE ATTACKS
AGAINST GNNS

In this section, we first present the details of the link membership
inference attacks that we consider in the paper. Then we present
the empirical evaluation of the performance of the attacks.

3.1 Attack Details

In general, membership inference attacks (MIA) aim to infer whether
a data point is included in the training data of the target model [64].
Recently, MIA has been adapted to GNNs. Specific node-level [35]
and link-level MIA attacks [34] are designed to predict the existence
of particular nodes and links in the training graph, respectively.
In this paper, we consider the link-level MIA (referred to as LMIA
for simplicity) [34] as the attack model. We do not consider the
node-level MIA due to its triviality for both GCN and GAT models
where each node is necessarily included in the training data. Next,
we briefly discuss the details of the attack presented in [34]. Note
that our focus is not on the design of a new LMIA attack. Instead,
we aim to investigate the disparity in privacy vulnerabilities by the
existing LMIA attack [34].
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Adversary knowledge. The LMIA in [34] considers two types
of adversary knowledge: partial graph (i.e., a subset of links from
the training graph) and node features. Based on such adversary
knowledge, [34] develops eight types of attacks. Out of these eight
attacks, we focus on two of them, Attack-3 and Attack-6, that
deliver the highest attack performance. In the rest of this paper, we
refer to these two attacks as Attack A and Attack B. Attack A as-
sumes that the adversary has access to a partial graph, while Attack
B assumes that the adversary can access both partial graph and
node features in the training graph. These two types of adversarial
knowledge are easily accessible in real-world settings. For example,
many users on social network platforms configure their privacy
settings as open to the public. Such a setting makes their friend
lists (i.e., the partial graph) and user profiles (i.e., node features)
available to the adversary. Note that both attacks do not use shadow
graphs for the training of the attack model. Instead, they use the
links from the known partial graph as the ground truth label to
train the attack model.

Design of Attacks A and B. At a high level, the LMIA attack
model is a binary classifier that is trained to distinguish a GNN
model’s behavior on its training members from that on the non-
members. Consider a GNN model f whose learning task is node
classification as the target model. The output of the GNN model
for a given node u (denoted as f(u)) is a vector of posterior prob-
ability, with the i-th probability in f(u) indicating the likelihood
that the node belongs to the i-th class. An important property of
this type of GNN models is that if two nodes are connected (i.e.,
on a member edge), their posterior outputs should be more similar
than the outputs if they are disconnected (i.e., on a non-member
edge). This property is utilized by both Attacks A and B [34]. Table
1 presents the features of both attacks.

For Attack A, the adversary measures the distance between the
posterior outputs of any two nodes. Details of the distance metric
d() can be found in [34]. In addition, the adversary considers a pair-
wise vector operation o, and applies it to both the posterior outputs
of any two nodes and the entropy e of the posterior outputs. Finally,
the adversary extracts the features of Attack A from the distance
d(f(u), f(v)), the output of pairwise vector operation on the poste-
rior outputs o( f(u), f(v)), and the output of the vector operations
on the entropy of the posterior outputs o(e(f(u)), e(f(0))).

Compared with Attack A, Attack B has additional knowledge of
node features. The adversary utilizes such additional knowledge
to train another reference model g, which is an MLP model over
node features only, with the intuition that the distance between
the posterior outputs of the two connected nodes from the target
model should be smaller than the corresponding distance from the
reference model. Thus, besides the same LMIA features used by
Attack A, the LMIA features of Attack B include the ones extracted
from the outputs of the reference model g and node features.

3.2 Attack Performance

In this subsection, we present the performance of the two attacks,
aiming to justify that the attacks are ready for the analysis of DSV.
All the experiments are performed on a server with eight NVIDIA
A100 GPUs (40G). All the algorithms are implemented in Python
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Table 1: Features of Attacks A & B. u, v: two nodes; f: target model; d: distance function; o: pairwise vector operator; e: entropy;

g: reference model; A,: node feature of u.

Attack | d(f(w),f(v) o(f(w),f(v)) ole(f(w),e(f(v)) | d(g(w),g(v)) o(g(u),g(v)) o(e(g(w)),e(g(v))) | d(Ay,Ar) o(Au,Ao)
Attack A v v 4 X X X X
Attack B v v v v v v v

Table 2: Description of the datasets. Table 3: Performance of target model.
‘ Facebook ‘ Pokec ‘ Spammer GAT GCN
Dataset — - — -
# of node features 574 275 3 Training { Testing || Training { Testing
# of label classes 4 2 2 Facebook | 82.40% | 81.16% 85.99% | 85.65%
# of nodes 1,034 4,037 10,000 Pokec 65.70% 61.90% 83.07% 61.90%
# of edges 27,380 8,203 25,302 Spammer | 69.83% 68.10% 70.26% 71.33%
Table 4: Performance of LMIA Attack.
along with PyTorch. Each experiment is repeated 10 times and the
average results are reported.
& P Dataset | Attack GAT GCN
, . BAA | F1_| BAA | F1
3.2.1 Experimental Setup. We describe datasets, target model setup,
and performance metrics in this subsection. Facebook Attack A | 0.734 | 0.769 | 0.810 | 0.778
Datasets. We use three real-world social network graphs: Face- Attack B | 0.748 | 0.778 | 0.816 | 0.813
book [45], Pokec [45], and Spammer [25], for target model train- Pok Attack A | 0.683 | 0.690 | 0.627 | 0.716
ing. Table 2 summarizes the main characteristics of the three social okee Attack B | 0.721 | 0.707 | 0.717 | 0.776
network graphs. More details of the three graphs are included in Soammer Attack A | 0.687 | 0731 | 0.641 | 0.669
Appendix A.1. P Attack B | 0.684 | 0.723 | 0.589 | 0.629

Target model and learning task. We consider two represen-
tative GNN models, Graph Convolution Network (GCN) [42] and
Graph Attention Network (GAT) [68], as the target models. We
consider node classification as the learning task of the two models.
The details of the setup (number of layers, learning rate, etc.) of the
two GNN models are summarized in Appendix A.2.

Training and testing of LMIA classifier. Following the set-
ting of [34]2, we randomly select 20% of the edges (members) and
the same amount of originally non-existing edges (non-members)
from the training graph to construct LMIA training data. The LMIA
testing dataset consists of the remaining 80% member edges and
the same amount of non-member edges which are randomly picked
from the training graph (without overlap with those used for train-
ing). Besides the equal number of members and non-members in
the whole data, we ensure each link group has the same number of
member and non-member links.

Evaluation metrics. Regarding the target model, we measure
its performance as its accuracy of node classification, i.e., the per-
centage of nodes that are classified correctly. In terms of the attack
model, we consider two metrics to evaluate its performance, namely
balanced attack accuracy and F1-score, which are popularly used in
the literature on membership inference attacks:

e Balanced attack accuracy (BAA) [14, 33, 52, 64] is a stan-
dard accuracy metric that measures how often an attack
correctly predicts membership (predicting members as mem-
ber and non-members as non-member) on a balanced dataset
of members and non-members [9]. Intuitively, larger BAA
values indicate higher effectiveness of the attack.

Zhttps://github.com/xinleihe/link_stealing_attack

o Attack F1-score (F1) [36, 38, 56] combines the precision
(pre) and recall (Rel) of the attack results into one value. In-
formally, Pre measures the proportion of the inferred mem-
bers that are indeed members, and Rel measures the pro-
portion of the real members that are correctly inferred by
the attack. Based on the definition of precision and recall,
the F1-score of the attack is measured as: F1 = %.

Intuitively, a higher F1-score indicates that the attack is more

effective in link inference.

Besides these two metrics, some new metrics (e.g., true-positive
rate (TPR) at low false-positive rates (FPR) [10]) have been proposed
recently for LMIA evaluation. However, we found that the metric
of TPR@FPR is not appropriate for the measurement of DSV. More
detailed explanations can be found in Section 4.2.

3.2.2 Attack Evaluation. Before we evaluate the attack perfor-
mance, we evaluate the performance of the target model. Table
3 presents the target model performance of both GCN and GAT
models on three datasets. Overall, both models achieve accept-
able classification performance, which is significantly higher than
random guess. Furthermore, both models do not show noticeable
over-fitting except for one single setting (GCN on Pokec dataset).
Table 4 presents the performance of both Attacks A and B (both
BAA and F1 metrics). Overall, LMIA presents high effectiveness
in all the settings, evidently outperforming the random guess (0.5
for both BAA and F1-score). We also observe that the performance
of Attack B is better than Attack A in most of the settings, thanks
to the additional adversary knowledge of node features. The only
exception is the Spammer dataset, where the performance of Attack
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A is slightly better than Attack B. Our explanation of this exception
can be found in Appendix B.1.

4 DISPARATE SUBGROUP VULNERABILITY

Our empirical results in Section 3 show that the LMIA attacks are
effective across the whole graph. However, whether the attack per-
formance varies across different link subgroups remains unclear.
Disparate vulnerability in LMIA can raise concerns if some sub-
groups, particularly those serve the minority population (e.g., LGBT
population and their social connections) are more vulnerable than
the other subgroups. In this section, we study the issue of disparate
vulnerability in LMIA against GNNG. First, we formally define dis-
parity in subgroup vulnerability. Next, we empirically evaluate the
disparity in subgroup vulnerability.

4.1 Conventional Group Fairness in Machine
Learning

Most existing notions of group fairness in machine learning (ML)
systems require certain statistic of interest to be approximately
equalized across groups [8, 32]. In general, they apply to a dataset
of domain S X X X Y, where S, X and Y respectively denote the
protected attributes (e.g., gender), the non-protected attributes, and
the outcome feature. A fair classification model M, as per those
notions, should not present discriminatory favor/disfavor towards
a particular group defined by the protected attribute (e.g., female
defined by gender).

Mathematically, the fairness notions have various forms. In this
paper, we adapt the one termed accuracy parity [6, 7, 13] to our prob-
lem setting. The rationale is that accuracy parity properly reflects
the inconsistent behaviors of LMIA against different demographic
groups. Formally,

DEFINITION 1 (ACCURACY PARITY [6, 7, 13]). Given an ML model
T, a pre-defined metric ACC that measures the accuracy of the pre-
diction output by 7, and two groups G; and Gj, then T satisfies
accuracy parity if ACC(G;) = ACC(Gj).

The violation of accuracy parity is known as disparate mistreatment
[74]. The extent of disparate mistreatment can be measured by
accuracy gap:

DEFINITION 2 (ACCURACY GAP). Following the notations in Defi-
nition 1, the accuracy gap of the ML model 7" on G; and G; is A =
|[ACC(G;) — ACC(Gj)|.

Intuitively, A = 0 indicates that 7 satisfies accuracy parity.

4.2 Formal Definition of Disparity in Subgroup
Vulnerability

Our definition of disparity in subgroup vulnerability (DSV) is adapted
from the conventional group fairness in machine learning. Unlike
conventional data, the grouping of graph data can be defined in
two ways, including node subgroups and link subgroups.

Node subgroups. Intuitively, node subgroups refer to the nodes
grouped by specific node features (e.g., race, gender, ethnicity, etc.).
Formally, consider a graph G(V, &), where each node v € V has
a set of features # describing the individual’s information. These
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features are split into two types: protected node features S and non-
protected node features X. The protected node features are equiva-
lent to the protected attributes in conventional fairness literature.
Common protected node features are those carrying demographic
properties such as race and gender that are mostly witnessed in
social network graphs. To better bound our research, we assume
the well-defined protected node features are available, and only
one protected node feature is present. Based on the protected node
feature, the nodes can be partitioned into different subgroups called
node subgroups. For example, when considering gender as the pro-
tected feature, the nodes can be partitioned into two subgroups:
males and females.

Link subgroups. Based on the definition of node subgroups,
links can be grouped by the node features of their connected nodes.
Formally, a link subgroup G is defined by the values associated with
the protected node feature S in G: G = {e(u,v)|u.S = $,,0.5 = sp}.
We denote the link subgroup G as a (sy-sy) group for simplicity.
For example, when gender is used as the protected node feature,
there are two node subgroups (Male and Female) and three link
subgroups {Male-Male (M-M), Female-Female (F-F), Male-Female
(M-F)}. In general, given a protected node feature that has k distinct

(k+1)k
values (and thus k node groups), there are ~—;

link subgroups.

Subgroup vulnerability. As we consider two evaluation met-
rics (BAA and F1-score) for the attacks, we adapt both evaluation
metrics to the group-level measurement. Formally, give a link sub-
group G, its Balanced Attack Accuracy BAA(G) is measured as the
percentage of edges in G that are correctly classified (as either
member or non-member):

2eeG LM(T () = b(e))
Gl
where b(e) indicates the ground truth membership of the edge e,
and 1() = 1 (0, resp.) if the membership prediction is correct.
Similarly, give a link subgroup G, its FI-score F1(G) is measured
as follows:

BAA(G) = : 4)

2 % Pre(G) * Rel(G)
Pre(G) +Rel(G) ’ ©)
where Pre(G) measures the proportion of the inferred members
that are indeed members in G, and Rel measures the proportion of
the real members in G that are correctly inferred by the attack.

Disparity in subgroup vulnerability. To quantify the varying
performance of the attack on different link subgroups, we adapt
the definition of accuracy gap (Def. 2) to LMIA setting to measure
the disparity in subgroup vulnerability (DSV).

Intuitively, DSV measures the difference between the attack
performance of each group. Formally, for any two subgroups G;
and Gj, the disparity in subgroup vulnerability (DSV) is measured
as follows:

F1(G) =

DSV (G;, Gj) = |PL(G;) — PL(Gj)|, (6)
where PL() is a metric that evaluates the performance of the attack
on G. In our settings, PL() will be either BAA (Eqn. (4)) or F1-score
(Eqn. (5)). According to the definition, DSV (G;, G;) = 0 indicates
that there is no vulnerability disparity between G; and G;.

Given a graph G that contains ¢ > 2 link subgroups, there will
be L = t(tz—_l) pairs of these subgroups, each pair having a DSV
value. To aggregate all these DSV values into one single value, we



Proceedings on Privacy Enhancing Technologies YYYY(X)

Da Zhong, Ruotong Yu, Kun Wu, Xiuling Wang, Jun Xu, and Wendy Hui Wang

Table 5: Setup of node/link subgroups of three graphs.

Datasets | Protected node feature ‘ Node subgroups ‘ Link subgroups
Facebook Gender Female (F), Male (M) F-F, F-M, M-M
Education Level College (C), Non-college (NC) C-C, NC-C, NC-NC
Pokec Gender Female (F), Male (M) F-F, F-M, M-M
Marital status Married (M), Not-Married (NM) | M-M, NM-M, NM-NM
Spammer ‘ Gender ‘ Female (F), Male (M) ‘ F-F, F-M, M-M

measure the DSV of graph G as the average of the DSV values of
all subgroup pairs. Formally,

2vG,.G e DSV(Gi, Gj)
- . @)

To this end, larger (smaller) DSV indicates a higher (lower) disparity
in LMIA performance across different link subgroups.

DSV(G) =

Inappropriateness of TPR@FPR metric [10] for DSV mea-
surement. Intuitively, the metric of true-positive rate (TPR) at low
false-positive rates (FPR) (TPR@FPR) [10] can be adapted to the
evaluation of DSV by measuring DSV as the gap between TPR of
different subgroups. However, such adaption is incorrect. Let us
explain the reasons. The evaluation of TPR@FPR requires a “univer-
sal" threshold value to determine FPR of the whole graph. However,
as the subgroups have different attack performances, using a sin-
gle threshold for all the subgroups will lead to different FPRs of
the subgroups. Then measuring DSV as the difference between
TPR of subgroups that can have different FPRs (e.g., TPR@5%FPR -
TPR@10%FPR) is not fair. Indeed, as TPR@FPR considers the eval-
uation under the worst-case methodology, and different subgroups
have different worst-case performance, we believe a metric that
evaluates the average-case performance (e.g., BAA and F1-score) is
more suitable than the TPR@FPR metric for DSV measurement.

4.3 Measuring Disparity in Subgroup
Vulnerability

To answer question RQ1 — whether the representative GNN models
have disparate vulnerabilities for different link subgroups, we perform
an extensive set of empirical studies to evaluate the amounts of
DSV on both GCN and GAT. We use the same experimental settings
as described in Section 3.2.1.

Setup of node and link subgroups. For each graph, we pick
a node feature as the protected node feature and construct the cor-
responding node and link subgroups. For example, when gender
is used as the node feature, we categorize the links into three sub-
groups: Male-Male group (M-M), Female-Female group (F-F), and
Male-Female group (M-F). Table 5 shows the setup details of the
node and link subgroups of the three graph datasets.

Finding #1: non-negligible DSV exists. Table 6 reports the
attack performance of link subgroups for three graph datasets, with
Gender as the protected node feature. The results of other protected
node features can be found in Appendix B.2. Our main observation
is that the attack has different performance across different link
subgroups in all the settings. For example, as shown in Table 6,
when launching Attack B against GCN model on Spammer dataset,

the BAA performance can reach 0.786 on the subgroup Gy (M-
M group), but drops to 0.561 on Gz (F-F group), leading to DSV
as large as 0.225 between these two groups. In other words, the
links between males are much more vulnerable to LMIA than those
between females. Similar observation also holds on F1-score metric.
For example, when launching Attack A against GAT model on
Spammer dataset, the F1-score can reach 0.774 on Gy, but drops
to 0.589 on Gy, leading to DSV as 0.19. We will explain the reason
behind this finding in §5.

Finding #2: Some subgroups are consistently more vulner-
able than the others. Our second finding is that some subgroups
are always more vulnerable than the others regardless of the at-
tack evaluation metric, the attack type, and the type of target GNN
model. For example, the subgroup Gy, which is the one of the low-
est density®, always has the highest attack performance (BAA or
F1-score), while the subgroup G, which is of the highest density,
always has the lowest attack performance. This implies that graph
structure plays an important role in the existence of DSV—some
subgroups are inherently more vulnerable to the attacks than the
others due to their graph structure.

5 UNDERLYING REASONS FOR DISPARITY IN
SUBGROUP VULNERABILITY

In this section, we answer the research question RQ2: What are
the causes of the disparity of subgroup vulnerability? As Finding #2
has shown that DSV can exist regardless of both target model and
attack models, we mainly focus on the graph structural properties
of link groups, aiming to find out which structural properties are
the underlying factors of DSV. In particular, we measure the statis-
tical correlation between the attack performance and the particular
structural properties of each subgroup. Next, we first explain the
graph structural properties that we examine (Section 5.1). Then
we present our findings on the relationship between the examined
structural properties and DSV (Section 5.2).

5.1 Graph Structural Properties under
Investigation

Why does DSV exist? Prior works [19] have shown that one of the
sources of the “unfairness" of GNNs is data bias. Can data bias lead
to DSV too? To answer this question, we consider four types of
graph structural properties that have been popularly considered
for the research of algorithmic fairness in graph learning: group
size [20, 49], group density [39, 77], average node similarity [18, 55],

3More details of subgroup density will be explained in Section 5
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Table 6: Disparity in subgroup vulnerability (Gender as the protected node feature). Gy, G; and Gz are link subgroups sorted by
the group density in ascending order (Facebook & Pokec datasets: Gy (F-F), G; (F-M), G (M-M); Spammer dataset: Gy (M-M), G;

(F-M), G; (F-F)). The subgroups of the highest and lowest attack performance are marked with and , respectively.
(a) Balanced attack accuracy (BAA)

GAT GCN
Dataset | Attack G { G { G { DSV | Gy { Gr { G { DSV
Facebook Attack A [ 0.804 | 0.789 | 0.680 | 0.083 | 0.888 | 0.875 | 0.748 | 0.093
Attack B | 0.808 | 0.804 | 0.693 | 0.077 | 0.891 | 0.881 | 0.754 | 0.091
Pokec Attack A [ 0.714 | 0.711 | 0.618 | 0.064 | 0.688 | 0.635 | 0.578 | 0.073
Attack B | 0.800 | 0.751 | 0.673 | 0.085 | 0.784 | 0.757 | 0.671 | 0.075
Spammer Attack A [ 0.794 | 0.673 | 0.583 | 0.139 | 0.786 | 0.613 | 0.561 | 0.150
p Attack B | 0.760 | 0.674 | 0.609 | 0.101 | 0.644 | 0.580 | 0.541 | 0.069

(b) Attack F1-score

GAT GCN
Dataset | Attack Go { G { G { DSV | Gy { o { 5 { DSV
Facebook Attack A | 0.806 | 0.778 | 0.702 | 0.070 [ 0.830 | 0.768 | 0.718 | 0.076
Attack B | 0.816 | 0.790 | 0.713 | 0.069 | 0.857 | 0.815 | 0.723 | 0.089
Pokec Attack A [ 0.733 | 0.690 | 0.622 | 0.074 [ 0.730 | 0.706 | 0.606 | 0.083
Attack B | 0.791 | 0.703 | 0.672 | 0.079 | 0.807 | 0.744 | 0.674 | 0.088
Spammer Attack A | 0.774 | 0.602 | 0.589 | 0.123 [ 0.716 | 0.638 | 0.545 | 0.114
p Attack B | 0.768 | 0.605 | 0.591 | 0.118 | 0.685 | 0.596 | 0.540 | 0.097

and average edge betweenness centrality [49, 79]. The measurement
of group size is trivial, and we omit the details. Besides these four
properties, we considered the graph assortativity property [15, 53,
63], i.e., the tendency of connected nodes to have similar attributes.
However, as we identified there only exists a weak correlation
between assortativity and attack performance (more details are in
Appendix B.3), we omit the details about the assortativity property.

Group density (GD). Essentially, the density of a given graph
G is measured as the ratio of existing edges to all possible edges
in G [77]. We adapt this to define the group density for each link
group. In particular, given a link group G C G, let s, and s, be the
protected node features of G. Based on the relationship between s
and s,, we consider two cases when calculating the density of G.

Case 1: s, = sp. For this case, we measure the group density as
Den(G) = #ﬁi—l) where k. and k, respectively represent the
number of edges and the number of nodes in G. Note that when
Su = Sy, the total number of possible edges in G is w For
example, given an M-M group that consists of three male nodes,
the number of possible links between these nodes is 3.

Case 2: s, # sp. For this case, the density of G is measured as
Den(G) = k,];_ekj
and k; are the numbers of nodes associated with value s, and s,
respectively. Note that when s, # s,, the total number of possible
edges of G is k; X k;. For example, given an M-F group that consists
of three male nodes and three female nodes, the number of possible
links between these nodes is 3 X 3 = 9.

Conceptually, group density indicates how dense the group is
in terms of edge connectivity. A group of high (low, resp.) GD
indicates more (fewer, resp.) users in the group are connected. For
example, in the Spammer dataset, the M-M group has the lowest

where ke is the number of edges in G, and k;

density among the three subgroups. This indicates that both female
and male users on Spammer social networks prefer to connect with
female users than male ones.

Average edge betweenness centrality (AEBC). Centrality mea-
sures are important metrics for social network analysis to evaluate
the structural importance of nodes and links. In this paper, we use
edge betweenness centrality [28, 43], a widely-used centrality mea-
surement, to measure the importance of edges. Edge betweenness
centrality (EBC) measures the number of the shortest paths that go
through an edge in a graph [27]. Typically, edges of high EBC are
those “bridges" between nodes in the graph (i.e., removing them
causes the graph to become disconnected). Given a link group G,
the average edge betweenness centrality (AEBC) of G is measured
as the average EBC of all the edges in G. A link group of higher
(lower, resp.) AEBC has more control over the graph as the graph’s
connectivity has higher (resp. lower) dependence on the group.

Average node similarity (ANS). Intuitively, node similarity
measures the distance between any two nodes based on their neigh-
borhood. In this paper, we consider Jaccard similarity score as
the measurement of node similarity. Formally, given two nodes
u, v, their Jaccard similarity sim(u, v) is measured as: sim(u,v) =
ixxg%ﬂ , where N, (Ny) is the neighborhood of u (v). Intuitively,
two nodes are more similar if they share more neighbors. Given
a link group G, we measure its average node similarity (ANS) as
the average of NS of all the connected node pairs {(4,v)} in G.
Intuitively, for a link group of high ANS, all edges in this group
have similar neighborhoods.
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5.2 Relationship between Structural Properties
and Privacy Vulnerability

To gain a deeper understanding of the existence of DSV, we ana-
lyze the relationship between the attack performance and the four
types of structural properties (group size, GD, ANS, and AEBC)
through empirical analysis. In particular, given a training graph
G, we randomly sample 1,000 subgraphs from G, where each sub-
graph contains p% nodes of G. We tried four different settings of
p € {5%, 10%, 15%, 20%}. Then for each sampled subgraph, we gener-
ate a LMIA testing dataset. In particular, for each subgraph, we add
its edges (members) into the testing data. Then we randomly sample
the same number of disconnected node pairs (non-members) and
add them to the testing dataset. Thus each LMIA testing dataset has
equal number of members and non-members. For each sampled sub-
graph, we measure its structural properties of the subgraph as well
as the attack performance (BAA and F1-score) of its corresponding
testing data. From the results collected from 1,000 subgraph sam-
ples, we measure the Pearson correlation between each structural
property and attack performance and analyze the causal effects of
these structural properties on attack performance. In the following
discussions, we first report the results of Pearson correlation (Sec-
tion 5.2.1) followed by the results of causal effects (Section 5.2.2).
Due to the limited space, we only present the results of Attack B.
The results of Attack A can be found in Appendix B.3.

5.2.1 Statistical Correlation Analysis. Table 7 presents the Pearson
correlation between the structural properties and attack perfor-
mance. We have the following main findings from these results.

Finding #3: No correlation between group size and attack
performance. Table 7 (“Group size" column) presents that the
Pearson correlation between group size and attack performance is
very weak. In particular, the correlation values fall in the range of
[-0.04, 0.07] in all the settings. This is a surprising yet important
finding, as, unlike the non-graph data where group size is one of
the factors of vulnerability disparity [11, 44], group size does not
impact attack performance for the graph data.

Finding #4: A strong negative correlation exists between
GD and attack performance. Table 6 has indicated a correlation
between group density and attack performance. We further mea-
sure their Pearson correlation. As shown in Table 7 (“GD" column),
there exists a strong negative correlation between group density
and attack performance. Specifically, dense (sparse) groups are less
(more) vulnerable to LMIA. This is a key observation as it connects
privacy vulnerability to a particular type of graph characteristics.
We briefly explain why there exists a negative correlation between
group density and attack performance by using Spammer dataset as
an example. Recall that among the three subgroups (F-F, F-M, M-M)
in the Spammer dataset, the M-M group has the lowest density.
Intuitively, as the M-M group has low density, the male nodes are
connected with fewer other nodes in the group at average than the
F-M and F-F groups. As GNNs generate the node embeddings by
aggregating from the neighborhood of these nodes, a node with a
smaller (and more uniform) neighborhood will be associated with a
more similar embedding to its neighbors than the one with a larger
(and less uniform) neighborhood. Thus both embedding and poste-
rior outputs of the male nodes in the sparse M-M group are more
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similar to their connected neighbors than the disconnected nodes
in the same group. Therefore, the connected node pairs (members)
and disconnected ones (non-members) in the M-M group are more
distinguishable (either by their node similarity or posterior outputs,
depending on which is used for the derivation of LMIA features)
than those in the F-M and F-F groups. This explains why the links in
the M-M group are more vulnerable to LMIA than those in the F-M
and F-F groups (Finding #1). Detailed investigation of why there
exists a correlation between group density and attack performance
can be found in Appendix B.4.

Finding #5: A strong negative correlation exists between
AEBC and attack performance. Table 7 (“AEBC” column) presents
the Pearson correlation between AEBC and attack performance.
We observe that a strongly negative correlation exists between
AEBC and attack performance. In particular, the correlation always
exceeds -0.5 in all settings and can be as high as -0.69. Due to the
strong negative correlation, the subgroups with higher AEBC have
lower attack performance. For example, we observe that in the
Facebook dataset, the F-F group has the lowest AEBC value and the
highest privacy vulnerability to LMIA. Intuitively, low AEBC values
of the F-F edges indicate that few paths pass through these edges.
Due to the message-passing mechanism of GNNs, the embeddings
of the nodes on the F-F edges are aggregated from fewer neighbors
than the nodes on the F-M and M-M edges. Therefore, the con-
nected nodes are more distinguishable than the disconnected nodes
in terms of node embeddings and posterior output in the F-F group
than the other two groups. This makes the F-F group suffers from
the highest privacy vulnerability. More detailed explanations of the
reason behind this negative correlation can be found in Appendix
B.5.

Finding #6: A strong positive correlation exists between
ANS and privacy leakage. Table 7 (“ANS" column) presents a
strong positive Pearson correlation between ANS and attack perfor-
mance. The correlation is always higher than 0.54 and can be as high
as 0.74. This strong positive correlation suggests that the groups of
higher (lower, resp.) average node similarity are more (less, resp.)
vulnerable to the attack. This correlation can be explained from the
nature of GNNs and the principle of LMIA attacks: the nodes that
have more similar neighbors will have more similar embeddings
and thus more similar posterior outputs. As LMIA distinguishes
members and non-members based on the similarity of node embed-
dings and posterior outputs, it should be more accurate to attack
the groups that have higher ANS. A more detailed explanation of
this correlation can be found in Appendix B.6.

5.2.2 Causal Analysis. So far we have shown the existence of a
strong Pearson correlation between density/AEBC/ANS and pri-
vacy vulnerability. However, Pearson correlation does not imply
that the difference in the density/AEBC/ANS of different subgroups
causes DSV. To further examine the root cause of DSV, we further
investigate whether there exists a causal relationship between the
three graph properties of the subgroups and the privacy vulnerabil-
ity of these subgroups.

Counterfactual causality. Causal analysis is a well-known
method for root cause analysis. Essentially, a standard dataset for
causal analysis includes the feature matrix X, a vector of treatments
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Table 7: Pearson correlation between attack performance and structural properties (Attack B). GD: group density; AEBC: av-
erage group betweenness centrality; ANS: average group node similarity.

Dataset GNN Balanced Attack Accuracy (BAA) Attack F1-score
Group size { GD { AEBC ANS Group size { GD { AEBC ANS
Facebook GAT -0.04 -0.68 -0.61 0.66 0.05 -0.74 -0.69 0.68
GCN 0.03 -0.63 -0.58 0.61 0.07 -0.67 -0.53 0.64
Pokec GAT -0.01 -0.74 -0.63 0.65 0.08 -0.71 -0.67 0.62
GCN 0.03 -0.64 -0.64 0.61 0.06 -0.65 -0.67 0.65
Spammer GAT 0.04 -0.74 -0.51 0.54 0.07 -0.70 -0.59 0.66
GCN -0.02 -0.63 -0.54 0.60 0.03 -0.57 -0.61 0.62

Table 8: Counterfactual causal effect of structural properties on attack performance of Attack B (GD: group density; AEBC:
average group betweenness centrality; ANS: average group node similarity).

Dataset GNN Balanced Attack Accuracy (BAA) Attack F1-score
GD | AEBC | ANS GD | AEBC | ANS
Facebook GAT -0.45 -0.12 0.25 -0.48 -0.18 0.31
GCN -0.43 -0.11 0.32 -0.45 -0.15 0.25
GAT -0.39 -0.13 0.27 -0.36 -0.13 0.28

Pokec

GCN -0.32 -0.11 0.31 -0.35 -0.14 0.32
Spammer GAT -0.43 -0.12 0.34 -0.46 -0.14 0.20
GCN -0.39 -0.19 0.27 -0.44 -0.18 0.22

t, and outcome y. To understand the causal effect of the treatment
t on the outcome y, one solution is to use the counterfactual out-
come to quantify the change of the outcome y when the value of
the treatment ¢ is manipulated (e.g., change from ¢t = 1 to t = 0).
The magnitude of the causal effect can be measured by Average
Treatment Effect (ATE) [57]:

ATE=E[y=1|t=1] - E[y = 1]t = 0], ®)

where IE[-] denotes the expectation. ATE falls in the range [-1,1],
where a positive (negative, resp.) ATE value indicates that the treat-
ment t = 1 (¢ = 0, resp.) is the cause of the outcome y = 1. Further-
more, a larger ATE value indicates higher causality of treatment ¢
on the outcome y.

Measuring counterfactual causality of structural proper-
ties. As ATE only considers binary treatment and outcome values,
but both structural property values and attack performance values
are in a continuous domain, we convert both structural property
value and attack performance into the binary domain. Specifically,
we say a link subgroup G in the treatment group (denoted as t = 1) if
its density (ANS/AEBC, resp.) is larger than that of the whole graph.
Otherwise, G is considered as in the control group (denoted as t = 0).
Similarly, G’s outcome is denoted as y = 1 if its attack performance
is better than that of the whole graph, and y = 0 otherwise.

To measure the causal effect of a specific structural property
(GD/ANS/AEBC) on attack performance, we first sample 200 sub-
graphs from the training graph. For each sampled subgraph, we
measure the structural property (GD/ANS/AEBC) and attack per-
formance (BAA and F1-score) for all of its link groups. Then for
each link group G, we determine if it belongs to a control group
or a treatment group (i.e., t = 0/1) based on its structural property.
Finally, we generate the counterfactual G’ of G by adding/removing

edges to/from G, so that the treatment value t of G’ is opposite to
that of G. We measure the attack performance of G’, and label the
outcome y of both G and G’. After we have collected the outcome
values of all link subgroups and their counterfactuals, we measure
ATE (Eqn. (8)).

Finding #7: GD/AEBC/ANS has causal effect on privacy
vulnerability. Table 8 presents the ATE of graph density (“GD"
column) on attack performance. We observe negative ATE values in
the range [-0.32, -0.48]. This indicates that density has a causal ef-
fect on attack performance, where the low density (i.e., t = 0) of the
subgroups is the cause of high LMIA performance (i.e., y = 1). This
is also consistent with the observed negative Person correlation
between group density and attack performance (Finding #4).

Table 8 also presents ATE of both AEBC and ANS. We observe
negative ATE values for AEBC and positive ATE values for ANS,
which fall in the range of [-0.11, -0.19] and [0.20, 0.32] respectively.
This suggests that both AEBC and ANS have causal effects on attack
performance. The signs of ATE values show that the subgroups of
low AEBC (i.e., t=0) and high ANS (i.e., t=1) are the causes of high
attack performance (i.e., y=1). These observations are also consis-
tent with the observed Person correlations between AEBC/ANS
and attack performance (Findings # 5 and #6).

Finding #8: The difference between GD of subgroups has
the largest causal effect on DSV. As shown in Table 8, density
presents the highest ATE values among the three properties, while
AEBC witnesses the lowest ones. This is also consistent with the
Pearson correlation results where density witnesses the strongest
Pearson correlation and AEBC witnesses the weakest Pearson cor-
relation among the three properties. Hence, we believe that the
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difference in the density of different subgroups plays a more impor-
tant role in DSV than AEBC and ANS.

6 MITIGATING DISPARITY IN SUBGROUP
VULNERABILITY

In this section, we aim to answer research question RQ3 — How
to mitigate the disparity in subgroup vulnerability and provide fair
privacy protection against LMIA across all subgroups? According
to the findings presented in Section 5, DSV is correlated to the
disparity between subgroups on the properties of GD, AEBC, and
ANS. Thus, we will be able to mitigate DSV by reducing those
disparities. Considering that GD has the most significant causal
effect on DSV (Finding #8), we focus on designing mitigation
methods to reduce the gap in GD.

A naive method of reducing the gap between GD is to add/remove
edges for different groups in the training graph in one shot so that
all subgroups have the same density. However, this method can
require adding/removing a substantial amount of edges when han-
dling graphs that have a skewed distribution of GD, thus incurring
high accuracy loss of the target model. To this end, we design a de-
fense method named FAIRDEFENSE to reduce GD disparity without
heavily compromising the target model accuracy. The key idea is to
“flatten" the density of all subgroups along the training of the target
model, instead of doing so in one shot. In particular, FATRDEFENSE
perturbs only a small portion of edges in the training graph at each
iteration while training the target model, so that the gap between
the density of all subgroups is reduced in multiple rounds. Even-
tually, the density of all subgroups becomes close to each other at
the end of training. By distributing the perturbation over multiple
iterations, the accuracy loss of the target model is largely alleviated.

6.1 Design of FAIRDEFENSE

At a high level, FAIRDEFENSE provides defense power against LMIA
attack by introducing perturbation on the training graph through
randomization: each node pair is added to the adjacency matrix A
with some probability before A is passed to the MSG() function (Eqn.
(1)) at each iteration of the training process. As both GAT and GCN
models use the same MSG() function, FAIRDEFENSE can be easily
integrated into both of them.

Specifically, at each iteration of the training process of the target
model, each node pair (u,v) where e(u,v) € G (i.e., a member)
will be randomized as either a member (i.e., A[u,v] = 1) or a non-
member (i.e., Alu,v] = 0) with a given probability:

| 1, withprob. 1—pyg;
Alu,0] = { 0. with prob. p;. ©
where
ko
s "

with k;, and k, being the number of member and non-member
edges in G respectively, and y > 0 the privacy parameter for defense
against the attack.

Similarly, for each node pair (u,v) where e(u,0) ¢ G (i.e., a non-
member), it will be randomized as either a member or a non-member
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with the following probability:

_ | 0, with prob. 1 — py;
Alu,0] = { 1. with prob. p;. "
where
km
__ km 12
p2 eYkm + ko ( )

Intuitively, higher y will lead to lower p; and p3, and thus lower
perturbation, which consequently leads to less defense against
LMIA. However, higher y will also lead to less DSV mitigation. We
will discuss the trade-off between DSV mitigation defense later in
this section.

As FAIRDEFENSE always adds perturbation to the original graph
instead of the graph that has been noised in the previous iterations,
the perturbation in the previous iterations is abandoned. Hence,
the impact of the perturbation on the target model will not be
accumulated through the iterations. Our empirical study will show
that, by doing so, FAIRDEFENSE can achieve better target model
accuracy than continuous perturbation on the training graph over
the iterations.

DSV mitigation by FAIRDEFENSE. Recall that one of the un-
derlying reasons for DSV is the disparity in the density of subgroups
(Finding #8). Can FAIRDEFENSE reduce the gap between the density
of all subgroups and thus mitigate DSV? To answer this question, we
present the following theorem to show that FAIRDEFENSE guaran-
tees to mitigate the gap between the density of different subgroups.

THEOREM 1. Given a graph G and any two subgroups G;,Gj € G,
let d; and dj be the original density of G; and G;. Also let E(d;) and
E(dj) be the expected density of G; and G by FAIRDEFENSE. Then the
gap between the density of G; and G; (denoted as |E(d;) — E(d;)|) is
as follows:

km + ko
E(di) - E(dj)| = |d; — dj|(1 - -2 1
[E(d) ~ Edp] = ldi = djl(1 = ) (19)
The proof of Theorem 1 can be found in Appendix C.1. With any
y > 0, it should hold that 0 < —k=*Xe_ < 1 Thus |E(d;) - E(d))| <

|d; — dj|. In other words, the gap between the density of any two
groups G; and Gj is reduced after the deployment of FAIRDEFENSE.

Following Eqn. (13), larger y will lead to a smaller gap between
the density of different groups (i.e., |[E(d;) — E(d})|). Ideally, FAIRDE-
FENSE achieves the best DSV mitigation effect when all link groups
have the same expected density (i.e., |E(d;) = E(d;)|). However,
according to Eqn. (13), |E(d;) = E(dj)| holds only when y = 0,
which will lead to the maximum amounts of perturbation on the
graph. Naturally, this leads to the trade-off between DSV mitiga-
tion and target model accuracy. We will show the performance of
FAIRDEFENSE in the trade-off between DSV mitigation and target
model accuracy through empirical evaluation (Section 6.2).

Preservation of graph characteristics by FAIRDEFENSE. As
the perturbation of FAIRDEFENSE changes the density of each link
group, does it destroy the graph characteristics, for example, the
density of the whole graph? To answer this question, we study the
impact of FAIRDEFENSE on graph density.

First, we have the following lemma to show the probability that
a node pair will be a member/non-member edge after perturbation.
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LEMMA 2. Consider a graph G and any node pair (u,v) € G, the
probability p, that (u,v) is connected (i.e., a member edge) at any
iteration is P

m
Pm = e+ ey g
And the probability p,, that (u,v) is not connected (i.e., a non-member
edge) at any iteration is

— ko
T km ko

The proof of Lemma 2 can be found in Appendix C.2. As sug-
gested by Lemma 2, a node pair is less likely to be a member edge
than a non-member (i.e., pm < pp) in sparse graphs (i.e., km < ko)
after perturbation, and the opposite in the dense graphs. Based on
Lemma 2, we have the following proof to show that FATRDEFENSE
preserves the density of the training graph.

Pn (15)

THEOREM 3. Consider a graph G and any node pair (u,v) € G, it
must hold that E(d) = d, where E(d) and d are the expected density
of G by FAIRDEFENSE and the original density of G respectively.

The proof of Theorem 3 can be found in Appendix C.3. As graph
density is a key type of graph characteristic, preservation of the
graph density will enable various types of density-based graph
analytics [46, 62].

6.2 Performance of FAIRDEFENSE

6.2.1 Experimental Setup. We first explain the setup of empirical
evaluation for this part of experiments.

Evaluation metrics. We use the same target model accuracy
metric as described in Section 3.2.1: the accuracy of node classifica-
tion. Ideally, the defense should harm the target model performance
as little as possible while providing both protection against LMIA
and DSV mitigation. In the evaluation of defense effectiveness, we
measure both balanced attack accuracy (BAA) and F1-score (F1)
after the deployment of the defense. We further measure DSV after
the deployment of the defense mechanisms.

Baseline methods. We consider four different baseline methods
and categorize these four methods into two types based on their
working mechanisms:

o Differential privacy (DP) based baselines. Differential
privacy (DP) [23] has been considered as a de facto standard
for data privacy. We consider two types of DP that are de-
ployed at different granularity as the baseline: (i) Global DP
(DP-SGD): We consider the well-known DP-SGD method
[1] that adds Laplace noise to the stochastic gradient descent
(SGD) during the training process of the target model to
provide global DP; (ii) Local DP (RR): We consider the algo-
rithm presented in [40] to provide local DP. It randomizes the
neighbor lists of all nodes by flipping the absence/presence
bit (0/1) of each node in the list with the probability #,
where € denotes the privacy budget.

e Perturbation-based baselines. We consider two alterna-
tive ways to add perturbation on the training graph: (1)
One-shot perturbation (OP): instead of perturbation at
each iteration, the training graph is perturbed only once
by OP before the training process starts; (2) Accumulated
perturbation (AP): instead of abandoning the perturbation
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added by the previous iterations, AP perturbs the training
graph that has been randomized in the previous iterations.
Thus, the perturbation is accumulated during the iterations.

As FAIRDEFENSE does not provide any theoretical privacy/utility
guarantee, making theoretical-level comparisons with the base-
lines (e.g., the DP-based one) is infeasible. Therefore, we provided
empirical comparisons between FAIRDEFENSE and the baselines
instead.

6.2.2 Evaluation Results. To ensure a fair comparison between
FAIRDEFENSE and the four baselines, we empirically configure the
privacy parameters of FAIRDEFENSE and the baselines in the way
that their corresponding target models have similar accuracy (in
the range [0.552, 0.563] for GAT and [0.569, 0.581] for GCN).

Defense effectiveness. Table 9 (“Attack Acc!" column) reports
the attack accuracy (BAA as the metric) of Attack A before and
after defense for both Spammer and Facebook graphs. We can see
that FAIRDEFENSE is effective in defending LMIA by reducing the
attack accuracy significantly. Take Spammer dataset for example,
the accuracy drops from 0.687 to 0.490 for the GAT model, and from
0.641 to 0.514 for the GCN model. For the Facebook dataset, the
attack accuracy against two models drops from 0.734 and 0.810 to
0.651 and 0.621 respectively. Furthermore, FAIRDEFENSE outper-
forms the four baselines in terms of the defense power for all the
settings. Consider the GCN model as an example. The four baseline
methods only can reduce the attack accuracy to around 0.558 on the
Spammer dataset and 0.729 on the Facebook dataset respectively. In
contrast, FAIRDEFENSE can reduce the attack accuracy to 0.514 on
the Spammer dataset and 0.621 on the Facebook dataset respectively,
which is significantly better than the four baselines. For example,
on the Facebook dataset, FAIRDEFENSE is 4%-26% more effective
in defense and 14%-55% more effective in DSV mitigation than the
baselines while maintaining high target model accuracy. We also
observe that, unexpectedly, DP-SGD fails to provide protection
against LMIA. We explain the reason in Appendix D.1.

One interesting observation from Table 9 is that the attack accu-
racy is reduced to around 0.5 for most of the cases. This raises the
question that whether DSV is mitigated because the attack became
ineffective. Our answer is negative — the mitigation effect is not
necessarily caused by attack ineffectiveness. Consider Figure 1 (b)
and Figure 2 (b). When the target model accuracy stays around 65%,
the attack accuracy remains high (Figure Figure 1 (b)), but DSV is
mitigated by about 35% (Figure 2 (b)).

DSV mitigation. Table 9 (“DSV" column) reports the amounts
of DSV before and after the deployment of FAIRDEFENSE and the
four baselines. Overall, FAIRDEFENSE mitigates DSV effectively. For
example, FAIRDEFENSE reduces DSV from 0.14 to 0.038 for GAT
model, and from 0.15 to 0.044 for GCN model under Attack A.
In addition, FAIRDEFENSE largely outperforms the four baseline
methods in DSV mitigation. For example, consider Attack A on
GAT. The baselines only reduce DSV to no smaller than 0.063 while
FAIRDEFENSE can reduce DSV to 0.038.

Due to limited space we include the result of attack accuracy
and DSV of Attack B in Appendix D.2. Similar to the observation
on Attack A, FAIRDEFENSE still outperforms the baselines on both
defense effectiveness and DSV mitigation.
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Table 9: DSV mitigation and defense effectiveness of FAIRDEFENSE and four baselines (Spammer and Facebook graphs, Gender
as the protected node feature, BAA as the attack accuracy metric, Attack A as the attack type). The lowest BAA and the lowest

DSV are marked with and

respectively. For a fair comparison, we choose the privacy parameters of FATRDEFENSE

and the baselines that have similar target model accuracy (“Target Acc." column).

Dataset Defense GAT GCN
Target Acc. { Attack Acc. { DSV || Target Acc. { Attack Acc. { DSV
Nodefense | 0681 | 0687 [0139] 0712 | 0641 | 0150
DP-SGD 0.561 0.681 0.091 0.569 0.622 0.138
Spammer RR 0.558 0.598 0.105 0.571 0.558 0.129
OP 0.552 0.572 0.063 0.581 0.568 0.092
AP 0.565 0.637 0.109 0.562 0.621 0.097
FAIRDEFENSE 0.563 0.490 0.038 0.572 0.514 0.044
| Original 0.812 0.73¢ 0083 ][ 0857 0.810 0.093
DP-SGD 0.721 0.753 0.074 0.678 0.785 0.087
Facebook RR 0.715 0.677 0.079 0.667 0.729 0.089
OP 0.714 0.720 0.073 0.677 0.762 0.075
AP 0.726 0.714 0.059 0.668 0.755 0.081
FAIRDEFENSE 0.733 0.651 0.051 0.673 0.621 0.040
DP-SGD —— RR —— OP —— AP —e— FairDefense
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Figure 1: Trade-off between defense and target model accuracy (Spammer dataset, BAA as the attack accuracy metric). The x
mark denotes no defense. The defense with lower attack accuracy and higher target model accuracy has a better trade-off.
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Figure 2: Trade-off between DSV and target model performance (Spammer dataset). The defense with lower DSV and higher

target model accuracy has a better trade-off.

Trade-off between defense and target model accuracy. Pri-
vacy comes at the cost of reducing target model accuracy. To visu-
alize the trade-off between defense effectiveness and target accu-
racy loss, we generate the attack-utility curve in which each point
presents a pair of attack accuracy and target model accuracy (util-
ity) values. To generate the curve, we vary the privacy parameters
of FAIRDEFENSE and the four baselines, and measure both attack
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accuracy (BAA as the metric) and target model accuracy for each
privacy parameter value. Intuitively, a method that has lower attack
accuracy and higher target model accuracy has a better trade-off
between defense and target model accuracy. Due to limited space,
we only present the results of the Spammer graph as it has the
highest DSV (as shown in Table 6). The results for the other two
datasets can be found in Appendix D.3.
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Figure 1 presents the attack-utility curve generated from the
Spammer dataset. Intuitively, the defense method that has higher
defense strength (i.e. lower attack accuracy) and aligned target
model accuracy with the others has a better trade-off between
defense and target model accuracy. We observe that FAIRDEFENSE
outperforms the four baselines in the trade-off between defense
effectiveness and target model accuracy: FAIRDEFENSE achieves
lower attack accuracy than the baselines under the same target
model accuracy, while it delivers higher target model accuracy than
the baselines when they have the same attack accuracy. The result
of the Facebook dataset is similar and can be found in Appendix D.3.

Trade-off between DSV mitigation and target model accu-
racy. Besides the trade-off between defense and target model accu-
racy, there also exists a trade-off between defense and DSV mitiga-
tion (Theorem 1). To visualize the trade-off between DSV mitigation
and target model accuracy, we generate a DSV-utility curve in which
each point presents a pair of DSV and target model accuracy val-
ues. We pick the same parameters used in the measurement of the
trade-off between defense and target model accuracy (Figure 1).

Figure 2 presents the DSV-utility curve generated from the Spam-
mer dataset. We vertically visualize the comparison of the DSV of
different methods when they present aligned target model accuracy.
Intuitively, the defense method that has higher DSV and aligned tar-
get model accuracy with the others has a better trade-off between
DSV and target model accuracy. We observe that FAIRDEFENSE
better addresses the trade-off between DSV mitigation and target
model accuracy than the four baselines: FAIRDEFENSE has lower
DSV than the baselines when they have the same target model
performance, and it achieves higher target model performance than
the four baselines when they deliver the same DSV.

7 RELATED WORK

Membership inference attacks. Membership inference attack
(MIA) against the ML models was initially introduced by [64]. Re-
cent works [48, 51, 59, 67, 73] investigated the factors that affect
the performance of MIA. [48, 73] demonstrated that overfitting
contributes to information leakage but is not the fundamental fac-
tor. [67] claimed that MIA is data-driven but dominated by the target
model. [59, 67] show that the attack models are largely transferable.
New MIA models have been developed to attack Federated Learn-
ing [52], collective learning [51], generative adversarial networks
(GANS) [12, 33], embedding models [65] and GNNs [34, 35, 37]. We
refer the audience to some recent surveys [5, 37] on MIA and its
related studies. In this paper, we consider LMIA against GNNs.

Privacy inference attacks against GNNs. Privacy leakage of
GNNs has been investigated from several aspects. The existing
attacks can be categorized into the following types: (1) Membership
inference attacks [21, 34, 35, 54, 72] that infer the existence of certain
nodes [35], edges [21, 34, 72], and subgraphs [71] in the training
graph; (2) Property inference attacks [70, 76] that infer the specific
properties of graphs, such as density, number of nodes and the
distribution of nodes in the training graph; (3) Model extraction
attacks [61, 75] that reconstruct a GNN model which has behaviors
to the given target model; and (4) Attribute inference attacks [21]
that infer the sensitive attributes in the training graph. In this paper,
we consider link-level membership inference attacks [34], and focus
on the disparate vulnerability of subgroups against this attack.
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Algorithmic fairness and privacy. Recent research [31, 41, 58,
66] explored how to achieve fairness and privacy independently.
Meanwhile, a parallel line of research [22, 24] considered the in-
teraction between fairness and privacy in ML. Dwork et al. [22]
indicated that differential privacy (DP) techniques can be adapted
to satisfy fairness in ML. Several recent works have investigated
the disparity in the attacks and privacy of ML models. Bagdasaryan
et al. [3] display the disparate impact of DP. Their empirical evalua-
tion shows that differentially private models have a larger accuracy
reduction on the underrepresented groups. Dibbo et al. [17] investi-
gated disparate vulnerability in model inversion attacks. In terms of
vulnerability disparity of membership inference attacks, Kulynych
et al. [44] identified the existence of disparate vulnerability across
different groups against MIA over tabular data. Da et al. [78] inves-
tigated the disparity in both privacy vulnerability of membership
inference attacks and protection power of the existing MIA defense
mechanisms across different groups. While both works [44, 78]
considered the conventional classification models over non-graph
data as the target model, we consider GNNs. Our work is novel
as: (1) we are the first to investigate the disparate effects of LMIA
against GNNs; (2) we identify three unique graph properties as the
underlying reasons for DSV of GNN; and (3) we design the first
LMIA defense that can mitigate DSV.

8 CONCLUSION

In this paper, we investigate the disparate effects of LMIAs on dif-
ferent link subgroups when attacking GNNs. First, we perform
extensive empirical evaluation over three real-world social network
graphs and two representative GNN models. Our empirical results
demonstrate the existence of non-negligible DSV in all the exam-
ined settings. Second, we identify the causal effects of three types
of graph structural properties on DSV. Third, based on the analysis,
we design a new defense mechanism named FAIRDEFENSE that not
only defends against the LMIA attack but also mitigates DSV across
subgroups by randomizing the training graph during the training
of the target model. Our experimental results demonstrate the ef-
fectiveness of FAIRDEFENSE in terms of defense, DSV mitigation,
and the trade-off between defense and target model accuracy.
Future work. First, beyond the four graph structural properties
that we have investigated in the paper, other properties such as
graph homophily [50] and other centrality measurements such as
degree centrality and closeness centrality [47, 69] may impact DSV.
We will investigate the correlations between these properties and
DSV in future work. Another interesting direction is to understand
the theoretical privacy guarantee (e.g., local differential privacy
[16]) of FAIRDEFENSE. Another research direction is to investigate
DSV for other types of inference attacks against GNNs (e.g., node-
level membership inference attacks [21, 35]).
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Table 10: Setup of the target models.

Setting ‘ Facebook ‘ Pokec | Spammer
# of heads 8 6 4
# of nodes per layer 8 6 4
GAT # of labels 4 2 2
Weight decay 0.1 0.1 0.1
Learning rate 0.004 0.001 0.005
# of nodes per layer 32 32 20
# of labels 4 2 2
GEN Weight decay 0.001 0.005 0.005
Learning rate 0.001 0.005 0.005
APPENDIX
A ADDITIONAL DETAILS OF
EXPERIMENTAL SETUP

A.1 Details of the Datasets

We use the following three social network graph datasets in the
experiments: (1) Facebook graph? represents the social relation-
ship of Facebook users. Each node in graph denotes a user and each
edge denotes a friend relationship between two nodes (users). The
node features include age, gender, education, etc. (2) Pokec social
network graph® consists of users in Pokec, the most popular online
social network in Slovakia. Each node in this graph denotes a Pokec
user and each edge denotes the friend relationship between two
nodes (users). Each node has user demographic features such as
age, gender, hobbies, etc. (3) Spammer dataset is a social graph col-
lected from Tagged.com®, an online social network platform. Each
node in this graph denotes a user and each edge represents a friend
relationship between two nodes (users). The original dataset [25]
contains 5.6 million users and 858 million links between the users.
The task is to identify the spammers who are the users with mali-
cious behaviors like sharing spam messages and sending fraudulent
links. We sample 10,000 nodes from the original graph with the
edges restored.

A.2 Parameter Setup of Target Models
Table 10 shows the parameter setup of GCN and GAT models.

B ADDITIONAL RESULTS OF ATTACK
PERFORMANCE

B.1 Explanation of Why Attack A Has Better
Performance than Attack B on Spammer
Dataset

Intuitively, as Attack A only considers the posterior outputs that en-
code structural similarity, while Attack B considers both structural
similarity and node-feature similarity, Attack A will have better
performance than Attack B only when the distribution of posterior
similarity between members and non-members is inconsistent with

4Facebook dataset: https://snap.stanford.edu/data/ego-Facebook.html.
SPokec dataset: https://snap.stanford.edu/data/soc-pokec.html
®Tagged dataset:https://lings-data.soe.ucsc.edu/public/social_Tagged/
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Figure 3: Distribution of node feature similarity and node
posterior similarity of members and non-members (GCN as
target model, Spammer dataset)

that of node-feature similarity. Following this reasoning, we mea-
sure both node-feature similarity and posterior similarity between
the node pairs, where the normalized L2 distance is used as the
similarity function.

Figure 3 illustrates the distribution of both posterior similarity
and node-feature similarity on Spammer dataset. We observe that,
while members and non-members are distinguishable by their pos-
terior similarity (Figure 3 (a)), they become indistinguishable by
their node-feature similarity (Figure 3 (b)). Therefore, Attack B wit-
nesses a downgrade in its performance when taking node features
and their similarity into consideration.

B.2 Existence of DSV for Other Protected Node
Features

Table 11 reports the attack performance of link subgroups for Face-
book and Spammer datasets while the subgroups are defined on
other features instead of gender. Our main observation is that the
attack has different performance across different link subgroups in
all the settings, regardless of the selection of protected feature. For
example, as shown in Table 11, when launching Attack B against
GCN model on Facebook dataset, the BAA performance can reach
0.844 on the subgroup Go (C-C group), but drops to 0.697 on G
(NC-NC group), leading to DSV as large as 0.098 between these two
groups. In other words, the links between the users with college
degree are much more vulnerable to LMIA than those between the
users with non-college degree. The similar observation also holds
on F1-score metric. For example, when launching Attack B against
GAT model on Pokec dataset, the F1-score can reach 0.782 on Gy,
but drops to 0.658 on G2, leading to DSV as 0.083. Such observations
are consistent with the ones in Section 4.3.

Our second finding is that, the groups are always more vulnera-
ble than the others regardless of the attack evaluation metric, the
attack type, and the type of target GNN model. For example, the
subgroup Gy, which is the one of the highest density always has the
highest attack performance (BAA and F1-score), while the subgroup
Gy, which is of the lowest density, always have the lowest attack
performance. This implies that graph structure plays an impor-
tant role in the existence of DSV—some subgroups are inherently
more vulnerable to the attacks than the others due to their graph
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structure. These observations are also consistent with the ones in
Section 4.3.

B.3 Pearson Correlation and Causal Effect of
Attack A

Table 12 presents the Pearson correlation between the five graph
properties (i.e., group size, assortativity, density, AEBC, ANS and
the attack performance of Attack A. We observe a weak Pearson
correlation between the group size and attack performance as well
as between the assortativity and attack performance. Thus both
group size and assortativity do not impact attack performance
much. On the other hand, we observe strong correlations between
density/AEBC/ANS and attack performance. Among these three
properties, both density and AEBC are negatively correlated with
attack accuracy, while ANS is positively correlated with attack ac-
curacy. In particular, the absolute values of the correlations always
exceed 0.5 in all the settings and can be as high as 0.77, 0.63, and
0.66 for density, AEBC, and ANS respectively. These observations
are consistent with the ones of Attack B (Section 5.2).

Table 13 presents the ATE of density/AEBC/ANS on attack per-
formance of Attack A. The observations are similar to the results of
Attack B (Section 5.2); thus we omit the discussions for simplicity.

B.4 Explanations of Correlation between
Group Density and Attack Performance

Intuitively, the embedding of a node aggregates more (less) infor-
mation from its neighbors in a dense (sparse) group. Thus, it is
more (less) challenging for LMIA to predict particular neighbors
of a node from its embedding (and the target model output) if the
node belongs to a dense (sparse) group. If this holds, then it can
explain why a dense (sparse) group has a higher (lower) attack per-
formance. To explain this reasoning quantitatively, we measure the
similarity between nodes of member and non-member links. For
demonstration, we focus on the three link subgroups in Spammer
dataset, where the node similarity is measured as the Euclidean
distance between the nodes’ posterior output by the target model.
Figure 4 presents the distribution of node similarity for member and
non-member links in different link subgroups, which are sorted by
their density in ascending order. From the results, we can observe
that member and non-member links in Gy (i.e., the sparsest group)
are more distinguishable by their node similarity than those in Gy
and Gy. This explains why Gy is the most vulnerable group among
the three subgroups. For G (i.e., the densest group), on the other
hand, its node similarity on members and non-members are close
to each other. Therefore, the members and non-members in G, are
less distinguishable by their node similarity, leading to the least
vulnerability among the three subgroups.

B.5 Explanations of Correlation between
AEBC and Attack Performance

To answer the question of why the attack performance negatively

correlated with AEBC, we measure the difference dif f(G) in the

dissimilarity of node pairs on member and non-member edges for

each sampled subgroup. Formally, for each group G, we calculate
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Table 11: Disparity in subgroup vulnerability. Gy, G; and G; are link subgroups that are sorted by the group density in ascending
order. The most and least vulnerable groups (i.e., the groups of the highest and lowest balanced attack accuracy respectively)

are marked with and respectively.
(a) Balanced Attack Accuracy (BAA)

Settings GAT GCN
& Go | Gi | G: [DSV | Go | Gi | G, | DSV
Facebook Attack A [ 0.811 | 0.763 | 0.693 | 0.079 || 0.854 @ 0.827 | 0.689 | 0.092
Education Level | Attack B [ 0.827 | 0.779 | 0.718 | 0.073 || 0.844 | 0.812 | 0.697 | 0.098
Pokec Attack A [ 0.729 | 0.717 | 0.651 | 0.052 [[ 0.708 | 0.655 | 0.629 | 0.053
Marital Status Attack B | 0.814 | 0.767 | 0.695 | 0.052 || 0.821 | 0.784 | 0.722 | 0.066

(b) Attack F1-score

Settings GAT GCN
& Go | Gt | G [DSV | Gy | Gi | G; | DSV
Facebook Attack A [ 0.783 | 0.722 | 0.691 | 0.061 |[ 0.790 | 0.728 | 0.696 | 0.063
Education Level | Attack B [10.799 | 0.743 | 0.709 | 0.060 || 0.814 | 0.799 | 0.707 | 0.071
Pokec Attack A [ 0.741 | 0.721 | 0.637 | 0.069 || 0.729 | 0.714 | 0.653 | 0.051
Marital Status Attack B | 0.782 | 0.736 | 0.658 | 0.083 || 0.777 | 0.709 | 0.674 | 0.069

Table 12: Pearson correlation between attack performance and structural properties (Attack A). GD: group density; AEBC:
average group betweenness centrality; ANS: average group node similarity

Dataset | GNN Balanced attack accuracy (BAA) Attack F1-score
Group size { Assortativity { GD { AEBC { ANS || Group size | Assortativity { GD { AEBC | ANS
GAT -0.05 -0.10 -0.61 -0.51 0.60 0.03 -0.03 -0.74 | -0.61 0.63

Facebook

GCN 0.07 -0.01 -0.66 | -0.57 0.58 0.07 -0.12 -0.67 -0.52 0.66
Pokec GAT 0.03 -0.08 -0.71 -0.62 0.63 -0.09 -0.05 -0.72 -0.59 0.61
GCN 0.03 -0.10 -0.65 -0.52 0.59 0.02 -0.06 -0.66 -0.61 0.64
Spammer GAT 0.04 -0.03 -0.77 | -0.53 0.55 -0.04 -0.07 -0.70 -0.61 0.63
GCN -0.02 -0.12 -0.68 | -0.57 | 0.61 -0.01 0.03 -0.65 | -0.57 | 0.62

Table 13: Counterfactual causal effect of structural properties on attack performance of Attack A (GD: group density; AEBC:
average group betweenness centrality; ANS: average group node similarity).

Dataset | GNN Balanced attack accuracy (BAA) Attack F1-score
GD [ AEBC | ANS GD | AEBC | ANS
Facebook GAT | -0.64 -0.18 0.37 -0.48 -0.22 0.35
GCN | -0.49 -0.12 0.33 -0.47 -0.19 0.23
GAT | -0.42 -0.20 0.29 -0.41 -0.17 0.31

Pokec

GCN | -0.34 -0.09 0.26 -0.37 -0.19 0.34
Spammer GAT | -0.50 -0.17 0.38 -0.53 -0.12 0.21
GCN | -0.49 -0.19 0.33 -0.46 -0.11 0.24

dif f(G) as:

Le(wo)eG- df W), f(0))  Te(uo)ecr d(f (), f(0))
G~ |G|

dif f(G) =

(16)
where d() denotes a distance metric, f() denotes the output of
target model, G* and G~ denote the set of the members and the non-
members in G respectively. In this paper we use Euclidean distance
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as the distance function d() (i.e., d(f(u) — f(v)) = ||f (w) — f(0)]|2).
Intuitively, higher d(f(u), f(v)) indicates that the posteriors of
node u and v are more dissimilar. As the connected node pairs (i.e.,
members) have more similar posterior outputs to each other than
the disconnected node pairs (i.e., non-members) [34], the attack
should have higher accuracy on higher dif f() values as members
and non-members are more distinguishable.
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Figure 4: Distribution of similarity of nodes on member and non-member links (Spammer dataset) for link subgroups. Gy
(M-M), G; (F-M) and G (F-F) are the link groups sorted by their density in ascending order.

Table 14: Comparison of difference between posterior simi-
larity of nodes on member and non-member edges for sub-
groups with top 50% high AEBC (“High AEBC" column) and
bottom 50% AEBC ("Low AEBC" column).

Dataset GAT GEN
High AEBC [ Low AEBC | High AEBC [ Low AEBC
Facebook 0.218 0.257 0.010 0.044
Pokec 0.012 0.039 0.054 0.144
Spammer 0.064 0.085 0.082 0.132

Table 15: Comparison of difference between posterior simi-
larity of nodes on member and non-member edges for sub-
groups with top 50% high ANS ("High ANS" column) and bot-
tom 50% ANS ("Low ANS" column).

Dataset GAT GCN
High ANS [ Low ANS | High ANS [ Low ANS
Facebook |  0.255 0.214 0.062 0.014
Pokec 0.032 0.011 0.142 0.056
Spammer |  0.081 0.067 0.113 0.099

Table 14 presents the average dif f (G) of the subgroups with top-
50% lowest (low AEBC) and top-50% highest AEBC (high AEBC).
We normalize the value of dif f(G) to be within the [0, 1] range.
From the results, we observe that the subgroups with high AEBC
always have lower difference values than the subgroups with low
AEBC: in all the settings, the difference values of the subgroups
with low AEBC is 18%~340% higher than the subgroups with high
AEBC. This suggests that the members in the subgroups of high
AEBC are less distinguishable from the non-members, which leads
to lower attacker performance. This observation explains the neg-
ative correlation between AEBC and attack performance on the
subgroups.

B.6 Explanations of Pearson Correlation
between ANS and Attack Performance

To answer the question of why the attack performance is positively
correlated with ANS, we follow the similar reasoning as in Appendix
B.5. First, we measure the difference dif f(G) (Eqn. (16)) between
the posterior similarity of node pairs on member and non-member
edges. Next, we calculate the average of the difference values of the
subgroups with top 50% high ANS and the subgroups with bottom
50% ANS.

Table 15 presents the results of the difference in node posterior
similarity for subgroups of high and low ANS. We observe that the
subgroups with higher ANS have higher different values than the
subgroups with lower ANS: the difference in node posterior simi-
larity between nodes on member and non-member edges for the
subgroups with low AEBC are 14% ~343% higher than the subgroups
with high AEBC. As higher difference leads to better attack perfor-
mance, this observation explains the positive correlation between
ANS and attack performance.

C PROOF OF THEOREMS AND LEMMA
C.1 Proof of Theorem 1

Proor. Given a graph G that has k,,, member links and k, non-

member links, its density d is measured as d = kolj_”];m . Simila'rly,

the density d; of a link group G; € G is calculated as d; = %

Following Equations (9) and Equation (11), the expected density
E(d;) of G; in each forward process by FAIRDEFENSE is:

k(1= p1) +Khp1 32
kin + kb (17)
k
=di(1-p1) +p1(1 - di)k—m
(]

E(di) =

For two subgroups G; and Gj, their densities are d; and d; re-
spectively. Without loss of generality, we assume d; > d;. Formally,
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the difference between their expected densities is:
k
E(d;) - E(dj) = (1-p1)(d; —d;j) +p1(dj - di)k_m
0

km
=(di—dj)(1-p1 _Plk_)

km +k
= (d; = dj)(1 = p1=—) (18)
0
ko km +ko
=(di —d:)(1 -
=) e e R
km + ko
=di-dj)(1- ———
(6= d)(1 - o)
Considering y > 0, (1 - %) > 0 is always satisfied. Thus we
can add absolute signs to both sides of the equation above as:
B km + ko
IB(d:) = E(d)] = by = (1 = %)
This completes the proof. O

C.2 Proof of Lemma 2

Proor. Given a graph G that has k,, member links and k, non-
member links. For any node pair (u,0) € G, if (u,v) is "seen" as a
member (i.e., Alu,v] = 1), there will be two possible cases:

o ¢(u,v) exists in the graph G and it is remained as a member.
e ¢(u,v) does not exist in the graph G and it is changed to a
member.

Formally, the probability of the first case p(A[u, 0] = 1,e(u,v) €
G) is calculated as:
p(Alu,0] = Le(u,0) € G)
= p(A[u, 0] = 1le(u,0) € G) X p(e(u,v) € G)
km
km + ko
Similarly, the probability of the second case p(A[u,v] = 1,e(u,0) ¢
G) is:
p(Alu,0] = Le(u,0) € G)
=p(Alu,0] = 1le(w,0) ¢ G) x p(e(u,v) ¢ G)

ko
km + ko

(19)

=(1-p1)x

(20)

:pz)(

Combining the probabilities above together, we have the probability
pm that (u, e) is "seen" as a member:

pm =p(Alu,0] =1,e(w,0) € G) +p(Alu, 0] = 1e(u,0) ¢ G)

km 0
=(1-
A= pO) X e P2 X

(21)

Following the same logic, we can calculate the probability p, of
(u,v) to be "seen" as a non-member by adding up the probabilities
of two cases:

e ¢(u,v) exists in the graph G and it is changed to a non-
member.

o ¢(u,v) does not exist in the graph G and it is remained as a
non-member.
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Figure 5: Distribution of posterior similarity of nodes on
member and non-member edges after the deployment of DP-
SGD (e = 0.1, Spammer dataset).

Similarly, the probability p, will be calculated as:
pn=p(Alu,v] =0,e(u,0) € G) + p(Alu, 0] =0,e(u,0) ¢ G)

ko
km + ko

=p1 X +(1-p2) X

km
km +ko
(22)
According to the definition of p; and pz (Equations (9) & (11)), it
is easy to prove that p,,, and p, are constants regardless of the value
of y: considering p1 : p2 = ko : km, Eqn. (21) can be reformatted as:

km km
=(1-
pm = (1= p) X oo kX )
" km + ko
In similar logic, Eqn. (22) can be reformatted as:
ko ko
= 1-—
pn = P e o8
" km+ko
This completes the proof. O

C.3 Proof of Theorem 3

For the sparse graphs (i.e., km < ko), a node pair is less likely to
be a member edge (i.e., connected) in the perturbed graph than as
a non-member (i.e., p, < pp). On the other hand, for the dense
graphs (i.e., k; > ko), a node pair is more likely to be a member
edge (i.e., connected) in the perturbed graph than as a non-member
(i.e., pm > pn). As the probability of an edge to be a member
in the original training graph is also k:—fku the perturbation by
FAIRDEFENSE does not change such probability (Eqn. (14)). We also
have the same observation for the non-member edges.

D ADDITIONAL RESULTS OF DEFENSE

D.1 Why DP-SGD Is Not Effective against
LMIA?

It is expected that DP-SGD should be effective in reducing LMIA

accuracy. However, our results (Table 9) show that DP-SGD barely

affects LMIA performance, even with strong noise. For instance,

balanced attack accuracy drops only 5% for Attack A against GAT
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Table 16: DSV mitigation and defense effectiveness of FAIRDEFENSE and four baselines (Spammer dataset, BAA as the attack

metric, Attack B). The lowest MIA accuracy and DSV after mitigation is marked with and respectively. Gy, G1, and
G are link groups (F-F, M-F, M-M) that are sorted by group density in ascending order.
Settings GAT GCN
& Target Acc. { Attack Acc. { DSV || Target Acc. { Attack Acc. { DSV
| Nodefense | 0681 | 0684 | o101 || 0712 | 0589 | 0.069
DP-SGD 0.561 0.685 0.108 0.569 0.591 0.053
Spammer RR 0.558 0.522 0.086 0.571 0.478 0.071
OoP 0.552 0.514 0.045 0.581 0.513 0.047
AP 0.565 0.625 0.089 0.562 0.559 0.044
FAIRDEFENSE 0.563 0.470 0.034 0.572 0.461 0.038

Table 17: DSV mitigation and defense effectiveness of FAIRDEFENSE and four baselines (Pokec dataset, BAA as the attack

metric, Attack A). The lowest MIA accuracy and DSV after mitigation is marked with and respectively. Gy, G1, and
G are link groups (F-F, M-F, M-M) that are sorted by group density in ascending order.
Settings GAT GCN
& Target Acc. { Attack Acc. { DSV || Target Acc. { Attack Acc. { DSV
‘ Original 0.657 0.683 0.064 0.687 0.627 0.073
DP-SGD 0.594 0.687 0.059 0.592 0.666 0.068
Pokec RR 0.600 0.634 0.057 0.593 0.575 0.067
OP 0.591 0.538 0.042 0.600 0.549 0.037
AP 0.588 0.624 0.052 0.581 0.619 0.041
FAIRDEFENSE 0.592 0.497 0.037 0.596 0.508 0.018
DP-SGD —e— RR —+— OP —— AP  —— FairDefense
5 50.8 5038 . 0.8 ’ZZ'
o o o p S "
=7 L == A LT
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Target Model Accuracy Target Model Accuracy Target Model Accuracy Target Model Accuracy
(a) Attack A on GAT (b) Attack B on GAT (c) Attack A on GCN (d) Attack B on GCN

Figure 6: Trade-off between defense and target model accuracy (Facebook dataset, BAA as the attack accuracy metric). The x
mark denotes no defense. The defense with lower attack accuracy and higher target model accuracy has a better trade-off.

on the Spammer dataset. To investigate the reason, we analyze how
the similarity between the nodes on members and non-member
links is affected by DP-SGD. In particular, we randomly sampled
10,000 links (members) and 10,000 disconnected node pairs (non-
members) from the Spammer dataset, and measure the similarity
between the node pairs on these member/non-member links as the
normalized L2 distance between the posteriors of these two nodes.

Figure 5 presents the results of similarity distribution for both
GAT and GCN models. We observe that there still exists a significant
gap between the similarity of node pairs on member and non-
member links. In other words, members and non-members are
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still well distinguishable. This can be explained as follows: as DP-
SGD adds noise to the gradients during training, it only changes the
model parameters but has no direct influence on the graph structure.
Hence, DP-SGD fails to provide an effective defense against the
inference attack.

D.2 Performance of FAIRDEFENSE on Attack B

Table 16 presents the results of defense effectiveness and DSV miti-
gation for Attack B on both GAT and GCN models and the Spammer
dataset. Similar to the result of Attack A (§6.2), FAIRDEFENSE is
effective in both defense and DSV mitigation. Furthermore, FAIRD-
EFENSE outperforms the baselines in both attack accuracy and DSV.
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D.3 Performance of FAIRDEFENSE on Facebook
and Pokec Datasets

Table 17 presents the results of defense effectiveness and DSV miti-
gation for Attack A against both GAT and GCN on Pokec dataset.
We observe similar patterns as Spammer dataset (§6.2) — FAIRDE-
FENSE shows its defense effectiveness in these settings too. Further-
more, FAIRDEFENSE outperforms the baselines in defense effective-
ness and DSV mitigation in all the settings.

In Figure 6 we present the trade-off between defense and target
model accuracy on Facebook dataset. We observe similar patterns
as the Spammer dataset (§6.2) — FAIRDEFENSE better addresses the
trade-off between defense and target model performance than the
four baselines.
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