Spike-based Neuromorphic Computing for
Next-Generation Computer Vision

Md Sakib Hasan*™, Catherine D. Schuman’, Zhongyang Zhang?, Tauhidur Rahman?, and Garrett S. Rose'
*Department of Electrical and Computer Engineering, University of Mississippi, University, MS 38677 USA
fDepartment of Electrical Engineering and Computer Science, University of Tennessee, Knoxville, TN 37996 USA
! Department of Computer Science and Engineering, University of California San Diego, La Jolla, CA 92093 USA
>™Corresponding Author: mhasan5@olemiss.edu

Abstract

Neuromorphic Computing promises orders of magnitude improvement in energy efficiency compared to traditional von
Neumann computing paradigm. The goal is to develop an adaptive, fault-tolerant, low-footprint, fast, low-energy intelligent
system by learning and emulating brain functionality which can be realized through innovation in different abstraction layers
including material, device, circuit, architecture and algorithm. As the energy consumption in complex vision tasks keep increasing
exponentially due to larger data set and resource-constrained edge devices become increasingly ubiquitous, spike-based neuromorphic
computing approaches can be viable alternative to deep convolutional neural network that is dominating the vision field today.
In this book chapter, we introduce neuromorphic computing, outline a few representative examples from different layers of the
design stack (devices, circuits and algorithms) and conclude with a few exciting applications and future research directions that
seem promising for computer vision in the near future.
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I. INTRODUCTION

Since Gordon Moore’s famous prediction, colloiquially known as Moore’s Law in 1965 [1], the computing industry has
worked relentlessly to achieve exponential increase in speed and functional density over last six decades using progressively
advanced fabrication technologies along with architectural innovations. Moore’s law along with Dennard scaling [2] resulted
in the doubling of performance per joule about every 18 months. Unfortunately, Dennard Scaling started breaking down in
the early 2000’s resulting in a saturation of single core frequency due to the power constraint popularly known as power wall
[3]. Another major bottleneck of current digital computers is the separation of memory and processor in the conventional von
Neumann architecture. The lagging behind of memory speed compared to processors has given rise to von Neumann bottleneck
also known as the memory wall, i.e., most energy and time is used in trafficking data between these two subsystems instead of
the actual computation [3]. Moreover, the scaling of transistor feature size as dictated by Moore’s law has also been slowing
down and may reach an end in the coming decade due to physical limits [4].

With the ever-increasing demand of compute in this data intensive world looking forward to a future with billions of smart
interconnected devices known as Internet-of-Things (IoT) along with the advent of a new age of artificial intelligence (Al),
researchers are looking into novel solutions for sustaining the computing revolution. Diverse approaches, such as optical [5],
quantum [6], biomolecular [7] and neuromorphic [8] have been explored to go beyond the traditional paradigm. In this chapter,
we focus on spike-based neuromorphic computing which is a bio-inpsired approach that tried to emulate excellent energy
efficiency and superior information processing capabilities that can be observed in biological organisms [9].

The early work in modeling biological neural network with electrical circuits can be traced back to pioneering work by
McCulloch and Pitts in [10]. Another seminal work was Hebbian learning [11] in 1949 which is a classic inspiration for SNN
(spiking neural network) researchers. 1952 saw a big breakthrough with the development of Hodgkin-Huxley neuron models
[12] which shed light into the complex dynamics of this biological computational primitive followed by subsequent models
[13], [14]. Though not the predominant research direction in the Al community (being overshadowed by symbolic Al and
other directions), a few notable Al researchers began exploring neural networks as a possible route towards building intelligent
machine which led to seminal works such as perceptron [15], multilayer networks [16], backpropagation training [17], the
Hopfield network [18] and self- organizing maps [19] among many others.

However, the dream of neuromorphic computing is to combine brain-inspired algorithm and hardware together to build a
different class of intelligent system. This concept was first proposed by Carver Mead in Caltech in the late 1980s [20]. As
a pioneer in the VLSI (very large sale integration) digital computer revolution, Mead realized some of its limitations and
started exploring an analog/ mixed signal design paradigm to emulate biological functions with the electronics of integrated
circuit (IC) [8]. Since its inception, vision has been a vibrant field of study in neuromorphic computing as can be seen
in the celebrated early works in building the Silicon Retina in 1994 [21] which followed the famous Silcion neuron from



1991 [22]. More recently, the world has seen large scale neuromorphic processors such as BrainScaleS [23], TrueNorth [24],
Neurogrid [25], SpiNNaker [26], and Loihi [27]. The research in this field has primarily two thrusts: 1) learning the working
principle behind human perception and cognition, a fundamental scientific question of perennial interest, specially to cognitive
neuroscientists, 2) building a new class of computing machines overcoming the limitations of traditional von Neumann digital
computers which is of primary interest to researchers working in the frontier of computing technology. Since building such
machine requires understanding and innovation across the entire design hierarchy namely, materials, device, circuit, system,
architecture, communication and algorithm along with a deep understanding of neuroscience principles, neurmorphic computing
has become a vibrant interdisciplinary research endeavor over last three decades.

The early work on neuromorphic computing [28] explored deep similarity between conduction in electronics and ion-channel
dynamics of biological neural network based on the physics of electronic components such as transistors under special operating
conditions. The term has gradually evolved to describe a set of brain-inspired hardware and algorithms for neural networks
with varying degrees of biofidelity. Modern digital computers usually store information using 32 or 64 bits and process it using
synchronous deterministic architecture with separate memory and processing units made of solid-state electronic devices. On
the other hand, our brains use patterns of neuron spikes to represent and process information using stochastic computational
elements made of organic materials with collocated memory and processing units. In the literature, designs lying anywhere
between traditional digital computer and brain-like architecture have been termed as neuromorphic computing. Since we cannot
do justice to this wide variety of works, we focus on spiking neural networks for vision applications in this book chapter for
the sake of brevity and coherence.

The rest of this chapter is organized as follows: Sec. II gives basic background on biological neural networks neuromorphic
computing systems. Sec. III discusses several traditional and emerging devices and circuits with significant promise for building
scalable neuromorphic systems with enhanced functionality followed by a brief summary of state-of-the-art neuromorphic
processors in Sec. IV. Sec. V discusses several architecture and algorithms using spiking neural networks (SNNs), which are
the principal abstraction of the nervous system that neuromorphic computing systems employ to emulate brain function. In
Sec. VI, we discuss several promising vision applications including ongoing research on dancing pose estimation. Finally, Sec.
VII concludes this chapter with a summary along with directions for future research.

II. BACKGROUND ON NEUROMORPHIC COMPUTING AND BIO- INSPIRED SPIKING NEURAL NETWORK

In this section, we will first outline the main characteristics of a neuromorphic system followed by a concise overview of
the working principle of biological neural network for inspiration. Then we briefly outline the defining aspects of spiking
neuromorphic computing system to distinguish it from traditional digital computer as well as artificial neural network (ANN)
using neurons with a continuous activation function without temporal dynamics.

A. Characteristics of Neuromorphic Computing System

There are several brain-inspired characteristics that distinguish a neuromorphic computer from a traditional computer. First, it
should have brain-like massively parallel operation unlike the traditional von Neumann single core CPU which was developed
using a ‘stored program’ model for strictly sequential computation. Second, it will have collocated memory and processing
aka CIM (computation in memory) analogous to synapses and neurons in a biological brain overcoming the ‘memory wall’
resulting from the von Neumann architecture with separate units for storage and computation. For example, synaptic weight
serves both as a memory and a computational element where presynaptic spikes produce current that leads to an increase in
the post-synaptic membrane potential. Third, asynchronous and/or analog/mixed-signal computation as opposed to globally
synchronized digital computation in traditional platforms. In brain, synapses can store and perform analog operation on the
input data; neurons produce binary spikes but they have internal temporal states which are analog along with information
encoded in time interval between spikes which is also analog; no global clock. Any one of the four possible combinations
between synchronous/asynchronous and analog/digital is possible with its unique trade-offs and different combinations have
been used for different neuromorphic processors. Fourth, sparsity in connection and activation which is essential for energy-
efficient computation and large-scale network like brain. Additionally, stochasticity and nonlinear dynamics play a key role in
the operation of biological brain, and the learning mechanism is almost certainly not global and mostly unsupervised unlike
supervised global algorithm such as backpropagation widely used in ANN. This is an active field of research and a thorough
understanding still eludes the research community. Of course, there are other features but achieving these above-mentioned
properties through algorithm and hardware innovation remains the primary thrust.

B. Biological Underpinning

The generation and transmission of action potentials in biological neural network is a complex dynamical process. Here, we
present a significantly simplified account to convey the big picture. Neurons are tiny cells that respond to spiking electrochemical
stimuli by generating their own spiking outputs. Biological neural networks are networks of neuron. Fig. 1(a) shows two neurons
connected to each other. The pink neuron (to the left) produces a spiking response that flows into the purple neuron (to the
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Fig. 1: (a) Simplified neural communication schematic [29] (Reproduced from Rose et al., Neuromorphic Computing and
Engineering 1.2 (2021). Copyright CC BY 4.0.), (b) Post-synaptic spike generation , (c) Chemical synapse [30]; reproduced
with permission from Najem et al., ACS nano 12.5 (2018), Copyright 2018 American Chemical Society.

right) via synaptic cleft which is commonly known as the synapse [29]. In this setup, pink one is the pre-synaptic neuron and
the purple one is the post-synaptic neuron. Synapses are responsible for regulating the impact an incoming signal will have
on the post-synaptic neuron. This regulation is often modeled as a weight that either allows spiking signals to pass through
virtually unobstructed or provides some resistance that essentially dulls the signal strength. Much of our ability to learn has
been attributed to this synaptic regulation, as well as the creation or removal of synaptic connections.

A prototypical spiking neuron has four main parts: dendrites, soma, axon, and synapse. Dendrites, together with the soma
act as a leaky integrator of ionic currents that flow into or out of the neuron. These currents result from the opening and
closing of channels in the cell membrane and through ion diffusion or active ion pumps. For example, when a presynaptic
neuron creates an action potential, neurotransmitters are released and cause the opening of ligand-gated ion channels at the
postsynaptic neuron’s dendrites. This causes ions to flow resulting in an increase (in the case of an excitatory presynaptic
neuron) or a decrease (in the case of an inhibitory presynaptic neuron) in the potential of the postsynaptic neuron’s cell
membrane. Interestingly, a number of complex computations such as boolean logic functions can take place in the dendritic
arbor before information reaches the cell body. If the membrane potential rises (also called depolarization) from its resting
value of around -70 mV to a threshold value (typically around -55 mV), then an action potential about 1 ms wide and +40
mV at its peak as shown in Fig. 1 (b) is generated, which travels down the neuron’s axon, ending at the synaptic terminals
where neurotransmitter is released to the next set of neurons. The length of an axon makes it analogous to a transmission line
that will provide some delay and attenuation of signals as they propagate from one neuron to another. After a neuron spikes,
there is typically a refractory period of several milliseconds during which it cannot produce another spike. During this time,
the neuron’s membrane is hyperpolarized below its resting potential.

Neurons communicate with each other using two types of synapses, namely, electrical and chemical synapses. Chemical
synapses play a major role in both communication and learning in the central nervous system (1 (c)). Generation of action
potential in a presynaptic neuron causes an influx of calcium ions followed by docking of synaptic vesicles at the cell membrane
and release neurotransmitters into the synaptic cleft. We would like to mention two neurotransmitters, namely, glutamate and



TABLE I: Comparison between ANN and SNN

Feature ANN SNN
Data Static Frame-based Dynamic Event-based
Neuronal activation continuous valued e.g. ReLU, tanh etc. discrete-valued spike
Differentiable Yes No
Short-term memory Network Synapse, neuron and network
Computational Complexity moderate high (greatly benefited from compute-in-physics)

~-aminobutyric acid (GABA), which exert excitatory and inhibitory effect on the postsynaptic membrane potential, respectively.
The released neurotransmitters are received at the postsynaptic plasma membrane by AMPA and NMDA receptors/ions channels,
events that trigger ion flux into the postsynaptic neuron that depolarizes the cell [31]. Importantly, these channels remain closed,
holding the membrane in an insulating state, until NTs bind to their receptors, at which point the conductance of postsynaptic
membrane increases exponentially. Other additional factors influencing neural dynamics included relative timing of pre- and
postsynaptic neuron activity, which can result in long-term strengthening or, weakening of synaptic connections known as LTP
(long-term potentiation) and LTD (long-term depression), respectively. One such example is famous Hebbian learning rule
popularly phrased as “neurons that fire together, wire together” [11]. Finally, electrical synapse also joins neurons via gap
junction ion channels enabling fast, threshold-independent, and bidirectional ion transport and this synaptic strength can be
modulated significantly via activity-dependent plasticity with a significant impact on the synchronization in mammalian neural
networks [32] [33].

C. Spiking Neural Network

The seminal paper from Maass [34] divided neural netowrks into three generations based on the neuronal dynamics. The first
generation is named McCulloch-Pitt perceptrons, based on the simple McCulloch-Pitt thresholding neuron operation [10]. The
second generation neuron has continuous nonlinear activation function such as tanh, ReLU etc. which enables it to evaluate
a continuous set of output values, enables gradient descent based backpropagation due to its differentiable nature and has
propelled the current boom in Artificial Neural Network (ANN) [17]. The third generation of networks use spiking neurons
primarily of the ‘integrate-and-fire’ (IF) type [35] that communicate using spikes and have the promise the create the next
paradigm shift in AL

Biological intelligence emerges from the computation carried out by networks of neurons communicating through spikes.
State-of-the-art ANNs significantly abstract the behavior of biological neuronal networks, with several simplifications such as
reducing a neuron’s behavior to a simple spike rate. However, the performance of ANNs in the field of computer vision tasks
is less efficient than their biological counterparts in terms of power and speed [36]. Biological brain processes information
in a massively parallel asynchronous manner whereas DNNs, even in parallel multi-core computing platforms, compute in a
essentially sequential form since each layer’s computation has to be completed before starting the computation in the next
layer and can only parallelize operations in the same layer. The situation is much worse in traditional single core system. As
a result, ANN can suffer from significant delay compared to SNN [37]. In 1996, Thorpe et al. [38] showed that the biological
brain is able to recognize visual images with one spike propagating through all layers of the visual cortex, and Rolls and Tovee
[39] measured the same visual processing speed in the macaque monkey. Theses works highlight the amazing efficiency of
the spike-based information encoding technique in brains.

The efficiency of spike-based computation motivated ML and neuroscience researchers to begin exploring SNNs, the third
generation of neural networks. Computation in SNNs is event-driven as in the biological brain, so each neuron in the network
generates its outputs only when enough spikes indicating the existence of a specific feature or pattern have been detected [37].
This feature gives SNNs the capability to solve complex spatiotemporal tasks and to make use of efficient event-driven sensors,
such as event-based cameras.

Table I shows a comparison of the main aspects between some of the key properties of ANNs and SNNs for vision [40]. As
stated in the previous section, synchronous computation in each layer of DNNs can be time consuming. On the other hand, in
SNNs, the computation is processed asynchronously in spike form, allowing information to propagate to the next layer before
all computation in the current layer is complete. However, this asynchrony combined with the nondifferentiable nature of spikes
complicates the credit assignment problem and limits the use of many popular training algorithms employed in DNNs. On
the other hand, the inherent temporal dynamics of SNNs allows them to perform more complex tasks than DNNs [34]. For
example, SNNs have neuron-level temporal memory, enabled by the leaky integration of information at the neuron’s input.
This means that even purely feedforward SNNs have an inherent short-term memory. Contrast this with DNNs, which can
have short-term memory enabled by their network topology (e.g., with recurrent connections), but there is usually no built-in
temporal memory at the level of individual neurons. This extralayer of short-term memory in SNNs makes them a good fit for
temporal processing of data such as audio and video.
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Fig. 2: SNN with LIF (Leaky Integrate and Fire) neuron, a) construction and b) dynamics. [41]. Reproduced with permission
from Roy et al., Nature 575.7784 (2019). Copyright 2019 Springer Nature.

A big challenge in the area of neuromorphic computing is determining how much detail of the physiological processes
needs to be modeled to faithfully capture the underlying computational principles. Popular ANN neuron models such as such
as tanh and ReLUs lose temporal information and only convey information about the spike rate. Due to their computationally
efficiency and differentiable nature, they are employed in most modern DNNs.The spiking neuron models used in neuromorphic
computing need to have enough complexity to capture key dynamic properties of biological neurons without having significant
computational or hardware overhead. In general, adding more biological features leads to exponential growth in the computational
cost. Complex neuron models such as the multi-compartment Hodgkin—Huxley model [12], FitzHugh—Nagumo model [13],
[14] capture several complex dynamics behavior of spiking neurons. Unfortunately, their exceeding computational cost renders
them mostly suitable for research in neuroscience. On the other end, very simple threshold models such as the McCulloch—Pitts
[10] capture only simple neuron behavior, such as spiking above or below a particular rate. It should be noted that calculating
implementation cost in traditional digital computer is not the only way forward. As We will see in Sec. III-B, for bypassing the
digital computational cost incurred by complex neuron models, researchers are exploring analog nanoscale low-power scalable
emerging neuromoprhic devices such as memristors which can natively perform some of these complex neuronal dynamics via
intrinsic device physics (known as compute-in-physics) which can reduce these costs by orders of magnitude.

IF or leaky IF (LIF) is one of the most popular spiking neuron models used in neuromorphic computing since it exhibits
adequate complexity to capture important temporal information of spike statistics, but abstracted enough to be computationally
efficient and suitable for simple hardware implementation. Fig. 2 illustrates a LIF based SNN comprising a postneuron driven
by input pre-neurons. The pre-neuronal spikes, V; are modulated by synaptic weights, w; to produce a resultant current,
>, Vi x w; (equivalent to a dot-product operation) at a given time. The resulting current affects the membrane potential of the
post-neuron. b, The dynamics of LIF spiking neurons is shown. The membrane potential, V,,,.,, integrates incoming spikes
and leaks with time constant, 7 in the absence of spikes. The post-neuron generates an outgoing spike whenever V,,,c,,, crosses
a threshold, Vi, esh. A refractory period ensues after spike generation, during which Vmem of the post-neuron is not affected.
However, it is not able to capture some of the more complex biological features of real spiking neurons such as phasic spiking,
tonic and phasic bursting, spike frequency adaptation, and accommodation, to name a few. More detailed neuron models such
as the Hodgkin—Huxley model [12] which requires numerical solution of four nonlinear differential equations, have significant



computational overhead, making it difficult to employ them in low-power neuromorphic systems. Moreover, it is still unclear
which biological features are necessary for designing neuromorphic systems with a particular set of desired behaviors. A
number of other models have been proposed in the literature that have medium complexity and are a good tradeoff between
feature richness and computational cost. These include models such as the adaptive IF model [42], the spike response model
[43], and the Izhikivich model [35], which are able to capture more complex dynamics than the LIF model such as bursting
and chattering. Still, other models capture additional behaviors that are important for neural computation, such as stochasticity
of spiking and synaptic transmission [44] or energy dependence of neural activity [45]. An excellent review of these features
and the associated neuron models can be found in [46].

III. NEUROMORPHIC DEVICES AND CIRCUITS

As shown in Table I, SNN model complexity is significantly more than ANN due to dynamic behavior of building blocks such
as synapses and neurons. Solving the constituent equations using digital electronics can lead to prohibitive computational cost
nullifying the energy and information processing advantages of this emerging paradigm. Hence, analog circuit implementations
of synapses and neurons capable of natively performing these computations can be particularly beneficial. Here, we first
introduce traditional MOSFET based building blocks and then use memristor as a representative example of an emerging
beyond-CMOS device with great promise for building next-generation neuromorphic computing systems.

A. Synapses and Neurons using MOSFET

1) Synapses: Several synaptic circuit using traditional CMOS circuit have been reported in the literature. Indiveri et al.
reported synapses in 800 nm process technology with both short and long term plasticity [47]. Another analog CMOS synapse
was reported in [48] with on-chip STDP (spike time dependent plasticity) learning. Similarly there have been several other
works such as [49], [50] etc. In recent years, more attention has been focused towards NVM (Non-Volatile Memory) crossbar
architecture which has great promise for efficient synaptic implementation for in-memory computing.

2) Neurons: Researchers have explored several traditional CMOS based synapse and neuron circuits over the years since
the early days of Mead and others [8], [28]. In 2003, Indiveri introduced an IF neuron with spike frequency adaptation and a
configurable refractory period with lower power consumption compared to existing axon hillock designs [51]. Later, Indiveri et
al. proposed a current-mode conductance-based IF silicon with plasticity for learning [52]. Another IF neuron operating in two
asynchronous phases, integration phase followed by firing was reported in [53]. Since the inception of this field, subthreshold
conduction in MOSFET has attracted a lot of attention since the low power exponential characteristics has certain similarity
with ion-channel dynamics in biological neurons, and the reduced speed is a reasonable trade-off considering the desired
biomimetic time scale. [54] is a valuable resource for the interested reader willing to delve deeper into many designs resulting
from this decades-long exploration. Besides, there have been several digital implementations reported in the literature trading
cost an complex native dynamics for robust scalable operation [55] [56] [57]. A mixed mode neuron has also been reported
[58] with on-chip tunability of accumulation rate enabling flexible interfacing with different types of devices.

B. Synapses and Neurons using memristors

During the last 15 years, quite a few emerging devices have explored as potential candidates for neuromorphic computing.
Emerging memory devices capable of non-volatile storage of analog values along with extreme density advantages are highly
desirable to be used as programmable weights or synapses. Our brain is essentially operates as in-memory computing paradigm
which enables it to be highly parallel circumventing the von Neumann bottleneck inherent in conventional digital computers.
Building large scale neuromorphic system using traditional CMOS is inefficient since it takes roughly 10 transistors for a
synapse and even more for building a neuron with rudimentary functionality. Given our brain has 10! neurons and 10'4-1°
synapses, building a brain like consuming machine with CMOS transistors will be equivalent to making millions of state-of-
the-art chips for emulating a single brain. Hence, scientists have been exploring emerging devices with tiny form factor and
energy consumption that has intrinsic property suitable for emulating synaptic and neuronal functionality for building large
scale brain inspired machined on chip. Comprehenvie reviews on emerging devices for such applications can be found elsewere
[59], [60], [61], [62]. Here, as an illustrative example, we discuss memristors which have garnered a lot of attention in this
domain during last 15 years since its first experimental demonstration in 2008 [63].

Most efforts into bio-inspired computing thus far have focused on mimicking primitive lower-order biological complexities.
Historically, such complexities are emulated using transistor-based circuits (such as central and graphics processing units, CPUs
and GPUs) to simulate multiple dynamical equations [65], [66] but recent advances in memristors have made this approach
easier. Memristors, predicted in 1971 [67] and connected to physical devices in 2008 [63], are electrical circuit elements
that embody at least one state equation (differential equation of the state variable with respect to time) and, thus, at least
first-order complexity (Fig. 3d). The incorporation of state equations necessarily leads to history-dependent behaviours in the
current—voltage plot, in either volatile (memory disappears at zero bias) or non-volatile (memory is retained at zero bias) form.
Processes such as temperature-driven Mott transitions [68] and field-driven defect generation and recombination [69] lead to
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volatile or sometimes partially volatile memory effects [70]. By contrast, processes such as electrochemical defect migration
[71], spin injection [72], [73], ferroelectric or ferromagnetic switching [74] and crystalline—amorphous phase transitions [75]
lead to non-volatile memory effects, and are all captured within the memristor framework.

Here, we provide several examples of synaptic and neuronal memristors of different orders of complexity along with their
working mechanisms. Several recent reviews have comprehensively covered memristive switching materials, mechanisms and
device-level performance [76], [62], [77], including special material classes, such as 2D materials [78], [79], Mott insulators
[80], organic materials [81] and carbon nanomaterials [82]. Here, instead, we focus on higher-complexity memristive materials
and devices and discuss how complex computing can be achieved by taking advantage of the intrinsic device dynamics. A
few representative examples that illustrate complexity beyond the simple (and often static) functions that can be engineered in
memristive electronic devices are summarized in Fig. 3.

1) Synaptic Devices: The non-volatile resistance switching in first experimentally demonstrated memristor [63] was caused
by the movement of oxygen vacancies in TiO2 under the influence of an electric field. It was a first-order memristor in the
sense that the dynamics of the underlying state variable (width of the TiO2 region occupied by the oxygen defects) can be
modeled using a first order differential equation. Most memristors ever built are first-order i.e. one dominant dynamical process
that enables memory. Later, memristors based on TaOx ( [83]) were designed to be sensitive to thermal effects. These are
second-order devices i.e. two state variables namely, the radius of the filament of oxygen vacancies and temperature. The device
exhibited dynamic volatile memory along with the static non-volatile resistance switching property. Second-order effects were
also seen in HfO2 memristors [84]. Another second-order memristor dynamics was found in ferroelectric memristors [85]
with built-in electric fields and the dynamical response of the interfacial defects being the two state variables. These devices
also exhibit temporal memory along with the resistance switching behaviour. In addition to solid state devices, biomolecular
volatile memristors with SRDP (spike rate dependent plasticity) have also been reported [86]. These devices are even more
biologically faithful in their composition, ion-channel based conduction and native time scale of operation and have been used
for solving benchmark problems with promising accuracy [87]. The functionality is governed by two independent first order
dynamics, namely, pore generation and electrowetting. In addition to emulating chemical synapse, biomolecular memristors
have also been used to build artificial electrical synapse that exhibits voltage-dependent, dynamic changes in its conductance
[88].



2) Neuronal devices: First-order neuronal memristors essentially exhibit volatile switching in the current—voltage plane
and some simple dynamics (such as a characteristic response time). Volatile switching can be caused by Mott transition,
thermal runaway, tunnelling, etc. For example, modelling of threshold switching in TiO2 as a first-order process with internal
temperature as the state variable [89] showed that, as temperature increases due to Joule heating, the superlinear temperature
dependence of the conductance makes the conductance increase, which, above a threshold, is a runaway process, leading to
volatile (reversible) switching. Volatile memristors placed in a relaxation oscillator circuit can exhibit self-sustained oscillations.
For example, volatile memristors (exhibiting current-controlled negative differential resistance) with a parallel capacitor can
exhibit oscillations via two alternating dynamical processes: charging—discharging of the capacitor and volatile switching of
the memristor, thus exhibiting second-order complexity. The electrode structure of a NbO2 volatile-switching memristor was
shown to form a built-in capacitor, which was sufficient to create oscillations without the need for any external capacitor [90].
The device was modelled with a Mott-transition-driven volatile filament (conduction channel) formation process, although later
models were based on more realistic and general thermal runaway processes [91].

The only reported third-order memristor [91] was constructed using NbO2 and modelled with three state variables: temperature
(representing internal thermal dynamics), charge on the built- in capacitor (representing charge dynamics) and the speed of
formation of a metallic region (a volatile filament resulting from the Mott transition dynamics). The devices were carefully
designed in structure and material stoichiometry to enable all the above dynamics. When powered by a tunable static voltage
input, a single device could produce 15 different neuronal dynamics (including spiking, bursting and chaos). Although third-
order complexity can produce many key neuronal behaviours, their usefulness in designing computational system is still a
open question that needs rigorous examination. In addition to single neuron, dynamic volatile memristors and memcapacitors
with higher order behavior have recently found application as a reservoir in the reservoir computing (RC) system replacing
a complex recurrent neural network (RNN) for solving several benchmark temporal, dynamic and chaotic problems with low
cost energy efficient analog hardware implementation [92] [93] [94] [95].

IV. STATE-OF-THE-ART NEUROMORPHIC PROCESSORS

In this section, we give a brief summary of state-of-the-art neuromorphic processors. Several research groups from academia
and industry have reported very promising implementations of neuromorphic processors. For example, a mixed-signal, multi-core
neuroprocessor called dynamic neuromorphic asynchronous processor (DYNAP) was reported which combines the efficiency
of analog computational circuits with the robustness of asynchronous digital logic for communications [96] and implemented
in 180 nm CMOS process. Thakur et al. introduced an improved version called DYNAP with scalable and learning devices
(Dynap-SEL) containing additional features implemented in a 28 nm FDSOI (Fully Depleted Silicon-On-Insulator) process
[97]. There are four cores with each containing 16 x 16 analog neurons where each neuron has 64 programmable (4-bit)
synapses. There is an additional fifth core containing 1 x 64 analog neurons, 64 x 128 plastic synapses (on-line learning
capability), and 64 x 64 programmable synapses.

Two other famous neuroprocessors named *SpiNNaker’ [26] and *BrainScaleS’ [23] came out of human brain project (HBP)
in Europe [98]. The SpiNNaker, developed by researchers at the University of Manchester, contains more than one million
parallel ARM processors which are used to model one billion spiking neurons with biologically-realistic synaptic connections
in real time [26]. On the other hand, BrainScaleS is a mixed-signal neuromorphic system at wafer-scale with upwards of 40
million synapses and 180 thousand neurons that has been developed from a research collaboration between the University of
Heidelberg and the Technische Universitidt Dresden [23].

TrueNorth, a famous neuroprocessor from IBM [24], consists of 4096 neurosynaptic cores with 1 million digital neurons
and 256 million synapses tightly interconnected by an event-driven routing infrastructure consuming 65 mW power. They
also introduced a novel hybrid asynchronous—synchronous model along with new CAD tools for the design and verification.
Another prominent neuroprocessor is Loihi from Intel [27] which contains 128 neuromorphic cores, three X86 processor cores,
and four communication interfaces that extend the mesh in four directions to other chips. Each neuromorphic core has 1024
primitive spiking neural units grouped into sets of neuronal trees. The mesh protocol can support up to 16,384 chips and 4096
on-chip cores using hierarchical addressing. Loihi introduced several novel features, such as hierarchical connectivity, dendritic
compartments, synaptic delays, and programmable synaptic learning rules.

A family of dynamically adaptive neural processors have been developed by the TENNLab neuromorphic research group at
in University of Tennessee. The first one is called DANNA (dynamic adaptive neural network array) [99] which was initially
designed for FPGA and later adapted for 130 nm CMOS ASIC (application specific integrated circuit) implementation. An
improved version called DANNA2 was introduced in 2018 with improved network density, achievable clock speeds, and
training convergence rate [100]. In parallel, a mixed-signal extension known as memristive dynamic adaptive neural network
array (mrDANNA), was later developed that utilized memristor devices in the synapses to improve the efficiency of the
neuromorphic system [101] with an online learning methodology called synchronous digital long term plasticity (DLTP).
Currently, TENNLAB is working on developing a convergent and flexible architecture as part of a reconfigurable and very
efficient neuromorphic system or RAVENS [102].
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Fig. 4: Mapping procedures take a pre-trained ANN and map it into an SNN suitable for neuromorphic hardware.

The description above is not exhaustive by any means and meant as in introduction to the exciting world of hardware
implementation of a new computing paradigm. Table II lists several neuromorphic processor implementations from the literature
along with key aspects and references for further enquiry.

TABLE II: State-of-the-art Neuromorphic Processors

Name Operation power/energy timescale on-chip learning
Dynap-SEL [97] Mixed 260 pl/spike ns STDP
FPAA [103] Analog <1uWw ms to s STDP
BrainScaleS [23] Digital 10 pJ/transmit ns Configurable plasticity
TrueNorth [24] Digital 60 mW ns none
SpiNNaker [26] Digital 100 nJ/neuron + 43 nJ/synapse ns Configurable
mrDANNA [101] Mixed 22.31 pJ/neuron/spike + 0.48 pJ/synapse/spike | ns to us DLTP
Loihi [27] Digital 81 pJ/neuron + 120 plJ/synapse ns Configurable STDP

V. ALGORITHM AND ARCHITECTURE

In this chapter, we focus on neuromorphic systems that implement spiking neural networks (SNN). A key ongoing challenge
in the field of SNNs is how to do training or learning effectively. Here, we overview some of the common approaches used
in training SNNs for vision applications. It is worth noting, many of these algorithms have been evaluated on simple image
classification tasks such as MNIST and CIFAR-10, with a few extending on to ImageNet-style classifications.

A. Mapping Traditional ANNs to SNNs

One of the common approaches used in the field is to train a traditional artificial neural network (ANN) and then create a
mapping from that ANN to an SNN for neuromorphic hardware deployment [104]-[111] (Figure 4). In creating a mapping
from a traditional ANN to an SNN on hardware, several issues are encountered. First, some accommodation has to be made to
move from a nonlinear activation function like a rectified linear unit (ReLU) or sigmoid to a spiking neuron model. Second,
due to hardware limitations, there may be restricted precision on the synaptic weight values, requiring quantization of the
weight values. Many deep learning software packages now allow for quantization as part of the training process, but the
quantization level required for the hardware must be known a priori to leverage this (i.e., it must be known which hardware
system will be targeted). Finally, mapping onto neuromorphic systems with emerging architectures may also require dealing
with cycle-to-cycle and device-to-device variation, which can add noise to the operation of the network. Any of these issues
may lead to a performance degradation from the original ANN to the SNN on neuromorphic hardware.

B. Spike-Based Quasi-Backpropagation
Another approach that is taken in training SNNs for neuromorphic hardware is to directly adapt the training procedure to

produce an SNN rather than an ANN. In this case, the typical training procedures of backpropagation or stochastic gradient
descent are modified so that they will produce an SNN suitable for hardware deployment (Figure 5). SpikeProp pioneered a
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Fig. 5: Spike-based quasi-backpropagation approaches adapt backpropagation to work directly on SNNs.

bespoke gradient descent approach for spiking neural networks, specifically focused on first-spike times as a proxy for the
neuron’s output value and applying a process similar to traditional gradient descent [112].

In [113], an approach for training binary-activated networks suitable for hardware deployment is presented. This approach,
called Whetstone, begins with differentiable activation functions such as sigmoid or RELU and gradually “sharpens” those
functions over the course of training to behave like binary activation functions that are suitable for neuromorphic deployment.

Several approaches have adapted back-propagation by using a surrogate gradient. Wu, et al., introduce an approach for
training both the spatial and temporal aspects of SNNs [114]. They adapt for traditional back-propagation by maintaining an
approximated derivative of spike activity throughout. Neftci, et al., provide an overview of different approaches for using
surrogate gradients to perform backpropagation-based training in recurrent SNNs [115]. Lee, et al., treat the membrane
potential of the spiking neurons as differentiable signals, which allows the application of backpropagation [116]. Others
have adapted backpropagation through time (BPTT) to be amenable to recurrent SNN architectures [117]. Still yet, others have
used differentiation on the spike representation to overcome the non-differentiability issue [118]. An overview of other deep
learning-like training approaches for SNNs is provided in [119].

C. Plasticity-Based Training

Spike-timing dependent plasticity (STDP) is a synaptic-weight plasticity mechanism in which the weight of the synapse
is adjusted based on the relative spike times of the pre- and post-synaptic neuron (Fig. 6). If the post-neuron spikes after
the pre-neuron, it leads to potentiation or, increase in the synaptic weight. Conversely, if the post-neruron fires before the
pre-neuron, it causes depression or, decrease in the synaptic weight. The weight change usually decays exponentially with
respect to time interval between two spikes as shown in Fig. 6 and A and 7 are learning rates and timeconstants governing
the weight change, Aw. Here, we show symmetric behavior for simplicity but in general, the parameters can be different for
potentiation and depression. It has been observed in biological neural systems [120], and it has been implemented in a vast
array of neuromorphic hardware implementations [121]. STDP has been demonstrated as a standalone unsupervised learning
rule for SNNs on simple vision tasks, such as MNIST classification [122], but STDP alone has been shown to have difficulties
scaling to deeper architectures and more complicated tasks. STDP has also been used in combination with traditional learning,
for example, using STDP for training convolutional filters and developing a supervised STDP-based learning rule that is meant
to approximate gradient descent [123]. Others have used a layer-by-layer STDP training approach to leverage STDP in deeper
networks for more complicated tasks [124].

D. Reservoir Computing

In reservoir computing, a sparse, highly recurrent neural network is defined as the “reservoir,” and data is passed through the
reservoir and then processed by a trained, typically linear “readout” layer that interprets the output of the reservoir (Figure 7).
Reservoirs are typically well-suited to temporal data tasks. In the context of neuromorphic computing, reservoirs were typically
implemented using a recurrent spiking neural network; in this case, the reservoir computing approach is referred to as liquid
state machines. Reservoir computing approaches have also been applied to static computer vision tasks as well as event-based
camera data and videos. A key issue with reservoir computing is defining the appropriate structure of the reservoir. Iranmehr,
et al., have demonstrated a spiking reservoir approach on N-MNIST, an event-based version of the MNIST dataset, where they
define the reservoir based on ionic density in an ionic environment [125]. Others have used evolutionary approaches to define
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Fig. 6: One common example of synaptic plasticity mechanisms is STDP. In this figure, a simple STDP equation is given,
along with plots showing how the weight changes are affected by the parameter values.

the reservoir structure [126], [127]. Others have proposed leveraging ensembles of reservoirs to achieve higher accuracy on
image classification tasks [128].

The role of the reservoir in RC is to nonlinearly transform sequential inputs into a high-dimensional space such that the
features of the inputs can be efficiently read out by a simple learning algorithm. Therefore, instead of RNNs, other nonlinear
dynamical systems can also be used as reservoirs. In particular, physical RC using reservoirs based on physical phenomena
has recently attracted increasing interest in many research areas. Various physical systems, substrates, and devices have been
proposed including electronic [129] [130] [131] [132], photonic [133] [134], mechanical [135] [136], biological [137] [138]
[139], quantum [140] and spintronic [141] [142] RC. A motivation for physical implementation of reservoirs is to realize fast
information processing devices with low learning cost.

There are several requirements for a physical reservoir to efficiently solve computational tasks [143]. (i) High dimensionality
is necessary to map inputs into a high-dimensional space. This property facilitates the separation of originally inseparable inputs
in classification tasks and allows reading out spatiotemporal dependencies of inputs in prediction tasks. The dimensionality is
related to the number of independent signals obtained from the reservoir. (ii) Nonlinearity is necessary for a reservoir to operate
as a nonlinear mapping. This property allows inputs that are not linearly separable to be transformed into those that are linearly
separable in classification tasks. It is also useful for effectively extracting nonlinear dependencies of inputs in prediction tasks.
(iii) Fading memory (or short-term memory) [144] is necessary to ensure that the reservoir state is dependent on recent-past
inputs but independent of distant-past inputs. It is also referred to as the echo state property, indicating that the influence of
past inputs on the current reservoir states and outputs asymptotically fades out [145]. Such a property is particularly important
for representing sequential data with short-term dependencies. (iv) Separation property is required to separate the responses of
a reservoir to distinct signals into different classes. On the other hand, a reservoir should be insensitive to unessential small
fluctuations, such as noise, so that similar inputs are classified into the same class.

E. Evolutionary Algorithms

To deal with the highly recurrent and spiking nature of recurrent SNNs, others have turned to evolutionary algorithms to
evolve the structure and/or parameters of the networks [146], [147]. Though evolutionary approaches have shown to perform
well on a variety of tasks and to outperform deep learning-style SNN training on imitation learning tasks for control [148],
there have been limited results on computer vision tasks. We expect that the use of evolutionary algorithms for computer vision
tasks for SNNs would be more suited towards neural architecture search [149] and used alongside one of the other training
approaches described above.

VI. APPLICATION

SNNs are promising for analyzing both static and spatio-temporally varying sequential data. In this section, we discuss
four promising applications of SNNs, namely static image classification, neuromorphic dataset classification, dancing pose



Output

Reservoir

Input

Synapse
— Weight
Untrained

Synapse
Weight
Trained

Spiking

—_—
Neuron

Fig. 7: Reservoir computing or liquid state machines is commonly used as an algorithm for training SNNs. In this case, only
the weights between the reservoir (or liquid) and the outputs are trained.

TABLE III: Static Image Classification with SNN

Problem Paper Neuron Input Coding Learning Rule Network Architecture Accuracy | Year
[122] LIF Rate STDP 2FC 95% 2015

[150] IF Temporal Backprop 784FC-600FC-10FC 96.98% 2017

MNIST [151] LIF Rate Stochastic STDP 36C3-2P-128FC-10FC 98.54% 2019
[152] IF Temporal ANN-SNN 32C5-P2-64C5-P2-1024FC-10FC 99.41% 2020

[153] LIF Encoding Layer Backprop 15C5-P2-40C5-P2-300FC 99.53% 2020

[108] IF Rate ANN-SNN 4 Conv, 2 FC 90.85% 2017

[107] IF Rate ANN-SNN VGG16 91.55% 2019

CIFAR-10 [154] LIF Rate Hybrid VGG16 92.02% 2020
[155] IF Temporal ANN-SNN VGG16 93.63% 2020

[156] LIF Rate TET ResNet-19 94.50% 2022

[157] LIF Rate Surrogate Gradient ResNet-19 95.60% 2022

[158] | RMP(soft-reset) Rate ANN-SNN ResNet-20 67.82% 2020

[159] LIF Rate Surrogate Gradient ResNet-18 74.24% 2021

CIFAR-100 [156] LIF Rate TET ResNet-19 74.72% 2022
[157] LIF Rate Surrogate Gradient ResNet-19 78.76% 2022

[107] IF Rate ANN-SNN VGG16 69.96% 2019

[154] LIF Rate Hybrid VGG16 65.19% 2020

[155] IF Temporal ANN-SNN VGG16 73.46% 2020

ImageNet

[160] IF Rate ANN-SNN ResNet-34 73.45% 2021

[156] LIF Rate TET SEW-ResNet-34 68% 2022

[157] LIF Rate Surrogate Gradient SEW-ResNet-34 68.28% 2022

[161] LIF Rate Direct Training ResNet-104 77.08% 2023

estimation and defense against adversarial attacks.

A. Static Image Classification

Researcher have used SNNs on several benchmark image classification problems. Table III compares the performance of
various SNN models on image classification tasks from frame-based static image datasets such as MNIST [162], CIFAR10
[163], CIFAR100 [163], and ImageNet [164]). Of course, conventional deep ANNs have performed very well in these problems,
but as can be seen from this table, innovative SNN implementation has become quite competitive in this domain over the years.

B. Neuromorphic Dataset (from event-based camera) Classification

Neuromorphic cameras [165], also known as Dynamic Vision Sensors (DVS) or event cameras, have a silicon retina design
based on mammalian vision, making them sensitive to moving targets and fluctuating lighting conditions. Each pixel operates
asynchronously, independently monitoring logarithmic minute brightness changes, ensuring sensitivity to motion in various
lighting conditions. This mechanism inherently filters out static backgrounds, transmitting detailed contents only when an



TABLE IV: Neuromorphic Dataset Classification with SNN

Problem Paper | Neuron Learning Rule Network Architecture Accuracy | Year
[194] SRM Backprop 2FC 98.88% 2018

[195] SRM Backprop 12C5-2P-64C5-2P-10FC 99.20% 2018

N-MNIST [196] LIF Surrogate Gradient 128C3-128C3-AP2-128C3-256C3-AP2- 1024FC-Voting 99.53% 2019
[197] LIF STBP 128C3-128C3-AP2 -128C3-256C3-AP2-1024FC-10 99.42% 2020

[198] IF Surrogate Gradient 5 conv, 2 FC 99.31% 2021

[198] LIF Surrogate Gradient 5 conv, 2 FC 99.22% 2021

[199] IF Surrogate Gradient 2 conv, 2linear 99.44% 2023

[196] LIF Surrogate Gradient 128C3-128C3-AP2-128C3-256C3-AP2- 1024FC-Voting 60.50% 2019

[200] IF ANN-SNN 4 Conv, 2 FC 65.61% 2020

[201] LIF Surrogate Gradient 5 Conv, 3 FC 63.20% 2021

DVS-CIFARI10 [198] IF Surrogate Gradient 5 Conv, 2 FC 65.59% 2021
[198] LIF Surrogate Gradient 5 Conv, 2 FC 63.73% 2021

[159] LIF Surrogate Gradient ResNet-18 75.40% 2021

[156] LIF TET VGGSNN 83.17% 2022

[157] LIF Surrogate Gradient VGGSNN 84.90% 2022

[192] LIF ANN-SNN 16-layer SNN 94.59% 2017

[195] SRM Surrogate Gradient 8-layer-SNN 93.64% 2018

Dvs128 Gesture [202] PLIF Surrogate Gradient 7B-Net 97.92% 2021
[203] LIAF BPTT Conv-LIAF 97.56% 2021

[204] LIF STBP and BPTT Input-MP4-64C3-128C3- AP2-128C3-AP2-256FC-11 98.61% 2021

[193] NA BP 6 CNN, 3 FC 89.9% 2019

[205] NA BP 6 CNN, 3 FC 94.90% 2021

Dvs128 Gait [204] LIF STBP and BPTT Input-MP4-64C3-128C3- AP2-128C3-AP2-256FC 87.59% 2021
[206] PLIF Surrogate Gradient 5 Conv, 3 FC 89.87% 2021

[161] PLIF Surrogate Gradient (TCSA) 5 Conv, 3 FC 92.78% 2023

event occurs. Neuromorphic cameras are resilient in situations ranging from nighttime to glaring noon and exhibit reduced
sensitivity to skin color and brightness changes [166], [167]. The can offer very high temporal resolution and low latency
(order of microseconds), high dynamic range (140 dB versus 60 dB of standard camera), and low power consumption.

Since the first commercial event camera of 2008 [165], there has been a lot of interest in recent years on developing new
sensors [168]-[174] for diverse applications and algorithms for efficient processing the data from these cameras. According
to a recent survey [167], applications of event-based cameras may include real-time interaction systems such as robotics and
wearable electronics [175], systems requiring low latency and power in uncertain lighting condition [176], object tracking
[177], [178], surveillance and monitoring [179], object/gesture recognition lee2014real,orchard2015hfirst, depth esitmation
[180], [181], structured light 3D scanning [182], optical flow estimation [183], HDR (high dynamic range) image reconstruction
[184], [185], simultaneous Localization and Mapping (SLAM) [186], [187], image deblurring [188], or star tracking [189].
Since, they asynchronously measure per-pixel brightness changes ("events’) in contrast to standard cameras measuring absolute
brightness at a constant rate, novel methods are required to process their output. Due to its similarity to biological vision
and spiking output, we envision that diverse applications related to event-camera would benefit greatly from advances in
neuromorphic computing [41], [167].

In Table IV, we are showing SNN results from recent works for neuromorphic datasets such as N-MNIST [190], CIFAR10-
DVS [191], DVS128 Gesture [192], and DVS128 Gait [193] dataset. N-MNIST is a basic neuromorphic dataset converted
from MNIST by a DVS (Dynamic Vision Sensor) camera. Like MNIST, there are 60,000 training samples and 10,000 testing
samples in N-MNIST. Each sample in N-MNIST has a pixel size of 34x34, a channel size of two, and a time length of
300 ms. DvsGesture consists of a series of human hand and arm gestures recorded by a DVS camera. DVS-CIFARI1O0 is
converted from CIFAR10 by a DVS camera, but is more challenging than CIFAR10 due to its larger environmental noise and
intra-class variance. DVS-CIFAR10 contains a total of 10,000 samples with 10 labels: ‘airplane’, ‘automobile’, ‘bird’, ‘cat’,
‘deer’, ‘dog’, ‘frog’, ‘horse’, ‘ship’, and ‘truck’. DvsGesture contains 11 gestures: ‘hand-clapping’, ‘right-hand-wave’, ‘left-
hand-wave’, ‘right-arm-clockwise’, ‘right-arm-counter-clockwise’, ‘left-arm-clockwise’, ‘leftarm-counter-clockwise’, ‘arm-roll’,
‘air-drums’, ‘air-guitar’, and ‘other gestures’. There are 1342 samples from 29 subjects under 3 types of illumination and the
average duration of each gesture is 6 seconds. DVS128 Gait dataset has various gaits from 21 volunteers (15 males and 6
females) under 2 kinds of viewing angles with 4,200 recorded samples and the average duration of each gait is 4.4 seconds.
With the development of more mature dynamic vision sensors, researchers are now developing benchmarks for neuromorphic
dataset and evaluation metrics. We believe that the advantage of SNN over ANN will be more prominent for such datasets
which seem natively suited for this computational paradigm in contrast to traditional frame-based static data sets.
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Fig. 8: The pipeline of YeLan. It initially processes the event stream into TORE (Time-Ordered Recent Event) volumes, which
are subsequently sent to the stage one human body mask prediction network. This network predicts a series of masks for
the ensuing frames, accompanied by quality-assessment scores to minimize computation costs. The estimated human mask
undergoes point-wise multiplication with the original TORE volume before advancing to the next stage. Stage two encompasses
the human pose estimation network, where BiConvLSTM and three hourglass-like refinement blocks are employed to estimate
the heatmap of joints’ projections on three orthogonal planes. The precise 3D coordinates of these joints are determined through
a triangulation method based on these heatmaps.

C. Dancing Pose Estimation

Technology-Mediated Dancing (TMD) uses digital systems to enable remote, engaging, and health-promoting dance activities
as part of gaming and immersive experiences, increasingly blending digital and physical realities [207]-[209]. TMD forms range
from gaming console games to Virtual Reality (VR) platforms, integrating with users’ living spaces. Human pose estimation
(HPE) is critical in TMDs, as it identifies users’ unique, complex dance poses for computer interaction. TMD requires high-
fidelity HPE that functions reliably in diverse, challenging, and realistic indoor environments, including dynamic lighting and
background conditions.

Contemporary human pose estimation (HPE) systems predominantly rely on depth and RGB cameras [210]-[212], which
struggle to generate ultra-fast, high-speed pose inferences due to limited frame rates. This limitation is crucial for applications
like virtual reality dance games and high-frequency motion characterization for tremor monitoring. Neuromorphic cameras
can achieve a bandwidth of over 10 million events per second with low latency, making them suitable for high-frequency
inference. RGB-based HPE struggles in low-light conditions and depth cameras have a limited working depth range, while
neither camera inherently distinguishes between static and moving objects, leading to a waste of transmission bandwidth. These
issues compromise HPE robustness in dynamic settings, and depth cameras also require significant power consumption.

DVS HPE has gained interest due to its advantages, but current datasets in the field exhibit limitations concerning real-world
applicability. They primarily focus on fixed everyday movements and are collected under optimal lighting conditions with
static backgrounds, causing models to struggle with intricate movements like those in dance performances. To address this,
two novel DVS dancing HPE datasets are introduced: one featuring a real-world dynamic background under various lighting
conditions, and another synthetic dataset with variable human models, motion dynamics, clothing styles, and background
activities, generated using a comprehensive motion-to-event simulator.

Previous DVS HPE efforts are also constrained by the “missing torso” problem, which occurs when neuromorphic cameras
only capture moving components and disregard static body parts. To overcome this, a two-stage system called YeLan [213] is
proposed, which accurately estimates human poses in low-light conditions with noisy backgrounds. The first stage uses an early-
exit-style mask prediction network to eliminate moving background objects, while the second stage employs a BiConvLSTM to
facilitate information flow between frames, addressing the missing torso issue. TORE (Time-Ordered Recent Event) volume is
also utilized to construct denser input tensors, tackling the low event rate problem in low-light settings. Extensive experiments
show that YeLan achieves state-of-the-art results on the two proposed new datasets.

YeLan, the first neuromorphic camera-based 3D human pose estimation solution designed for dance moves, functions robustly
under challenging conditions such as low lighting and occlusion. It effectively overcomes neuromorphic camera limitations
while capitalizing on their strengths. An end-to-end simulator was developed, allowing for precise, low-level control over
generated events and resulting in the creation of the first and largest neuromorphic camera dataset for dance HPE, called
Yelan-Syn-Dataset. This synthetic dataset surpasses existing resources in both quantity and variability. A human subject study
was conducted to collect a real-world dance HPE dataset, named Yelan-Real-Dataset, which considers low-light conditions and
mobile background content.
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Fig. 9: Sample results from Yelan-Syn-Dataset in different lighting conditions with dynamic backgrounds. The RGB frames,
corresponding event representation TORE, generated masks, ground truth, and predicted 3D human pose are shown.

YeLan is also compared with RGB-based HPE methods, and the results show that although they behave similarly in high-
lighting conditions, YeLan performs much better in low-lighting conditions. Also, the comparison results show that YeLan is less
sensitive to dancers’ depth, while the performance of RGB-Depth camera-based methods is affected more. Lastly, YeLan can be
trained on one accumulation frame rate, and operates stably in much higher frame rates, enabling its usage in high-frequency
reference.

To summarize, the work presented discusses existing 3D HPE techniques used in dance games, evaluating their strengths
and limitations, and proposes an innovative neuromorphic camera-based approach to address these shortcomings. A real-world
dance dataset was collected through human subject studies, and an extensive motion-to-event simulator was constructed to
generate a large amount of fully controllable, customizable, and labeled synthetic dance data for pre-training the model. YeLan
surpasses all baseline models in various challenging scenarios on both datasets. Additionally, in-depth analysis and comparison
between different modalities demonstrate YeLan’s superiority in many aspects.

D. Immunity against Adversial Attack

Several machine learning models, including neural networks, are vulnerable to adversarial attacks [110]. An adversarial
example is an input sample perturbed with carefully crafted noise to cause the neural network to misclassify the input sample.
The modified samples are subtle and undetectable by a human observer. Such systems can seriously undermine the security
of neural networks formission-critical applications. For example, a slightlymodified image of the “Stop sign” is classified as a
speed limit sign [60]. The defense mechanisms include activation pruning, input discretization, and non-linear transfer functions.
SNNs inherently possess most of these features and are better suitable to handle adversarial attacks [14, 212]. The input to
SNNs is binary, the dynamics of the LIF neuron are non-linear, and the activations are sparse. Also, SNNs can exploit the time
and leak parameter to improve the resiliency of the network. The authors in Reference [212] showed that SNN trained with
spike-based backpropagation, employing LIF neurons, and lower number of timesteps perform better under adversarial attack
compared to ANN as well as ANN-to- SNN-converted networks that generally use IF neuron and require a larger number of
timesteps. The authors in Reference [14] studied the robustness of SNNs under different input coding methods with random
and adversarial perturbations. Networks trained with rate coding performed better compared to temporally coded network. The
reason may be the particular form of temporal coding, first-to-spike, which allows only one spike per neuron, thereby reducing
redundancy. To generate an adversarial sample, the gradient of the loss with respect to input is added to the input. In SNNs, the
gradient is continuous, whereas the input is binary. The authors in Reference [128] proposed a method to convert continuous
gradient to spike-compatible ternary gradients with probabilistic sampling. Adversarial robustness is an active area of research,
and SNNs with their unique properties can potentially provide a low-power defense mechanism.

VII. CONCLUSION AND FUTURE DIRECTIONS

In this work, we have provided an overview of the design stack related to spike-based neuromorphic computing for application
in computer vision. The confluence of several factors such as slowing down of traditional computing, the exponential increase
in time and energy consumption due to growing complexity ANN models in traditional hardware facing progressively larger



dataset and the need for ultra-low power computing for millions of smart edge devices calls for an alternative computing
paradigm such as neuromorphic computing to address the challenges of today. With the advent of high performance event
cameras and neuromorphic imaging, efficient spatio-temporal image and video processing is turning into a multi disciplinary
vibrant field of research spanning from fabricating new materials and devices to developing new learning algorithms informed
by neuroscience. In recent years, there have been significant progress in SNN algorithms but still scalable supervised and
unsupervised learning rules applicable for a wide range of applications remain elusive. Similarly, a host of emerging devices
has been reported that exhibit complex dynamic properties to emulate neural activity using intrinsic physical mechanism with
tiny form factor and low energy dissipation, yet reliable and robust large scale fabrication with commercially viable yield is still
out of reach. More importantly, our knowledge of human perception and cognition along with our mathematical understanding
of highly nonlinear large scale complex system such as brain is still at its infancy and as such, nobody is certain which parts
of the neural dynamics are beneficial for computation and which parts are historical evolutionary happenstances. Along with
computational efficiency, systematic reliability and security framework for ensuring robustness against adversial attack or device
variability needs to be developed before deploying these systems for critical applications. In addition, the work in this field
so far has focused on neuronal dynamics although there are dendritic dynamics along with neuroglial cells such as astrocytes
which may play a crucial role in ensuring continual adaptive and flexible lifelong learning and may prove to be indispensable
for achieving humanlike artificial general intelligence (AGI), the holy grail of Al. In summary, the high performance and
energy efficiency of human brain at certain perception and cognition tasks waits to replicated in intelligent machines but there
are a lot of outstanding challenges and scientific questions that require collaborative research among scientists from multiple
disciplines such as computer science, electrical engineering, biology, material science, physics, chemistry and neuroscience
along with significant investment from governments and industries.

Despite its promise for vision applications, it is important to recognize that several issues remain inadequately addressed.
Primarily, a significant proportion of the current literature on DVS are still utilizing accumulated representations, eschewing more
efficient and apt SNN or GNN-based methodologies which are potentially more suitable for DVS applications. Additionally,
given the relatively nascent status of the DVS-based vision field, both the quantity and quality of available datasets are
significantly inferior to those in the conventional frame-based vision domain. Rather than undertaking each data collection
process and model training de novo, it would be beneficial to devise superior strategies to adapt these datasets and models
effectively to the DVS paradigm. We believe that neuromorphic computing will play a pivotal role in the growth and development
of the dynamic vision sensor or event camera for everyday applications. More specifically, spike-based neuromorphic computing
and real-time high speed processing of event streams can fundamentally unlock new applications in different domains including
scientific computing, climate science, human computer interaction and medicine. We anticipate that efficient and robust
simulation platform and cross-modality training (e.g., from RGBD to DVS) might play an instrumental role in developing
the humanlike AGI for event-based vision.
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