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Abstract

Compared with full client participation, partial
client participation is a more practical scenario
in federated learning, but it may amplify some
challenges in federated learning, such as data het-
erogeneity. The lack of inactive clients’ updates in
partial client participation makes it more likely for
the model aggregation to deviate from the aggre-
gation based on full client participation. Training
with large batches on individual clients is pro-
posed to address data heterogeneity in general,
but their effectiveness under partial client partici-
pation is not clear. Motivated by these challenges,
we propose to develop a novel federated learning
framework, referred to as FedAMD, for partial
client participation. The core idea is anchor sam-
pling, which separates partial participants into
anchor and miner groups. Each client in the an-
chor group aims at the local bullseye with the
gradient computation using a large batch. Guided
by the bullseyes, clients in the miner group steer
multiple near-optimal local updates using small
batches and update the global model. By inte-
grating the results of the two groups, FedAMD
is able to accelerate the training process and im-
prove the model performance. Measured by e-
approximation and compared to the state-of-the-
art methods, FedAMD achieves the convergence
by up to O(1/¢) fewer communication rounds un-
der non-convex objectives. Empirical studies on
real-world datasets validate the effectiveness of
FedAMD and demonstrate the superiority of the
proposed algorithm: Not only does it consider-
ably save computation and communication costs,
but also the test accuracy significantly improves.
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1. Introduction

Federated learning (FL) (Konecny et al., 2015; 2016; McMa-
han et al., 2017) has attained an increasing interest over the
past few years. As a distributed training paradigm, it en-
ables a group of clients to collaboratively train a global
model from decentralized data under the orchestration of a
central server. By this means, sensitive privacy is basically
protected because the raw data are not shared across the
clients. Due to the unreliable network connection and the
rapid proliferation of FL clients, it is infeasible to require
all clients to be simultaneously involved in the training. To
address the issue, recent works (Li et al., 2019; Philippenko
& Dieuleveut, 2020; Gorbunov et al., 2021; Karimireddy
et al., 2020b; Yang et al., 2020; Li et al., 2020; Eichner et al.,
2019; Yan et al., 2020; Ruan et al., 2021; Gu et al., 2021; Lai
et al., 2021) introduce a practical setting where merely a por-
tion of clients participates in the training. The partial-client
scenario effectively avoids the network congestion at the FL
server and significantly shortens the idle time as compared
to traditional large-scale machine learning (Zinkevich et al.,
2010; Bottou, 2010; Dean et al., 2012; Bottou et al., 2018).

However, the performance of a model trained with partial
client participation is much worse than the one trained with
full client participation (Yang et al., 2020). A well-known
challenge in federated learning is data heterogeneity, i.e.,
different clients have non-i.i.d. data. When only a portion of
the clients participate in the learning, there are inevitably up-
dates missing from inactive clients. With data heterogeneity
and partial client participation, the optimal model is subject
to the local data distribution, and therefore, the local updates
on the clients’ models greatly deviate from the update to-
wards optimal global parameters (Karimireddy et al., 2020b;
Malinovskiy et al., 2020; Pathak & Wainwright, 2020; Wang
et al., 2020; 2021; Mitra et al., 2021; Rothchild et al., 2020;
Zhao et al., 2018; Wu et al., 2021). FedAvg (McMahan
etal., 2017; Lietal., 2019; Yu et al., 2019a;b; Stich, 2018),
for example, is less likely to follow a correct update towards
the global minimizer because the model aggregation on the
active clients critically deviates from the aggregation on the
full clients, an expected direction towards global minimizer
(Yang et al., 2020).

There are efforts toward addressing the data heterogeneity
challenge in the general federated learning setting. One
promising solution is to train the model using large batches.
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Convexity Method (P,:iz:lils Communication Rounds
Minibatch SGD (Wang & Srebro, 2019) X ke tE
FedAvg (Yang et al., 2020) v K+l
SCAFFOLD (Karimireddy et al., 2020b) v Lo (M)
Non-convex BVR-L-SGD (Murata & Suzuki, 2021) X sRss + T
VR-MARINA (Gorbunov et al., 2021) X %+ L+ 1
FedAMD (Sequential) (Corollary 4.7) v %
FedAMD (Constant) (Corollary 4.9) v %
Minibatch SGD* (Woodworth et al., 2020b) X e + 2 log L
N FedAvg (Karimireddy et al., 2020a) v 1+:ZK n \/1:\‘2/ K, Llog !
(or i{;:fg;ﬁgﬁvex) SCAFFOLD* (Karimireddy et al., 2020b) v et (M4 L) log M
VR-MARINA (Gorbunov et al., 2021) X <sz[ + et i) log <
Fed AMD (Constant) (Corollary 4.12) v (5 + b+ %) log

Table 1. Number of communication rounds that achieve E ||V F (Zou:)||3 < € for non-convex objectives (or EF (#out) — Fi < € for PL
condition or strongly-convex with the parameter of ;). We optimize an online scenario and set the small batch size to 1. The symbol v or
X for “Partial Clients” is determined by whether full-client participation is required.

Specifically, each client fully utilizes the local training set
or generates a large number of training samples, and thus
could compute a gradient for an accurate estimation of the
expected local update. Under full client participation, this
approach follows the optimal update towards the global
minimizer. Recent studies (Gorbunov et al., 2021; Murata
& Suzuki, 2021; Tyurin & Richtéarik, 2022; Zhao et al.,
2021) have demonstrated its great potential from a theoreti-
cal perspective. Measured by e-approximation, MARINA
(Gorbunov et al., 2021), for instance, realizes O(1/Me'/?)
faster while using large batches, where M indicates the
number of clients.

Despite the success, the large-batch update method has some
drawbacks. Typically, a large batch update involves several
gradient computations compared to a small batch update.
This increases the burden of FL clients, especially on IoT
devices like smartphones. On small devices, the hardware
hardly accommodates all samples in a large batch simultane-
ously. Instead, the large batch has to be divided into several
small batches to obtain the final gradient.

This large-batch approach is further challenged in the partial
client participation scenario studied in this paper. Espe-
cially, the convergence property has not be analyzed. Some
existing work, such as BVR-L-SGD (Murata & Suzuki,
2021) and FedPAGE (Zhao et al., 2021), claim that they can
work under partial client participation, but they still require
all clients’ participation when the algorithms come to the
synchronization using a large batch. In this paper, partial
client participation refers to the case where only a portion
of clients take part at every round during the entire training.

On the other hand, small-batch methods, such as mini-batch
SGD and local SGD, are computational-friendly to perform
multiple local updates, in contrast to the large batches when
doing so. However, they suffer from data heterogeneity and
partial client participation.

Motivated by the aforementioned observations, we propose
a novel framework named FedAMD under federated learn-
ing with partial client participation. As far as we know, this
is the first work that creatively integrates the complementary
advantages of small-batch and large-batch approaches. The
framework is based on anchor sampling, which separates
the partial participants into two disjoint groups, namely,
anchor and miner groups. In the anchor group, clients (a.k.a.
anchors) compute the gradient using a large batch cached
in the server to estimate the global orientation. In the miner
group, clients (a.k.a. miners) perform multiple updates
corrected according to the previous and the current local
parameters and the last local update volume. Compared
with using large-batch updates only, the benefit of involving
miners is twofold. First, multiple local updates without se-
vere deviation can effectively accelerate the training process.
Second, FedAMD updates the global model using the local
models from the miner group only. Compared with using
small-batch updates only, we demonstrate a much better
convergence property of the proposed method. Since anchor
sampling could distinguish the clients with time-varying
probability, we separately consider constant and sequential
probability settings.

Contributions. We summarize our contributions below:

¢ Algorithmically, we propose a unified federated learn-
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ing framework FedAMD based on anchor sampling,
which identifies a participant as an anchor or a miner.
Clients in the anchor group aim to obtain the bullseyes
of their local data with a large batch, while the min-
ers target to accelerate the training with multiple local
updates using small batches.

* Theoretically, we establish the convergence rate for
Fed AMD under non-convex objectives in both constant
and sequential probability settings. Incorporating the
large batches during the training, we prove that the con-
vergence property outstandingly improves. To the best
of our knowledge, this is the first work to analyze the
effectiveness of large batches under partial client par-
ticipation. Our theoretical results indicate that, with the
proper setting for the probability, FedAMD can achieve
a convergence rate of O(%) under non-convex objec-
tive, and linear convergence under Polyak-t.ojasiewicz
(PL) condition (Polyak, 1963; Lojasiewicz, 1963).

* Empirically, we conduct extensive experiments to
compare FedAMD with state-of-the-art approaches.
The results provide evidence of the superiority of the
proposed algorithm. Achieving the same test accuracy,
FedAMD utilizes less computational power measured
by the cumulative gradient complexity.

2. Related Work

In this section, we discuss the state-of-the-art works that
are most relevant to our research. A more comprehensive
review is provided in Appendix A.

Mini-batch SGD vs. Local SGD. Distributed optimiza-
tion aims to train large-scale deep learning systems. Local
SGD (also known as FedAvg) (Stich, 2018; Dieuleveut &
Patel, 2019; Haddadpour et al., 2019; Haddadpour & Mah-
davi, 2019) performs multiple (i.e., K > 1) local updates
with K small batches, while mini-batch SGD computes the
gradients averaged by K small batches (Woodworth et al.,
2020b;a) (or with a large batch (Shallue et al., 2019; You
et al., 2018; Goyal et al., 2017)) on a given model. There
has been a long discussion on which one is better (Lin et al.,
2019; Woodworth et al., 2020a;b; Yun et al., 2021), but there
is no existing work applying both techniques at the same
time to speed up model training.

Variance Reduction in FL. The variance reduction tech-
niques have critically driven the advent of FL algorithms
(Karimireddy et al., 2020b; Wu et al., 2021; Liang et al.,
2019; Karimireddy et al., 2020a; Murata & Suzuki, 2021;
Mitra et al., 2021) by correcting each local computed gradi-
ent with respect to the estimated global orientation. Roughly,
the methods fall into two categories based on types of cor-
rection, namely, static and recursive. The former methods

(Karimireddy et al., 2020b; Wu et al., 2021; Liang et al.,
2019; Karimireddy et al., 2020a; Mitra et al., 2021) use
a consistent gradient correction within a training round.
As the local updates go further, the static correction on a
client is still dramatically biased to its local optimal solu-
tion, which hinders the training efficiency, especially under
partial client participation. Recursive correction can avoid
the challenge because it recursively corrects the local update
based on the latest local model (Murata & Suzuki, 2021).
However, existing works require all workers to attain the gra-
dient at the starting point of each round, which is infeasible
for federated learning settings. To the best of our knowledge,
our work is the first to achieve recursive calibration under
partial-client scenarios.

3. FedAMD

In this section, we comprehensively describe the technical
details of FedAMD, a federated learning framework with
anchor sampling. In specific, it separates the active par-
ticipants into the anchor group and the miner group with
time-varying probabilities. The pseudo-code is illustrated
in Algorithm 1.

Problem Formulation. In an FL system with a total of
M clients, the objective function is formalized as

min F(x) = 17 Y Fu(x) (M

xER?
me[M]

where we define [M] for a set of M clients. F,(-) indi-
cates the local expected loss function for client m, which
is unbiased estimated by empirical loss f,,(-) using a ran-
dom realization B,, from the local training data D,,, i.e.,
Eg,, ~p,, fm(X,Bm) = Fn(x). We denote n by the size
of a client’s local dataset, i.e., | D,,| = n for all m € [M],
and n can be infinite large in the streaming/online cases. F
represents the minimum loss for Equation (1).

Algorithm Description. In FedAMD, a global model is
initialized with arbitrary parameters &, € R. It is required
to initialize the caching gradients, and there is one way to
set them with v§™ = Vf,, (&0, Bpm,o) for all m € [M],
where B, o is a b-sample batch generated from D,;,. Other
hyperparameters’ settings such as the learning rates and
the minibatch sizes will be discussed in Section 4 and Ap-
pendix F from the theoretical and the empirical perspectives,

respectively.

At the beginning of each round ¢ € {0,1,2,... }, the server
randomly picks an A-client subset A from M clients (Line
2). Since each client is independently selected without re-
placement, under the setting of Equation (1), clients have
an equal chance to be selected with the probability of %.
Subsequently, the server distributes the global model x;
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Algorithm 1 FedAMD

Input: local learning rate 7;, global learning rate 7,
minibatch size b, ¥’ < b, local updates K, probability
{p: € [0,1]};>0, initial model &y, initial caching gradient

vo = { (() )}mE[M]

1: fort=0,1,2,... do

2 Sample clients A C [M]

3 Send &; and §; = avg(v;) to clients ¢ € A

4: Initialize subsequent caching gradient vy = v,
5: for i € A in parallel do
6

7

8

9

if Bernoulli(pt) == 1 then

Ut_H V fi (&, Biy) with |[B; 4| = b
Send vt( 421 to the server
: else

10: Initialize a:( 9 = :1:5’()) = Xy, gg ()) =0t

11: fork=0,...,K —1do

12: Generate random realization \B; Ll =0

13: Compute gt(z,)c 1 via Equation (2)

14: mgzll-&-l = mr(tl)c - gt( l)c-‘rl

15: end for

16: Awt =2 — :cg(

17: Send Aalr:,(f " to the server

18: end if

19: end for

20: Update x,; via Equation (3)

21: end for

to the clients in the set A, accompanying the global bulls-
eye (i.e., the averaged caching gradient) §; = avg(vy) =
M Yom eV ™) (Line 3). With the probability of p;, client
i€ Ais classrﬁed for the anchor group (Line 7-8) or the
miner group (Line 10-17), and different groups have differ-
ent objectives and focus on different tasks.

Anchor group (Line 7-8). Clients in this group target to
discover the bullseyes based on their local data distribution.
According to Line 6, client i € A has the probability of p;
to become a member of this group. Then, the client utilizes
a large batch B;; with b samples to obtain the gradient
’Ut_H = Vf; (&, B;,) (Line 6). Therefore, following the

gradient vg +)1 can find an optimal or near-optimal solution

for client 7. Next, the client pushes the gradient to the server
and updates the caching gradient (Line 7). In view that some
clients do not participate in the anchor group for obtaining
the bullseyes at round ¢, the server spontaneously inherits
their previous calculation from v, (Line 4). As a result, g, in
Line 3 indicates an approximate orientation towards global
optimal parameters, which directs the local update in the
miner group and affects the final global update. Besides,

UEQI influences the training from round ¢ 4 1 up to the next

time when client ¢ is a member of anchor group.

Miner group (Line 10-17). Guided by the global bulls-
eye, clients in the miner group perform multiple local up-
dates and finally drive the update of the global model. First,
client ¢ initializes the model with &, and the target direction
with g; (Line 10). Ideally, in the subsequent K updates (Line
11), client ¢ update the model with the gradient VF' (mi%)
for k € {0,..., K — 1}. This is impractical because clients
cannot access all others’ training sets to compute the noise-
free gradients. Instead, the client at k-th iteration generates
a b/-sample realization B;y . (Line 12) and calculates the

update gt(ll)g 41 Via a variance-reduced technique, i.e.,

0 = o = V5 (20 B ) + V5 (a8

, @)
The update gt“,l 41 1s approximate to VF' (a:t k) for two rea-
sons: (i) the first term is used to estimate the global update
because g( ") stores the global bullseye; and (ii) the rest terms
remove the perturbation of data heterogeneity and reflect

the true update at :135 l)€ Therefore the local model update

follows sr:i /)€+1 = mg ,)i - gt k+1 (Line 20). After K local
(2)

updates, the model changes on client i is Aa:t =T~ k-
Then, the client transmits A:L'gi) to the server for the purpose

of global model update.

Server (Line 4 and Line 20). After the local training on
the active participants, the server merges the model changes
from the miner group (Line 20) and updates the caching
gradients from the anchor group (Line 4). At ¢-th round,
let Ax; be the subset of A acting as miners, i.e., Ax; =
{Az{" .. Az!*)}, where {a1,...,a,} C Aand 0 <
v < A. Therefore, the global update follows

A . v (aj) >
mf{?t Tk AT vzl
x4, v=20

The reason why we solely use the changes from the miner
group is that clients perform multiple local updates regu-
lated by the global target such that the model changes walk
towards the global optimal solution. While directly incorpo-
rating the new gradients from the anchor group, the global
model has a degraded performance because they perform a
single update that aims to find out the local bullseye devi-
ated from the global target. Implicitly, clients in the miner
group take in the update of caching gradients at iteration
k = 0 to update the local model, which will affect the next
global parameters.

Previous Algorithms as Special Cases. The probabilities
can vary among the rounds that disjoint the participants
into the anchor group and the miner group. By setting
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A = M, and the probability {p;} following the sequence
of {1,0,1,0,...}, FedAMD reduces to distributed mini-
batch SGD (K = 1) or BVR-L-SGD (K > 1). Therefore,
FedAMD subsumes the existing algorithms and takes partial
client participation into consideration. To obtain the best
performance, we should tune the settings of {p;} and K.
However, accounting for the generality of FedAMD, it faces
substantial additional hurdles in its convergence analysis,
which is one of our main contributions, as detailed in the
following section.

Discussion on Communication Overhead. As the an-
chors are not necessary to obtain the averaged caching gra-
dient (i.e., g¢) at t-th round, the centralized server solely
distributes g, to the miners. Compared to FedAvg, the pro-
posed algorithm requires (1 — p;)/2 more communication
costs, but it achieves convergence with at least O(%) less
communication rounds (see Table 1). Therefore, from the
perspective of model training progress, FedAMD is more
communication efficient than FedAvg.

Discussion on Massive-Client Settings. A typical exam-
ple of this scenario is cross-device FL (Kairouz et al., 2019).
In this setting, it is not a wise option for the server to pre-
serve all the caching gradients for clients. Therefore, the
clients retain their caching gradients while the server keeps
their average. Firstly, at ¢-th round, client ¢ € [M] copies
their caching gradient to (¢ + 1)-th round, i.e., U§21 = v?).
For the client ¢ in the anchor group, they will follow Line 13
in Algorithm 1 to update Ut(21 and push A{? = vt(l)l — o
to the server. After the server receives the updates of all
local caching gradients, it performs v;11 = vy + ﬁ > At

where A, aggregates /\9 where client ¢ is in anchor group.

4. Theoretical Analysis

In this section, we analyze the convergence rate of
FedAMD under non-convex objectives with respect to e-
approximation, i.e., minsery [|[VF (53,5)||§ < e. Specif-
ically, when it comes to PL condition, e-approximation
refers to F'(Zr) — F(x.) < €. In the following discussion,
we particularly highlight the setting of {p;} to obtain the
best performance. Before showing the convergence result,
we make the following assumptions, where the first two
assumptions have been widely used in machine learning
studies (Karimireddy et al., 2020b; Li et al., 2020), while
the last one has been adopted in some recent works (Gor-
bunov et al., 2021; Tyurin & Richtarik, 2022; Murata &
Suzuki, 2021).

Assumption 4.1 (L-smooth). The local objective functions
are Lipschitz smooth: For all v, v € R4,

IVE(v) = VE ()2 < Lljo - olla, Vi € [M].

Assumption 4.2 (Bounded Noise). For all v € R¢, there
exists a scalar o > 0 such that

0.2
< —

VE@)3 < g

Egp, |V fi(v, B) — Vi € [M].

Assumption 4.3 (Average L-smooth). For all v,7 € R?,
there exists a scalar L, > 0 such that

Es~p, |(Vfi(v, B) — Vf;(3,B)) — (VE;(v) — VE(©))|;

L 2
< o llv=1ly, Vie[M]
|B| ?

Remark. Assumption 4.3 definitely provides a
tighter bound for the patterns of variance reduc-
tion. In fact, solely with Assumption 4.2, the term
Epnp, [|(Vfi(v, B) = Vfi(5,B)) = (VF;(v) = VF(2))|3
can be bounded by a constant. Additionally, the above
term will approach 0 as v and v are very close. Therefore,
we could find a coefficient for ||v — ¥ 3 and we define it
as L2 /|B|. Furthermore, if the loss function is Lipschitz
smooth, e.g., cross-entropy loss (Tewari & Chaudhuri,
2015), we can derive a similar structure as presented in
Assumption 4.3.

4.1. Sequential Probability Settings

As mentioned in Section 3, a recursive pattern appearing
in the probability sequence {p; € {0,1}}¢>0 can reduce
FedAMD to the existing works. We assume that the caching
gradient updates every 7(> 2) rounds, such that

1, tmodT ==
= ’ 4
b {O, Otherwise @
We derive the following results under sequential probability
settings. The complete proofs are provided in Appendix
D. In detail, Theorem 4.4 and Theorem 4.6 are proved in
Appendix D.2 and Appendix D.3, respectively.

Theorem 4.4 (Full Client Participation). Suppose that As-
sumption 4.1, 4.2 and 4.3 hold. Let the local updates K > 1,
the setting for the local learning rate m; and the global
learning rate ns satisfy the following two constraints: (1)
Vb /K
U T KD WAL )
Then, the convergence rate of FedAMD with the probability
setting of Equation (4) for non-convex objectives should be

F@@-ﬂ)
775771KT

and (2) q; < min(

. F~2<
gﬁ”v WQM_O(

o2

+0 <(775 +mKL)mKL - 1{b<n}m
Q)

)
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Corollary 4.5. Under the setting of Theorem 4.4, we as-
sume that the number of rounds T is sufficiently large.
To find an e-approximation of non-convex objectives, i.e.,
minepy [|[VF (:it)||§ < ¢, the number of communication

rounds T performed by FedAMD with the probability setting
of Equation (4) is

cb=0(1):T=0 (AZ—;) by setting m; = 7 ( - )1/4

o2T
1/4
and . = ()"
*b=0(K):T=0 (#262) by setting 1, = \/T}KU and

Ns = VKM
L2

e b = min{n, %} T = O(I) by setting K = g5,

1 _ 1
m = V2K’ and ns = 73r

where we treat F'(Zo) — Fi and L as constants.

Effectiveness of Using Large Batches. The corollary
summarizes the convergence results under various settings
of the large-batch sizes. When the anchors update the
caching gradients with an (averaged) SGD gradient, the
convergence rate remains O(1/+/T'), which is consistent
with the algorithms using small batches only, e.g., SCAF-
FOLD (Karimireddy et al., 2020b). When we apply large-
batch gradients to model training, i.e., compute the caching
gradients with the entire training set, the convergence rate
significantly lifts to O(1/T).

Comparison with BVR-L-SGD. As discussed in Section
3, FedAMD reduces to BVR-L-SGD (Murata & Suzuki,
2021) when 7 = 2 and all clients participate in the training.
In this case, Corollary 4.5 shows a total of T = O(1/¢)
communication rounds are needed. This result coincides
with the complexity of BVR-L-SGD in Table 1 by the
setting that (1) nM < 1 and 2) K > /n/M. In
other words, we theoretically prove that BVR-L-SGD still
achieves min, 7y |[VF (&) < e with T = O(1/e) ina
looser constraint. As for computation overhead, our pro-
posed method requires O (f—j + @) , which is less than

BVR-L-SGD (e, O (% + MK 4 MEK)).

In addition to the convergence result on full-client participa-
tion, we provide the analysis of the partial-client scenarios.

Theorem 4.6 (Partial Client Participation). Suppose that
Assumption 4.1, 4.2 and 4.3 hold. Let the local updates

K > 1, the minibatch size b = min (;\’71,71) and b’ < b.
Additionally, the settings for the local learning rate n;
and the global learning rate ns satisfy the following two

constraints: (1) nsm = ﬁ (1 + 21\;{ )71; and (2) n; <

VY /K

. 1 . .
min <2\/6KL’ A3, ) Then, to find an e-approximation

of non-convex objectives, i.e., min,¢(r HVF(:Ef)Hg < g
the number of communication rounds T performed by
FedAMD with the probability setting of Equation (4) is

2MT T 1
reof(1+) 51 )

where we treat F(Zo) — F, and L as constants.

Discussion on the selection of 7. According to Theorem
4.6, we notice that 7 = 2 achieves min; ¢z |V F (531‘)”3 <
€ with the fewest communication rounds. The following
corollary discloses the relation between computation over-
head and the value of 7.

Corollary 4.7. Under the setting of Theorem 4.6, FedAMD

/
computes O (@ + %) gradients and consumes a

communication overhead of O (%) during the model train-
ing.

Remark. FedAMD requires an increasing computation
and communication cost as 7 gets larger. Therefore, 7 = 2
possesses the most outstanding performance in the sequen-
tial probability settings. In this case, FedAMD requires
the communication rounds of O (4L), the communica-
tion overhead of O (4%), and the computation cost of

2 . . . . . .
O(% + % while optimizing an online scenario where
the size of local dataset is infinity large.

4.2. Constant Probability Settings

Apparently, when we set the constant probability as 1, all
participants are in the anchor group such that the model can-
not be updated. Likewise, when the constant probability is
0, all participants are in the miner group such that the global
target cannot be updated, leading to degraded performance.
Therefore, we manually define a constant p € (0, 1) such
that {p; = p}:>o. In this section, we derive the following
results with partial client participation. Detailed proof is
provided in Appendix E. Specifically, Appendix E.2 and
Appendix E.3 proves the convergence rate for Theorem 4.8
and Theorem 4.11, respectively.

Theorem 4.8. Suppose that Assumption 4.1, 4.2 and 4.3
2
hold. Let the local updates K > max (1, S/L—L”Q) the

minibatch size b = min (U—i,n) and b’ < b, the local
learning rate n; =
2V6

142\ /1-pA

m, and the global learning rate

Ns = . Then, to find an e-approximation of

non-convex objectives, i.e., min,c(p [|[VF (:Et)||§ < the
number of communication rounds T performed by FedAMD
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with constant probability p; = p is

oot
e \1—=p4  Ap/1—pA

where we treat F'(&o) — F. and L as constants.

With the constant probability p approaching 0 or 1, Theorem
4.8 shows that FedAMD requires a significant number of
communication rounds. Hence, there is an optimal p such
that FedAMD achieves convergence with the fewest com-
munication rounds. In view that M > A, the number of

o . . M 1
communication rounds is dominated by O | —F— - = |].
y Apy/1—pA €

Based on this observation, the following corollary provides
the settings for the constant probability p that leads to the
optimal convergence result. Based on the value of p, we
further refine the settings for other parameters. The follow-
ing corollary takes b’ = 1 into consideration, i.e., the small
batch size is 1.

Corollary 4.9. Suppose that Assumption 4.1, 4.2 and 4.3
1/A

. 1 2

hold.  Let the constant probability p = ¢ ( 175 ,

where c is a constant greater than or equal to 1, the

2
local updates K > max (1, %) the minibatch size

b = min (1‘\7725,71) and V' = 1, the local learning rate
m = m, and the global learning rate ng, = AQ_;?A‘;}C.

Then, after the communication rounds of T = O (%), we

have miny¢ 7 [|[VF (:Z't)||§ < e. Therefore, the number of
total samples called by all clients (i.e., cumulative gradient

2
. . o MK . .. .
complexity) is O (?2 + T) when it optimizes an online
scenario.

Discussion on the effectiveness of c. When ¢ = 1, we

-1
can obtain the minimum value for the term (p\/ 1-— pA)

with the constant p devised in Corollary 4.9. As the number
of participants (i.e., A) gets larger, the optimal p increases as
well and tends to be 1, indicating that most participants are
in the anchor group. When we optimize an online scenario,
the anchors compute a gradient with massive samples. As
a result, the computation overhead of a single round is not
acceptable. By deducting the anchor sampling probability to
its 1/c, Fed AMD consumes up to (¢c—1)/c less computation
overhead, while its convergence performance remains.

Comparison with FedAvg. As a classical algorithm, Fe-
dAvg (Yang et al., 2020) requires O (-5 + 1) communica-

tion rounds to achieve min,¢(ry [|VF (Z;) Hg < e with the
. . 2
total computation consumption of O (f—z + %) Appar-

ently, Fed AMD needs O(1) fewer communication rounds.
As mentioned in Section 3, FedAMD consumes (1 — p)/2

more communication overhead than FedAvg. As e is close
to 0, the total communication overhead for FedAMD is far
less than the cost of FedAvg. As for computation over-
head, (Yang et al., 2020) implicitly assumes that K > o2,
FedAMD is more communication friendly than FedAvg.

In addition to the generalized non-convex objectives, we in-
vestigate the convergence rate of the PL condition, a special
case under non-convex objectives. The following assump-
tion describes this case:

Assumption 4.10 (PL Condition (Karimi et al., 2016)). The
objective function F’ satisfies the PL condition when there
exists a scalar p > 0 such that

IVF@)|2 > 2u(F(v) — F.), YveR%

Under PL condition, the rest of the section draws the con-
vergence performance of FedAMD with partial client par-
ticipation.

Theorem 4.11. Suppose that Assumption 4.1, 4.2, 4.3 and
2
4.10 hold. Let the local updates K > max (1, :,LT”Q), the

2

minibatch size b = min ("— n) and V' < b, the lo-

M pe?
cal learning rate n; = Nﬁﬁ’ and the global learning
2V6LAp 216

rate s = min . Then, to find an

Mu(1—pA)’ 1+ 12%1;
e-approximation of PL condition, i.e., F(&1) — F(x.) < ¢,
the number of communication rounds T' performed by
FedAMD with constant probability p; = p is

1 M Mu(l pA)) 1>
T=0 1+ + log —
(M(l —p4) ( pAp Ap e

where we treat F'(Zo) — Fi and L as constants.

Similar to Theorem 4.8, the number of communi-
cation rounds of FedAMD is mainly occupied by
0 (#214]0](\{*?‘4)
tion, we provide a mathematical expression for the setting
of p in Corollary 4.12. Subsequently, we adjust the value of
the hyper-parameters such that we can obtain the best result
for Theorem 4.11.

+ A%[)). According to such an approxima-

Corollary 4.12. Suppose that Assumption 4.1, 4.2, 4.3
and 4.10 hold.  Let the constant probability p =

. 1/A
i<(1+‘;‘:§)— (’;‘jzl) +fz> ,

constant greater than or equal to I,

where ¢ is a

the local up-
2
dates K > max (1,25—;), the minibatch size b =

2
: g / _
min (W’n) and b =

m =

1, the local learning rate

Mﬁ’ and the global learning rate ns =
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Figure 1. Comparison of different probability settings using test accuracy against the communication rounds for Fed AMD.

Method 20 clients 40 clients 100 clients

Grad. Comm. Round Acc. Grad. Comm. Round Acc. Grad. Comm. Round Acc.
BVR-L-SGD 101.9 8539 310 77.0 177.4 14923 275 78.6 463.8 3908.7 291 780
FedAvg 40.8  566.9 318 76.4 783 1087.5 305 76.7 186.9 2594.5 291 770
FedPAGE 148.6 1670.4 271 79.2 1643 16224 203  80.6 525.5 45403 339 711
SCAFFOLD 47.5 13186 370 75.9 914  2537.8 356 76.0 2509 6966.0 391 75.1
FedAMD (constant) 35.5 489.8 259 80.6 55.0 776.3 209 82.3 153.9 2147.8 229 834
FedAMD (sequential) 40.2 4753 213 79.5 804 904.5 190 80.8 253.8 2998.8 269 78.7

Table 2. Comparison among baselines in terms of cumulative gradient complexity (x 10 samples), communication costs (x 32 Mbits),
and rounds reaching the accuracy of 75%, and the final accuracy (%) after 400 rounds. Bold: The best result in each column; underline:
The best result of the baselines in each column; Jtaly: The results that FedAMD outperforms all baselines in each column.

1
min (%,2\/6 (1 + %) ) Then, after the com-

munication rounds of T = O ((ﬁ + ;;’{4 + %) log %),
we have F(xr) — F(x.) < e. Therefore, the number of

total samples called by all clients (i.e., cumulative gradi-
2

ent complexity) is O ((f + % —I—M) (#ﬁe —|—K) log%)
when it optimizes an online scenario.

Remark. When ¢ = 1, the probability p for anchor sam-
pling approaches 100% as the number of participants is
increasing. Likewise, it is necessary to use ¢ > 1 to re-
duce the computation consumption of each round. Besides,
FedAMD achieves a linear convergence under PL condi-
tions. In view that strongly-convex objectives possess a
looser setting than PL conditions, FedAMD can also achieve
linear convergence under strongly-convex objectives.

5. Experiments

This section presents the experiments of our proposed ap-
proach and other existing baselines that are most relative
to this work. We also investigate the effectiveness of prob-
ability {p; }+>0. Account for the limited space, numerical
analysis on other factors like the number of local updates
could be found in Appendix F. Our code is available at
https://github.com/HarliWu/FedAMD.

Experimental setup. We train a convolutional neural net-
work LeNet-5 (LeCun et al., 2015; 1989) using Fashion
MNIST (Xiao et al., 2017) and 2-layer MLP on EMNIST
digits (Cohen et al., 2017). We conduct the experiments
with a total of 100 clients. To simulate the non-i.i.d. fea-
tures, each client holds the data from 2 classes. The default
setting in this section is K = 10, b’ = 64 and b is the size
of the local training set. For different experiments, unless
specified, we leverage the best setting (e.g., learning rate) to
obtain the best results. All the numerical results in this sec-
tion represent the average performance of three experiments
using different random seeds.

Effectiveness of probability {p;};>o. Figure 1 demon-
strates the performance of various probability settings under
the scenarios of different participants. In Figure 1a with 20
clients, both sequential probability setting and constant prob-
ability setting achieve the best performance. In Figure 1b
and 1c, where 40 and 100 clients are selected in each round,
constant probability setting outperforms sequential probabil-
ity setting. In all three scenarios, with sequential probability
settings, the pattern of {0, 0, 1} has a much worse perfor-
mance than the pattern of {0, 1}. This empirically validates
Theorem 4.6 for the best setting 7 = 2 in terms of commu-
nication complexity. Similarly, with constant probability
settings, the best performance is achieved when p approx-
imates or equals optimal, which validates the statement in
Corollary 4.9.
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Comparison with the state-of-the-art works. Table 2
compares FedAMD with the existing works under par-
tial/full client participation. At first glance, FedAMD out-
performs other baselines because the texts in bold are all
appeared in FedAMD. With 20-client participation, our pro-
posed method surpasses four baselines all aroundness. As
for 40-client participation, FedAMD with constant probabil-
ity saves at least 30% computation and communication cost,
and the final accuracy realizes up to 6% improvement. In
terms of the training with full client participation, FedAMD
requires 10%—20% fewer communication rounds, and its
final accuracy has significant improvement, i.e., within the
range of 0.7%—8.3%. Also, it is well noted that BVR-L-
SGD has a similar performance as FedAMD using sequen-
tial probability in terms of communication rounds and test
accuracy, but the former needs more computation and com-
munication overhead. This is because BVR-L-SGD com-
putes the bullseye using multiple b’-size batches rather than
a large batch.

6. Conclusions

In this work, we investigate a federated learning framework
Fed AMD that separates the partial participants into anchor
and miner groups. We provide the convergence analysis of
the proposed algorithm for constant and sequential proba-
bility settings. Under the partial-client scenario, Fed AMD
achieves sublinear speedup under non-convex objectives
and linear speedup under the PL condition. To the best of
our knowledge, this is the first work to analyze the effec-
tiveness of large batches under partial client participation.
Experimental results demonstrate that FedAMD is superior
to state-of-the-art works.
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A. Related Work

Mini-batch SGD vs. Local SGD. Distributed optimization is required to train large-scale deep learning systems. Local
SGD (also known as FedAvg) (Stich, 2018; Dieuleveut & Patel, 2019; Haddadpour et al., 2019; Haddadpour & Mahdavi,
2019) performs multiple (i.e., K > 1) local updates with K small batches, while mini-batch SGD computes the gradients
averaged by K small batches (Woodworth et al., 2020b;a) (or a large batches (Shallue et al., 2019; You et al., 2018; Goyal
et al., 2017)) on a given model. There has been a long discussion on which one is better (Lin et al., 2019; Woodworth et al.,
2020a;b; Yun et al., 2021), but no existing work considers how to disjoint the nodes such that both can be trained at the same
time.

Federated Learning. FL was proposed to ensure data privacy and security (Kairouz et al., 2019), and now it has
become a hot field in the distributed system (Yuan & Ma, 2020; Shamsian et al., 2021; Zhang et al., 2021; Avdiukhin &
Kasiviswanathan, 2021; Yuan et al., 2021; Diao et al., 2020; Blum et al., 2021; He et al., 2022). The FL training methods
in the past few years usually require all trainers to participate in each training session (Kairouz et al., 2019), but this is
obviously impractical when facing the increase in FL clients. To enhance the systems’ feasibility, this work assumes that a
fixed number of clients are sampled at each round, which is widely adopted in (Li et al., 2019; Philippenko & Dieuleveut,
2020; Gorbunov et al., 2021; Karimireddy et al., 2020b; Yang et al., 2020; Li et al., 2020; Eichner et al., 2019; Ruan et al.,
2021). Therefore, the server collects the data from this participation every synchronization to update the model parameters
(Li et al., 2019; Philippenko & Dieuleveut, 2020; Gorbunov et al., 2021; Karimireddy et al., 2020b; Yang et al., 2020; Li
et al., 2020; Eichner et al., 2019; Yan et al., 2020; Ruan et al., 2021; Lai et al., 2021; Gu et al., 2021).

Variance Reduction in Finite-sum Problems. Variance reduction techniques (Johnson & Zhang, 2013; Defazio et al.,
2014; Nguyen et al., 2017; Li et al., 2021; Lan & Zhou, 2018a;b; Allen-Zhu & Hazan, 2016; Reddi et al., 2016; Lei et al.,
2017; Zhou et al., 2018; Horvéth & Richtarik, 2019; Horvath et al., 2020; Fang et al., 2018; Wang et al., 2018; Li, 2019;
Roux et al., 2012; Lian et al., 2017; Zhang et al., 2016) was once proposed for traditional centralized machine learning
to optimize finite-sum problems (Bietti & Mairal, 2017; Bottou & Cun, 2003; Robbins & Monro, 1951) by mitigating
the estimation gap between small-batch (Bottou, 2012; Ghadimi et al., 2016; Khaled & Richtérik, 2020) and large-batch
(Nesterov, 2003; Ruder, 2016; Mason et al., 1999). SGD randomly samples a small-batch and computes the gradient in
order to approach the optimal solution. Since the data are generally noisy, an insufficiently large batch results in convergence
rate degradation. By utilizing all data in every update, GD can remove the noise affecting the training process. However, it
is time-consuming because the period for a single GD step can implement multiple SGD updates. Based on the trade-off,
variance-reduced methods periodically perform GD steps while correcting SGD updates with reference to the most recent
GD steps.

Variance Reduction in FL. The variance reduction techniques have critically driven the advent of FL algorithms
(Karimireddy et al., 2020b; Wu et al., 2021; Liang et al., 2019; Karimireddy et al., 2020a; Murata & Suzuki, 2021; Mitra
et al., 2021) by correcting each local computed gradient with respect to the estimated global orientation. Roughly, the
methods fall into two categories based on types of correction, namely, static and recursive. The former methods (Karimireddy
et al., 2020b; Wu et al., 2021; Liang et al., 2019; Karimireddy et al., 2020a; Mitra et al., 2021) use a consistent gradient
correction within a training round. As the local updates go further, the static correction on a client is still dramatically biased
to its local optimal solution, which hinders the training efficiency, especially under partial client participation. Recursive
correction can avoid the challenge because it recursively corrects the local update based on the latest local model (Murata &
Suzuki, 2021). However, existing works require all workers to attain the gradient at the starting point of each round, which is
infeasible for federated learning settings. To the best of our knowledge, our work is the first to achieve recursive calibration
under partial-client scenarios.
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B. Useful Lemmas
Prior to giving detailed proofs of the theorems, we cover some technical lemmas in this section, and all of them are valid in
general cases.

Lemma B.1. Lete = {e1,...,e,} be the set of random variables in R®*?. Every element in ¢ is independent with others.
Fori € {1,...,a}, the value for ; follows the setting below:
; bability =
- {ez, probability = q ©)
0, otherwise

where q is a constant real number between 0 and 1, i.e., q € [0, 1]. Let | - | indicate the length of a set, € \ {0} represent a set
in which an element is in € but not 0. Then, there is a probability of (1 — q)® for | \ {0}| = 0, let avg(e) be the averaged
result with the exception of zero vectors, i.e.,

1 o
a/Ug(€) = {5\{0}| Zi:l Eiy |<€ \ {O}| # O (7)

0 £\ {0}/ =0

Then, the following formulas hold for E (avg(e)) and its second norm E ||avg(e) Hg
E (avg(e)) = (1 — (1 — ¢)° Zez, E [lavg(e); < (1 — (1 —q)° Z el ©

Proof. When ¢ = 0, the formulas in Equation 8 obviously hold because E (avg(¢)) = 0 and E ||avg(e )||§ = O As for
q = 1, since avg(e) = 2 3% | ¢;, we leverage Cauchy-Schwarz inequality and get E [lavg(e)||5 = || 37, elH2 <
IS lles ||§, which is consistent with the formulas in Equation 8. In addition to the preceding cases, we consider some
general cases for the probability ¢ within 0 and 1, i.e., ¢ € (0, 1).

Firstly, we show the proof details for E (avg(e)). For all ¢ in {1, ..., a}, given that £; is not a zero vector, the coefficient
of e; is based on the binomial distribution on how many non-zero elements in the set {e1,...,&;—1} U {€it1,.-.,€a}-
Therefore, with the probability ¢ that ¢, is equal to e;, the coefficient of e; in the expected form is

1 a—1\ .4 1 fa—-1 1
Z. a R 1—q)%
a|- (a_1>q et g < 0 )( q)

(a—1) non-zero elements 0 non-zero element

Then, the coefficient of %ei can be expressed and simplified for

q(Z'(Z:i)qa_1+"'+i'(a81>(1_q)a_1) 9)
iy <(Z> G (611) (1- q)al) (10)
_ (Z)q g @q(l gy (11)

1

-(1-9q)* 12)

(Z>:g.(a—l)x-ux(a—ﬁ—i—l)_a(g—i

= Ya > 0
T x (8-1) 3 )’ w=i-
and Equation (12) follows

(¢+(1—q)" = (Z)q“+~~+ (g)(l—q)“~
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Thus, the equation E (avg(e)) = (1 — (1 —¢)*) - 1 377, ¢; holds.
Secondly, we provide the analysis for E ||avg(e) Hg Based on the definition for avg(e) in Equation (7), we discuss the case
le \ {0}] # 0. By means of Cauchy-Schwarz inequality, we can obtain the following inequality:

2

1 - 9
B {0}|Z€1 {0}| Z 2—\5 {OH Z el = 1 {O}EHQHQ (13)

Therefore,

lavg(@)]2 < {Ie\{O} Sl 16\ {0} £0 "

0, e\ {0}[ =0
Apparently, Equation (14) is very similar to Equation (7) in terms of the expression. As a result, we can adopt the same
proof framework in the analysis of E (avg(e)). Then, we can directly draw a conclusion E ||avg(e) ||§ <1-(1-9)%)-

2
@ i llelly. o

Lemma B.2. Lete = {c1,...,c,} be the set of random variables in R? with the number of a. These random variables are
not necessarily independent. We can suppose that E [e;] = e;, and the variance is bounded as E {”EZ —e Hg} < o2 After
that we can get

2
a
Z €; Z eill +a%0? (15)
1=1 2
If we make another suppose that the conditional mean of these random variables is E [e;|e;—1,...,e1] = e;, and the

. . . . . 2
variables {e; — e;} form a martingale difference sequence, and the bound of the variance is E [”51 - ei||2} < 02 So we
can make a much tighter bound

+ 2a0? (16)

a 2
2 E €;
i=1 2

Proof. For any random variable X, E [X?] = (E[X — E [X])? + (E[X])? implying

2
+E ; — € 17)
2
Expanding above expression using relaxed triangle inequality:
2
—e; <aZE[H51—e,H } < a?0? (18)
2
For the second statement, e; depends on [g;_1, . . ., £1]. Thus we choose to use a relaxed triangle inequality
2
E +2E —e€; (19)
2
then we use a much tighter expansion and we can get:
a 2_ a 2
Sei-e —ZE[ ci—e) (e—e)| =Y B[S ei—ef | <ao® 20)
i=1 2 | i i=1 2
When {e; — e;} form a martingale difference sequence, the cross terms will have zero means. O
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Lemma B.3. Suppose there is a sequence {y; € Rd}tzo satisfying a recursive function yiy1 = yr — NAyy, where n > 0 is
a constant and Ay, € R® is a vector. Given a L-smooth function G, the following inequality holds for any 1 and Ay;:

1

/
Glon) < Glo) — L 196001 - (5

L n 2
=5 ) I = wll 4 3L 18w - VG @

where ' > 0 can be any constant.

Proof. Since G is a L-smooth function, for any v, 7 € R, the following inequality holds:

G(5) = G(v) + /01 9G(v +att(@ =) g 22)
— G(v) + /01 VG (v + (1 - v)) - (5 — v)dt 23)
= G(v) + VG(0)(T — v) + /01 (VG (v + (5 — v)) — G(v)) - (5 — v)dt (24)
< Q) + VG()(® — v) + Al L|t(5 — v)|a||5 — v]|2dt (25)
< G(v) + VEW)(E—v) + 27 vl (6)

Based on the conclusion on L-smooth drawn from Equation (26), we derive Equation (21) step by step:

L
G (Y1) < G (ye) + (VG (Yt) s Yer1 — ye) + 3 ye+1 — yells (27)
L

=G (yt) + (VG (yt) , —nAy) + 3 [ (28)

_ n / L 2
=G (p) - b (VG (ye), Aye) + 5 1941 — el (29)

L
= G )~ g (1Y @l + 180 ~ 1Ay, o/ VG <yt>|\§) + 5l -l GO)
! L

= G (y) — T IVG (w5 — (27777 ) lyess =il + 57 18w~ VG @l; @D
where Equation (30) is in accordance with ( ( + 32— 6)2), and Equation (31) follows ||Ayt||§ =

,72 [ye41 *yt”z- 0
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C. Preliminary for FedAMD

Algorithm 1 describes FedAMD in details. The objective in this part is to find the recursive function for the sequence of
models, i.e., {&; };>0. As mentioned in Line 26 in Algorithm 1, let Ax, aggregate Ascgi) where client ¢ updates model, then
the difference between ;1 and x; follows the recursive function written as

Ti11 = Ty — Ns - avg(Axy) (32)

where avg() is same as defined in Lemma B.1. As we know, the length of Ax; changes over rounds but does not exceed the

(m)

number of participants, i.e., |Ax;| < A. Then, suppose that Awgm) isin Az, Az, can be expressed as

K—

Amgnl) == (“'ET;() - it) == (5'31(57211 %ll) Z mgt“;?)ﬂ (33)
k=0

=

where the last equal sign is according to Line 20 in Algorithm 1. Next, with the recursive formula in Line 19, we have

ol = aly me(wtk)pl? )+me(wtk)782n,k) (34)

=g: — vam (wtn 15 mn) vam (mtn)7B ) (35)

Then, Equation (33) can be rewritten as

K-1 k K-1
Aazi )—ngt mZZme(wm 1B ) n vam(x”)’g ) (36)
k=0 k=0 k=0 k=0

D. Proofs under Sequential Probabilistic Settings

D.1. Preliminary
Lemma D.1. Suppose that Assumption 4.1, 4.2 and 4.3 hold. Let the local learning rate satisfy n <

1 1 b . K-1||_.(m)
(2@“, 2\/§L(,’/K)' With FedAMD, "X~ ‘

2
min Ty, — wﬁngll H2 represents the sum of the second norm of every
iteration’s difference. Therefore, the bound for such a summation in the expected form should be

S E[Jal) - ol | < 602K I — VF @0l + 67K [V E @) (37)
k=0

Proof. According to Equation (35), the update at (k — 1)-th iteration is

2y — iyl = —mgly) = —n (gt Zme(wtw e Zme(/Z),B;n,ﬁ)) (38)

To find the bound for the expected value of its second norm, the analysis is presented as follows:

2
E |2 - i (39)
2
= 7E |13 - Zme (@21 Br) + Zme (2. B (40)
2
<BE (G — VF (@))5 + 307 [VF (@05
2

+ 3nfE (41)

Zm(m§’:>l, Bou) - Zwm(wm, Box)
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k-1 Z

= 30FE||g: — VF (@0)]13 + 307 [VF @)5 + 307E | Y (VEn (2(L) = VEn (1)
k=0 2
k-1 , 2
+ 37][2E Z (me (mf”:) 1 Bm,n) vfm (mtﬁ)’ B’m n) - VFW (wETZ) 1) + VFIVL (winf;b))) (42)
k=0 2
< 3P g — VF (@03 + 302 |V F (@)]3 + 30 KL?ZE\w/Z’l—w&? 2
-« ) ) (m) (m) ’
+317 Vim a:rz ,B Vim :1:7:,8 —VF,, wn; + VF,, :E’Z (43)
P22 (Vi (#00B) = Vi (@13 B) = VFm (000) + 95 (2£)) |
< 307E|gr — VF (@) + 30 | VF (@)||; + 307 K L* ZE\ Syl
+3nl u ZEH tﬁ 1_wtn z (44)

where Equation (41) is based on Cauchy-Schwarz inequality; Equation (42) is based on the variance expansion on the third
term of Equation (41); Equation (43) is based on Cauchy-Schwarz inequality and Assumption 4.1 on the third term of
Equation (42); Equation (44) is based on Lemma B.2 and Assumption 4.3 on the fourth term of Equation (43).

Therefore, by summing Equation (44) for k = 1, ..., K, we have

N [ _ g | ) m) ||?
Z Hmtk Ty g 1H Hmt - 1” (45)
k=0
< 30FKE e~ VF @l + 302K [VF @0l + 3P (K24 5 ) Z Elal, ol e
Obviously, according to the setting of the local learning rate in the description above, the inequality 377 K (K L? + > ) < %
holds. Therefore, we can easily obtain the bound for the sum of the second norm of every iteration’s difference, which is
consistent with Equation (37). O]

D.2. Full Client Participation
Theorem D.2. Suppose that Assumption 4.1, 4.2 and 4.3 hold. Let the local updates K > 1, the setting for the local
learning rate 1, and the global learning rate ns satisfy the following two constraints: (1) nsn; < m; and (2)

mémin( RARES

). Then, the convergence rate of FedAMD for non-convex objectives should be

6V2KL’> 2v/3L,
N 4 (F(Zo) — F.) o2
F S0 2 L 16m LK (20, KL) - 1ipop— 47
min [V (@)% < o KT T LOmLE 23K L) Ly 3 (47)

where we treat F'(Zo) — Fy and L as constants.

Proof. When p; = 1, according to Algorithm 1, there is no model update between two consecutive rounds, i.e., ;41 = T¢.

Next, we consider the case when p; = 0. According to Assumption 4.1, we have
- - U - L_ . . .
EF($t+1) — F(iI)t) S E <VF (:Bt) sy L1 — $t> + gE Hmt-&-l — .’BtHg (48)

Knowing that when p; = 0 and all clients involve in the training,

K-1 k K-1 k
avg(Aw) =mKg =1 > 3N Vhn (2l B ) 1 S SN Vi (2lB) . @9)
mE[]W ] k=0 k=0 me[]b[] k=0 k=0
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we have the bound for the first term of Equation (48):

E(VF (&), Z41 — X¢) (50)
1 K—1
— —n,KE <VF (20) Ege — 77 3y (VF (wt " ) ~VF, (@t))> (51)
me[M] k=0
nsmK 77 K nsmK 1 = 2
sl 2 sT]l ~ m ~
< —FTIVE @)y + T |(VF (@) ~ Ede) — 577 (VEu (217)) = VEw (@) (52)
me[M] k=0 )
1 77 K 1 Kl 2
s!|l ~ ~ m ~
IVF @)l + 0K IVF (@) = Bgil3 +monk - 7= > > [ VEw (27)) = VB @) 53
me[M] k=0
Nst mK NsM K-l 2
< — U IVF @)l +nenK [VF @) —Egoll; + 58 3 3 L2 ol ™| (54)
me[M] k=0
nemK mK nsmL? m g 2
s 2 ~ ~ 112 s
< KGR @) 4 K VF ) — Eg2 + BE S ST ey =2 (55)
me[M] k=0 k=0
< <P \VF @) |3 + oK IV o) ~ gl + non DK (607K 3. - VF (3 2
< 5+ 0K |VF (20) — Egill5 + nemL2K (607K ||ge — VF ()5 + 607 K |[VF (&0)])5
(56)

where Equation (52) follows — (v, 8) = —3 (o + 8% — (o — 8)?) < —4a? + 3(a — )2, Equation (53) applies Cauchy-
Schwarz Inequality, and (56) uses Lemma D.1.

To bound the second term of Equation (48), we start with

E|Z1 — 23 = E ||ns - avg(Azy)|f5 (57)
= E||ns - avg(Ax;) — ngmKVF () + nsmKVF (&)|3 (58)
< 202 [lavg(Amy) — mEVE (&[5 + 20?07 K2 |VF (24) | (59

Then, we have the bound for E ||avg(Az:) — i KV F (&) ||§ according to the following derivation:
Elavg(Az,) — mEVE (&) (60)

=E||nK (i — VF (&) + > (Vi (@4 B ) = Vi (2l3)1.B,0)) (61)
me[M] k=0 k=0 )

< 27K g — F(it)Hg

vl 5 5 (e ) o)
me[M] k=0 k=0

2

— 27K g — VF (@)} + 2B | - 5 (VE (22)) = VFw (20001))
2
+2E || > 12 (Vs (22 Bluse) = Vi (@218l ) = Vo (2(7)) + VE, (272))
me[M] k=0 k=0
(63)
K-1 k

22K L2
= WP K2 g = VE @)l + = D D)

2
k- EHwtn _wtn 1H2
me[M] k=0 k=0
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2

K-1
+2E|| S (Tt (260 Blu) = Vo (20001 B ) = VE (200)) + VE (272,) )
me[M] k=0 k=0 ,
(64)
K-1 k
) ) WKL m |12
< 2PK?||ge — VF (&,)]5 + IM Z Zk EH“’M _wgn)l"Q
me[M] k=0 k=0
277 K—-1 k 2
2 ZZ a — | (65)
me[M ] k=0 k=0
. 22 K3 L2 m 2
< 27K g - VF @)} + L 3 ZEHwEJ—m)luz
mée[M] k=0
L KL (m) _ o (m) |2
](42[)/ Z ZEH%Z —zl 1H (66)
me[M] k=0
L ] ) )
< 2 K? | - VF @0l + 12008 (o + K222 ) (I = VF @)l + I9F @0)]3) 67)

where Equation (62) follows (a + 3)? < 2a? + 23%; Equation (63) is based on variance expansion; Equation (64) is based
on Cauchy-Schwarz inequality and Assumption 4.1; Equation (65) is based on Lemma B.2 and Assumption 4.3; Equation
(67) is based on Lemma D.1. According to the constraints on the local learning rate, we can further simplify Equation (67)
as

2
E avg(Axy) — mKVE (&) < 42K2 ||g0 — VF (&) + 2

KZ
IVF (&)]]5 - (68)

Plugging Equation (56), Equation (59), and Equation (68) into Equation (48), we reorganize the formula and obtain

K
EF(#1) — F(#) < — 212 ”l

IVF (&)||5 + nsmK |VE (2:) — Egells + nenf K2L (6mL + 4ns) E ||Ge — VF (&[5
(69)

Let A(t) indicate the most recent round where py ;) = 1 and A(t) # t. It is noted that recursively using A(-) can achieve
the value of 0, i.e., A(A(...A(t))) = 0. As we know,
———

multiple A
E ||go — VF (%0)3 = E||gace) — VF (20)|; (70)
= E|ga@) — VF (@) || + E|[VF (&) — VF (&), (71)
<E|ga@) — VF (Zr0)) |5 + L*E ||i‘0 — Z50)|5 (72)
<E||gae) — VF (a0) |5 + L7 Z E|#z41 — &= (73)
==A(0)
< Locn) 377 + Z E|[&z41 - Z=l; (74)

E=A(0)

where Equation (71) is based on the variance expansion; Equation (72) is based on Assumption 4.1; Equation (73) is
according to Cauchy-Schwarz inequality and 6 — A(6) < 7; Equation (74) follows Assumption 4.2. Therefore, Equation
(69) can be further simplified as

6—1
- - K o?
EF(&11) = F(&) < —0~ |VF @[3 +3nmK L7 Y E|@zs1 — &=lly +naf KL 6mL +4n.) - 7
E=A(0)
(75)
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By summing E ||Zg11 — &g ||§ from 6 = A(t) to t — 1, we can easily obtain the following bound for all ¢ € {A(¢t), ..., A(t) +
T—1}

t—1 t—1
> E|&gs1 — @5 < 167207 K> 71{b<n}Mb +O2nPK? > | VF (2)]5 (76)
0=A(t) 0=A(t)

By summing Equation (75) from A(¢) to ¢t — 1 and applying the bound in Equation (76), we have

t—1

EF (&) — F (Br¢) = Y (EF(&p41) — F(&)) (77)
0=A(t)
K t—1 2
s!|l
<=2 D IVE@o)lls + nenf LK ((4ns + Om K L)(t = A1) + 480207 K7°L) - Lpcny e (78)
0=A(t)
Therefore, based on the equation above, by summing up all ¢ € {T, A(T), ..., 0}, we can obtain the following inequality:
nsmK = o?
F. = F(&) <EF(&r) = F(&0) < === > [VF (@)l + 40t LK*T(20 + 3K L)  Lpcny 37 (79)
t=0
Thus, we have
4(F(zo) — FY) o?
= F(z ————— 4+ 16, LK (21, KL) - 1gcmy— 80
Z v H2 < Do KT +16m LK (2ns + 3mKL) - 14« SV (80)

By using the settings of the local learning rate and the global learning rate in the description, we can obtain the desired
result. -

D.3. Partial Client Participation
Theorem D.3. Suppose that Assumption 4.1, 4.2 and 4.3 hold. Let the local updates K > 1, and the local learning

rate m; and the global learning rate ns be nsm = (1 + 2M T) where 7 < min ( Vb K) Therefore, the

2V6KL’ 4v/3L
convergence rate of FedAMD for non-convex ob]ectlves should be

1 2MT o2
< -
tlg[l;l IVE (&)]5 <0 (T_ /7] (1 +— )) +0 (1{b<n}Mb> (81)

where we treat F(Zo) — F, and L as constants.

Proof. When p; = 1, according to Algorithm 1, there is no model update between two consecutive rounds, i.e., ;41 = T¢.

Next, we consider the case when p; = 0. Based on Lemma B.3, we have

- - K 1 L - -
EF(Z021) — F(2:) < — 20— |VF @)} - (2778% - 2) E |1 — &3
+ ﬁE lavg(Aze) —mKVE (&) (82)

Knowing that when p; = 0 and a set of clients .4 involve in the training,
m K-1 k K-1 k
IO R YR W RLACENENES by z Y h (ol ) )
i€A k=0 k=0 cA k=0 k=0
we have the bound for E ||avg(Az) — KV F (&) Hg according to the following derivation:

E |lavg(Axy) — mKVE (%) (84)
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K-1 k
= E |k (5 - Py (Vi (22B.0) = Vi (201, 8L.)) (85)
€A k=0 k=0 2
Yl - ' i
€A k=0 k=0 2
K-1 &k ' 2
= 2P K*E||gi - VF (&[5 +2E | & > (VE (2h)) - vE (=)
€A k=0 k=0 2
K-1 k 2
+28 | 23" Z Z (Vs (240, B.) = Vi (281 Bl ) = VE (2) + VA (200.)) | 6D
ZE.A k=0 k=0 2
3 ~ 277 KL2 K-1 k ; ; 2
= 2P KR |3 — VF (@) + ~ L= > kElfell - ol ||
€A k=0 k=0
K-1 k 2
+ 2| %3S (VA (2l BL) — Vi (@18l ) — VR (=) + VE (2))) | 68)
i€A k=0 k=0 2
. UPKL® ~ "~ o i o |1
< 2P K*E ||g; — VF(wt)||§+lT ZkEHwil—wii_l(L
i€A k=0 k=0
2771 0 _ 0 |
D Z Z ‘ 2~ (89)
€A k=0 k=0
K-1 k
) 2K L2
= 2PK2E || — VF @)l3 + “= 3 3 Y kBl — )|
me[M] k=0 k=0
2771 K-1 k T
ZZ Ethn_xtn 1H2 (90)
- . 27 K3 L? m) ||?
< 2P KPR g - VF (@)} + ~1 Zj}:Mhm) 2|,
me[M] k=0
22K L2 my |12
o 2 Z Blef} - =i, ©1)
me[M] k=0
L ~ ) .
< 2 K| - VF @)l + 120157 (2o + K222 (Io - VP @0l + IV F @0E) ©2)

where Equation (86) follows (o + ,8)2 < 202 4 23?; Equation (87) is based on variance expansion; Equation (88) is based
on Cauchy-Schwarz inequality and Assumption 4.1; Equation (89) is based on Lemma B.2 and Assumption 4.3; Equation
(90) is based on the setting of client selection, where each client is selected with a probability of A/M; Equation (92) is
based on Lemma D.1. According to the constraints on the local learning rate, we can further simplify Equation (92) as

E avg(Azy) = mEVEF (&)|5 < 40 K*E||g: — VF (&)|l; + m HVF( ;- (93)

Plugging Equation (93) into Equation (82), we have

EF(&1+1) — F(:) 4
K 1 L 5 N y s
< - |VEF (@ )||§—(277an—2>1@wt+1—wt||§+2nsmKE|9t—VF(ﬂft)3 )
775771K 1 L - _
IVF @I~ (5 — 5 ) Ellevn - @
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+ 2K (E 3 — EGill3 +E |EG: — VF (2)]3) 96)
L A T T o?
<- F - ~2\E - MK - Ly ——
< PN @I} - (5~ 5 ) Bl — @3+ 200K Lo 77

+20,mKE [Eg, - VF (&3 97)

where Equation (96) is based on variance expansion, and Equation (97) is based on Assumption 4.2.

By summing Equation (97) for all ¢ € {0,...,T}, we have

T
F, — F(&0) <EF(&p41) — = (BF(&141) — F(&)) (98)
t=0

nsm K L 1 L T
sl ~ 2 ~ ~ 12
< BE SR @) - (mw “3) X Elsu-ad
t=0;t mod 7=0 t=0;t mod 7=0
T 2
~ ~ 2 g
+2amK Y E|EG — VF @) + 20K (T = |T/7])  Lpany 37 (99)
t=0;t mod 7=0

Let A(t) indicate the most recent round where pj ;) = 1 and A(t) # t. It is noted that recursively using A(-) can achieve
the value of 0, i.e., A(A(...A(¢))) = 0.
———

multiple A
To find the bound for ZtT:U;t codreo E|EG: — VF (&)]|3, the first step is to provide the bound for E |[Eg; — VF (&;)|)3.

When p; = 1, a client updates the caching gradient with a probability of A/M, and therefore, Eg;, = (1 — %) Egag) +
£ VF (). Based on this fact, the bound for E [[Eg, — VF (Z;) H; can be derived as follows:

E|Eg — VF (&)|5 = E|[Egae) — VF (& |\2 (100)
A 3 . ~ 2

=E H (1 - M> E (daaay = VF (@aw)) + (VF (#aw) — VF (@) (101)
2

A _ ] M
< (1- 37 ) ElBasaey ~ VF @) [+ HEIVF @a0) - VF @0 102)
[t/7]-1 lt/7]—6
A M . - 2 M . ~ 2
< D (1 - M) T LE@or — 2011y ll, + T LE|@aw) — & (103)

0=0

2
where Equation (102) follows (o + 3)? < ( + ) a?+ (1+7)8% - (%a + \ﬁﬁ) < (1 + %) a? + (1++~) 3% and
v = %. With Equation (103), we sum up all ¢t € {1, ..., 7'} and obtain the following result:

T
> E|E§ — VF ()| (104)
t=0
T [lt/7]-1 [t/7]—6
A M N . M s _
=2 X (1 - M) LB [@0r — &40y + G LE R — 25 (105)
t=0 6=0
LT/7)— T
M(M-A M
< S MO e~ e+ 2 S B - (106
6=0 —
\T/7]— (6+1)7—1
M(M - A 3 _
< Z %LQ > Z E||Zz41 _mEHg
6=0 Z2=01+1
M T t—1
+L 2y (- ) Y. ElZ=q - izl (107)
t=0 E=A(t)+1
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T—1 T—1
M(M — A) ) e M . 1
< TLW §  E @1 — @l + XL27-2 § E||&11 — Z¢l5 (108)
t=0;t mod 7=0 t=0;t mod 7=0

where Equation (106) follows that, for all 6§ € {0,...,[T/r] — 1}, the coefficient for L2 includes

(1 - A) ey (1 — %) LT/TJ?O, and each of them has a maximum of 7 ¢s, meaning that the upper bound of the co-

M
A AN\ LT/7)-0 u A
T (1—M)+'“+(1‘M) ST'2A<1‘M>3 (1

efficient should be
Equation (107) follows Cauchy-Schwarz inequality.
Plugging Equation (108) back to Equation (99), we have:

T
~ nsan ~
F.—F(o) < —=7— Y [VF@);

t=0;t mod 7=0

1 L M? L
- — 2 KL > E ||&1 — @42
(2773an B) Ns™ A2> &1 — 245

t=0;t mod 7=0

2

g
+ 2775an (T - I_T/TJ) . 1{b<n} (110)
Mb
. -1 2 . -
Since nsn = ﬁ (1 + 2]2[ ) , 277317111( — % — WsanL%'Q% > ( such that the term Zg‘:o;t modT:OE H‘Bt-‘rl - .’13,5”3

can be omitted in Equation (110). Hence, we can easily obtain the following inequality:
T

1
T-[T/7] 2

t=0;t mod 7=0

4 (F (&) — F.) o2
P T IR S 1T

IVF (&)]5 < (111)

By using the settings of the local learning rate and the global learning rate in the description, we can obtain the desired
result. O
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E. Proofs under Constant Probabilistic Settings
E.1. Preliminary

Lemma E.1. Suppose that Assumption 4.1 holds, and p; € (0, 1). Let g be the definition of Line 9 of Algorithm 1, i.e., the
average of the caching gradients. Therefore, the recursive expression for {G; }1>o in the expected form is

A ~ A ~
Eg = o U~ wp1) B+ o VE (#0o0), >0 (112)
VF (iL‘()) , t=0
Furthermore, when t > 0 we can obtain the following inequality:
~ N A ~ - 2 M 2 - - 2
EEg — VE @)z < (1= 37pe-1 ) - ElEG—1 = VF (1), + Apis L7 El@ — 2l (113)

As fort =0, we have E |Eg, — VF (:it)||§ =0.

Proof. According to the definition of Line 9 of Algorithm 1, ;11 = avg (vi41) = & D me[M] vt(rl) Hence, for each

element in v;4 1, i.e., vt(fl) , where m € [M], they have a probability of ( 1- £ pt) to retain the previous value, or otherwise

update as anchor clients using large batches. Thus, the expected value for IEvt( +1) is:

m A ~ A m
EUEH) ik EV fm (&¢, Bint)] + (1 - MPt) 'Evt( ) (114)
A ~ A m
=P VF, () + (1 - Mpt> -IEvt( ) (115)
Therefore, we have
_ N A _
Egi41 = Z E%ETE = —pi - VF (1) + <1 - Mpt> -Egq (116)

m=1
It is worth noting that Egy = VF (&) as it is initialized at the beginning of the training, i.e., Line 2 — 4 in Algorithm 1.
Therefore, E ||Eg;, — VF (5%)”3 =0.

Next, we find the recursive bound for E |[Eg;+1 — VF (Z¢41) ||§

E[Ejer1 — VF (#41)|5 (117)
A } y ~ : 2
—&| (1= i) (B~ VF (80) + VF (@0) - VF (@1s) an
2
Ap A ? ~ ~ N2
< ot _ = _
M- A - -
+ (1 + Appt) E|[VF (&)~ VF (@1)]3 (119)
t
A ~ N M . -
< (1 — Mpt) E|Eg: — VF (&) + AT%LQE @41 — &5 (120)

2
where Equation (119) follows (o + 8)? < (1 + ) a4+ (147)p% - (%a + \ﬁﬁ) < (1 + %) a?+ (1+ ) B2, and
Equation (120) follows Assumption 4.1. O

Lemma E.2. Suppose that Assumption 4.1, 4.2 and 4.3 hold Let the local learning rate satisfy n; <

min (leL, @ v/ %) With FedAMD, Zfz_ol ‘ :cl(5 k) — act b1 H represents the sum of the second norm of every
iteration’s difference. Therefore, the bound for such a summation in the expected form should be

2
]EHmtk _'J’Ek)1H <27 (K +1)
k=0

Mb+6m (K + DE|[EG, — VF (&[5 + 607 (K + 1) [VF (@) (121)
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Proof. According to Equation (35), the update at (k — 1)-th iteration is

ZCETZ) - .’I)E k) 1= 7mg7§ k) = <gt 0 vam <mt K— 1’ m n) vam (mt K)7BTYL m)) : (122)

To find the bound for the expected value of its second norm, the analysis is presented as follows:

]EHmE”,j) mg?l”z (123)
2
i - Zme (@B ) + Zme (=) B,...) (124)
2
k—1 / / 2
= 77Z2E gt - Egt - Z (me (win;) 1?8 ) - me (wgﬁ)?b’m,m) - VF (fﬂ% 1) + VF (ivyz)))
k=0 2
2
+n?E |[Eg, — ZVF (:Jcm )+ ZVF (=) (125)
2
o B )
S (m) (m) :
+n?E ||Eg, — VFE, (2" ) = VE, (x,7 (126)
N —
2 k=l g2
=n; (1{b<n};4b+zll;7 wﬁ)_% 1” )
k=0
k-1 2
+E |Eg, — VF (&) + VF (&) + Y (VFm (mﬁ”;)) Y VE, (az,ﬁ”,? 1)) (127)
k=0 2
<l{b<n} T Z ‘ grg) - ﬂﬂg? 1H )
+ 307 - E|[Eg — VF &0)3 + 3¢ |VF (@ ||2+3mKZL2me ~a |, (128)
2
= 0P Lpen) 377 + 307 - EEG: — VF @05 + 307 | VF (@1)]l3
+ 307 (KL2 )Z]E‘ 2" ") le (129)

where Equation (125) is based on the variance expansion on the first term of Equation (124); Equation (128) is based on
Cauchy-Schwarz inequality.

Therefore, by summing Equation (129) for k = 1,..., K, we have

K-1 2 2
EY el -l ZEHwY;;L =0, (130)
k=0

2
g ~
S + Dlipeny gy + 307 (K + DE[EGe = VF (@) + 307 (K + 1) |[VF (20)]5

m) ||
xtk — Ty 1H2 (131)

L2 =
+3nK(KL2+b7) E‘
k=0
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Obviously, according to the setting of the local learning rate in the description above, the inequality 3n? K (K L2+ b, < %
holds. Therefore, we can easily obtain the bound for the sum of the second norm of every iteration’s difference, which is
consistent with Equation (121). O

E.2. Proofs for Non-convex Objectives
The following lemma provides a recursive expression on EF' (&;41) — F (&) for time-varying probability settings.

Lemma E.3. Suppose that Assumption 4.1, 4.2 and 4.3 hold, and the time-varying probability sequence {p, € (0,1)};>0.
VO /K

Let the local updates K > 1, and the local learning rate n; < min (2\[KL 2VAL. ) With the model training using

FedAMD, the recursive function between F (Z141) and F (&) in expected form is

- . NI A - 1 LY\ . -
BF (B1s1) - F (@) < =225 (1= (o)) IVF @) - (5 = 5 ) e = a0l

0.2

+anak (1= 00" BB, — VF @) +3nnk (1= 00") Loeny 35 (132

Proof. According to Lemma D.1, we have:
EF (T¢11) — F (@) (133)

775771K 2 1 Ly, . -2
< — F — — _
— ||V ( )”2 (2773an 2) Hmt+1 wt“Q

~ 2

When |Ax;| = 0, the probability will be (1 — ¢)“, and when |Az;| # 0, the probability will be 1 — (1 — ¢q)“. Next, we
find the bound for the third term of Equation (134), i.e., E ||Ax; — m KV F (&:) ||§ By Lemma B.1, we have the following

derivation:

E Az, -y KVF (it)lli (135)

() Im KV F (&) (136)

y

+ () K|V (&) (137)

B (m) NS
(1 pt Z E HA:B mKVF (&) , +

M
:(1—(pt)A)% <EHAm(’") EAm(m)H +1EHIEAQ:("” mKVF (%)

where Equation (137) follows variance equation. To find the bound for Equation (137), we first analyze its first term, i.e.,

2
E HASIJEm) — EAz{™ H2 According to Section C, we have:

2

E HA;:;?’” - EAw§m>H2 (138)

K—-1 2

2 2 (M) _ o (m)
< 27 K°E || — Egell; + 207 o |6k —a:m_le (139)
k:O

<om?K2 (14 2n? 21 124K2 E|Eg — VE ()% + [|[VF (24)|]? 140
un 20, {b<n}Mb+ Ul IEg: — (@)ll5 +IVE (205 (140)

where Equation (140) follows Lemma E.2. According to the local learning rate setting in the description, we have

2 2
EHAiL‘tm) —EAwtm)Hz < 4nPK? - 1{b<n}% (141)
L2 - -
+ 120t K22 (B [Bg — VF (@) + [ VF (20)]13) (142)
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After finding the bound for the first term of Equation (137), we now give the bound for its second term, i.e.,

2
E HEME”‘) —pKVE (it)HQ.

2
E HEAw§’”> — KVF (it)H2 (143)
K—-1 k 2
=B |k (B — VF @) +m Y. > (VEn (27)) - VEn (217, (144)
k=0 K=0 9
K-1 k 2
< 22K |Eg, — VF (2)]% + 277? > (VE (1)) = VB (27,)) (145)
=0 k=0 2
) -1 k 2
< KR g~ VF @)+ 2K S 3k [EAREE R (146)
k=0 k=
2
< WP K7E g, — VF (@) + 27 K= e Z |2 — il (147)
< oK LA 1{b<"}Mb + 207 K2 (14 307 K2L*) E |Eg, — VF (2,)|3 + 60t K*L? |VF (2,)| (148)

where Equation (145) follows (a + 8)? < 2a2 + 23%; Equation (146) follows Cauchy—Schwarz inequality and Assumption
4.1; Equation (148) is based on Lemma E.2. Then, according to the setting for the local learning rate in the description
above, we can further simplify Equation (148):

2 2
E[EA{™ - nKVF @)|| <2 K*L?  Lpeny 177 + 40P K E|Eg — VF (20)]3

+6n K L2 |VF (24)] (149)
Plugging Equation (142) and Equation (149) back to Equation (137), we can primarily obtain the inequality below:
2

EllAw, — mKVF @)} < 20762 (1= (0)*) 2+ 0 K212) Ly 2y

+aK (1-pt Y (1+ 0% ) BlEg - v @0l

2
+ 60/ K (1= (p)") (2L L2> IVE @0l (150)
+ () PRIV E (&) (151)

With the setting described in the Lemma, we have:

0.2

1 -
+ 8 K* ( (pt)A) E|(|Bg, — VF ()13

E|A@, — mKVF (&)} < 6n2K* (1 - (p)*)

2
+ 61 K2< (r t)“‘) <250 +K2L2) IVE (z:)]5 (152)
+ () 0P K2 [V F ()] (153)

Therefore, according to the upper bound analyzed in the previous inequalities, Equation (134) can be reformulated as

EF (@e41) — F (2:) (154)

nsm K A > (2L 272 ~ V12 1 LY. ~ 12
<< PUE (1 0) (- o (557 4 1002) ) I9F @013 - (5o — 5 ) s = &l
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0.2

+ ok (1= (p)" ) E[Ege — VF @015+ 3namK (1= ()" ) Lpeny 177 (155)

We can obtain the desired conclusion through the setting in the description above. O

Theorem E.4. Suppose that Assumption 4.1, 4.2 and 4.3 hold. Let the local updates K > 1, and the local learning rate n;

-1 : NOYES
and the global learning rate ns be nsm; = (1 + 2M 1-— pA> , where 1; < min (2fKL 4\[/L ) Therefore, the

convergence rate of FedAMD for non-convex ob]ectlves should be

1 M o?
F < Loy —— 1
IV @l =0 (T <1 T APW>> +O< {b<"}Mb> (150

where we treat F'(Zo) — Fi and L as constants.

Proof. With Lemma E.1 and Lemma E.3, we can find the following recursive function under the constant probability
settings:

dnemK (1 —p*) M

EF (Z¢41) + Ap E||Egis1 — VEF (Ze11) | (157)
<ep @) + PP Mg s op o - () 9 @l
- (gnjnx o (jxp_ v Mﬁfgﬁ) E &1 — &3
2
+ 3K (1= p*) Lpcny 7 (158)
Since nsn = % (1 + 3 M m)_l, we have:
F. <EF (#r) < EF (@7) + —1mK (/11p_ P My IEGr — VF (&1)|2 (159)
<EF(zr-1)+ neml (,Allp v M]E |Egr_1 — VF (&r_1)|3
- nSZlK (1=p*) IVF @r-1)3 + 3nemK (1 - p*) 1{b<n};72b (160)
< P (@) + 2K (jlp POM 5, - 9P @)l
RSt Z IVF (&)3 + 30 KT (1 - p*) 1{b<n}]% (161)

According to Lemma E.1, |Ego — VF (Zo) ||§ = 0. Therefore, based on the derivation above, we can attain the following
inequality:

4(F(&0) — F.) o2
T Z IVE @) < o= Zr Ty 3He<n 375 (162)

By using the settings of the local learning rate and the global learning rate in the description, we can obtain the desired
result. -
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E.3. Proofs for PL Condition
Theorem E.5. Suppose that Assumption 4.1, 4.2, 4.3 and 4.10 hold. Let the local updates K > 1, and the local learning

" o YT,

rate n; and the global learning rate 1 be 1sm; = min <J\1Ku(1—p“‘)’ KL(1+1%L) > where 1; < min (2\/6KL’ A3,
nwAp

Therefore, the convergence rate of FedAMD for PL condition should be

T
1 Ap 1
EF (&7) — F, < |1—=pK (1 — p?) mi F (&0) — F,
(@7) = oM (1—p")min MKu(1—pA) 1 (1—1—16ML) (F (Zo) )
wAp
1 o2
—-1 — 163
+0 (/J {b<n} Mb> ( )

Proof. With Lemma E.3, we have the recursive function on the time-varying probability settings under PL condition:

EF (Z141) — F (24) (164)
< -2UE (1 ) I9F @l - (5 — 5 ) e - @l
+ana (1= (0" EIEG — VP @13+ 3n (1 (") ey 2 (165)
< - (1= ") (7 @0 - P - (e — 5 ) N — @l
tanank (1= 0") B8 - TF @013 + 3 (1- 00) Lo 2 (166)
According to the description, we consider the probability p; = p and have:
EF (1) — F. (167)
< (1225 (1= 3)) (P @) - P - (e = ) e - il
+dnaK (1 - p*)E|Eg — VF (&) + 3nm K (1—p?) 1{b<n};72,) (168)
Since nsn; < W, we have:
BF (5111) = Fo 4 B [Bier = VF ()} (169)
< (1-2225 o)) (P (@) - 2+ BB - VF @IE)
- (277;75K - g - ii\éﬁ) &4 41 — &el3 + 3nem K (1 —p*) 1{b<n}% (170)
According to the description nsn; < W%L), we have:
EF (Z441) — F. <EF (Z441) — F. + %E IEdis1 — VF (&011)|2 (171)

K - 8 - - o?
< (1 s ¢! pA)) (F (&) = F.+ B [Bg — VF (mt>||§> 30K (1-p") Locny gy (172)

t+1
(1= o) r @0 - F)

2

K ' o
+ (1+...+ (1 _ % (1 —pA)> ) 3nsm K (1 —pA) 1{b<”}m (173)
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2

s K o 6 o
s A -

By using the settings of the local learning rate and the global learning rate in the description, we can obtain the desired
result. -
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F. Additional Experiments

In the main text, we have analyzed some experimental results in Section 5. In this part, we conduct more thorough
experiments by setting different numbers of local updates and different secondary mini-batch sizes.

F.1. Detailed Experimental Setup

Training on Fashion MNIST. In Section 5, the experiment conducts on Fashion MNIST (Xiao et al., 2017), an image
classification task to categorize a 28 x28 greyscale image into 10 labels (including T-shirt/top, Trouser, Pullover, Dress,
Coat, Sandal, Shirt, Sneaker, Bag, Ankle boot). In the training dataset, each class owns 6K samples. Then, we follow the
setting of (Konec¢ny et al., 2016; Li et al., 2019) and partition the dataset into 100 clients (M = 100) such that each client
holds two classes with a total of 600 samples. By this means, we simulate the heterogeneous data setting. To obtain a
recognizable model on the images in the test dataset, we utilize a convolutional neural network structure LeNet-5 (LeCun
et al., 1989; 2015). Below comprehensively presents the structure of LeNet-5 on Fashion MNIST:

Table 3. Details for LeNet-5 on Fashion-MNIST.

Layer Output Shape Trainable Parameters  Activation Hyperparameters
Input (1, 28, 28) 0
Conv2d (6,24, 24) 156 ReLU kernel size=5
MaxPool2d (6,12, 12) 0 kernel size=2
Conv2d (16, 8, 8) 2416 RelLU kernel size=5
MaxPool2d (16,4, 4) 0 kernel size=2
Flatten 256 0
Dense 120 30840 ReLU
Dense 84 10164 ReLU
Dense 10 850 softmax

Training on EMNIST digits. In addition to Fashion MNIST, we utilize one more dataset EMNIST (Cohen et al., 2017)
digits to further assess our approach efficiency. This task is to recognize 10 handwritten digits with a total of 240K training
samples and 40K test samples. Similar to Fashion MNIST, we equally disjoint the dataset into 100 clients (M = 100), and
each client possesses two classes. The model is trained with a 2-layer MLP (Yue et al., 2022), i.e.,

Table 4. Details for 2-layer MLP on EMNIST digits.
Layer  Output Shape Trainable Parameters Activation Hyperparameters

Input (1, 28, 28) 0
Flatten 784 0

Dense 100 78500 RelLU
Dense 10 1010 softmax

Validation metrics. The training loss is calculated by the clients who perform local SGD on the average loss of all
iterations. As for the test accuracy, the server utilizes the entire test dataset after the global model updates. The gradient
complexity is the sum of all samples used for gradient calculation by all clients throughout the training. The communication
overhead is measured by the transmission between the server and the clients.

Miscellaneous. Our simulation experiment runs on Ubuntu 18.04 with Intel(R) Xeon(R) Gold 6254 CPU, NVIDIA RTX
A6000 GPU, and CUDA 11.2. Our code is implemented using Python and PyTorch v.1.12.1. Clients are picked randomly
and uniformly, without replacement in one round but with replacement in subsequent rounds. For each baseline, the local
learning ();) rate picks the best one from the set {0.1,0.03,0.02,0.01,0.008,0.005}, while the global learning rate () is
selected from the set {1.0,0.8,0.1}. Without the annotation, we implicitly assume Fashion MNIST follows these settings:
small minibatch size b’ = 64, large minibatch size b = full, and the number of local updates K = 10. As for EMNIST, we
suppose the anchor nodes utilize the entire dataset for the caching gradient, i.e., b = full, and the number of participants in
each round is 20, i.e., A = 20. Besides, to make BVR-L-SGD (Murata & Suzuki, 2021) compatible with partial participation
in FL training, we only use sampled clients to compute the full gradients of local objectives instead of using all clients.
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F.2. More Numerical Results on Fashion MNIST

In addition to the empirical results in Section 5, we evaluate the performance of FedAMD by using different large minibatch
b settings. Then, considering the number of local updates K, we assess the performance of the algorithm under various
probability settings and compare it with other baselines.

F.2.1. COMPARISON AMONG VARIOUS HYPER-PARAMETER SETTINGS

The setting of large mini-batch b. Figure 2 — 4 depict the performance of FedAMD under constant probability p = 0.9,
optimal constant probability, and optimal sequential probability, respectively, when the algorithm uses different bs. Overall,
b = full always outperform b = 256 and b = 64. Although there is no distinct difference between b = 256 and b = 64 in
terms of final test accuracy and training loss, b = 256 is easier to attain a lower training loss during the training.

ow
o
ow
o
ow
o

~1
o
~1
o
~1
o

v
o
v
o

U
o
Test Accuracy (%)
(<))
o

Test Accuracy (%)
a

Test Accuracy (%)
(<))
o

-y
o
-y
o
-y
o

100 200 300 400 100 200 300 400 100 200 300 400

Communication Round(s) Communication Round(s) Communication Round(s)
(a) 20 clients (b) 40 clients (c) 100 clients
2.5 2.5 2.5
\ —+— b=full " —— b=full ™ —+— b=ful
2.0 —— b=256 2,04/ —— b=256 2.01 % —— b=256

A

> —=— b=64
\\.i'_\

—=— b=64

-
o
=
o

Training Loss
=
(%]
=
o

Training Loss
=
w
Training Loss
=
(%]

0.5 0.5 0.5
100 200 300 400 100 200 300 400 100 200 300 400
Communication Round(s) Communication Round(s) Communication Round(s)
(d) 20 clients (e) 40 clients (f) 100 clients

Figure 2. Comparison of test accuracy and training loss against the communication rounds for FedAMD with constant p = 0.9.

Number of local updates K. Figure 5 — 7 present the performance of FedAMD under the setting of K = 10, K = 20,
and K = 5, respectively. In Section 5, we present the results under K = 10 (Figure 5), which manifests that: (I) The setting
{0,1} is the most efficient performance under the sequential probability setting; (IT) The setting near the optimal probability
can attain the best result under the constant probability settings. In this part, we verify whether these two statements still
hold in two more examples. As for K = 20 and K = 5, it can provide the best performance when the constant probability
is set to be near the theoretical optimal one. However, statement (I) does not always hold in both settings. Specifically, when
all clients participate in the training, {0, 0, 1} even outperforms {0, 1}. A possible reason is that {0, 0, 1} has more rounds
to update the global model while the caching gradient does not significantly change compared to the situation running for
one more round.

F.2.2. COMPARISON AMONG VARIOUS BASELINES

In Section 5, we present the comparison in a tabular format. Then, in this part, we visualize the training progress as well as
introduce more results under different K's with the help of Figures 8, 9, and 10. In specific, Figure 9a — 9f are summarized
into Table 2, while the rest explore the efficiency of FedAMD under more scenarios. As described in Table 2 and the first six
figures, when K = 10, the conclusions we can draw include: (I) the final test accuracy of FedAMD exceeds that of the
baselines; (II) FedAMD is able to attain an accurate model with less communication and computation consumption. Next,
we evaluate the performance of FedAMD when K = 20 and K = 5.

* K = 20 (Figure 10a — 10f): In this case, the gradient computation of a miner is around twice as that of an anchor.
Therefore, FedAMD may consume less computation overhead than FedAvg and SCAFFOLD. In terms of final test
accuracy, these baselines achieve similar results in all cases, while FedAMD achieves the performance with less
computation overhead.
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Figure 3. Comparison of test accuracy and training loss against the communication rounds for Fed AMD with optimal constant probability
P-

* K =5 (Figure 8a - 8f): FedAMD eventually achieves the best accuracy compared to the existing works. Additionally,
we can obtain a well-performed model with less computational consumption. These two phenomena are in support of the
statements mentioned above.

F.3. Numerical Results on EMNIST digits
In this section, Figure 11 analyzes our algorithm with one more dataset, i.e., EMNIST. In the first three figures, we evaluate
different probability settings. As for the rest of the figures, we compare FedAMD with other baselines.

With regards to different probability settings (Figure 11a — 11c), we are still able to draw two conclusions as stated in
Appendix F.2.1. As for the comparison among different algorithms, our proposed algorithm is able to outperform the
state-of-the-art works when we take the test accuracy and the computation overhead into joint consideration.
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Figure 4. Comparison of test accuracy and training loss against the communication rounds for FedAMD with sequential {0, 1}.
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Figure 6. Comparison of different probability settings using training loss and test accuracy against the communication rounds for FedAMD
by setting K = 20.
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Figure 7. Comparison of different probability settings using training loss and test accuracy against the communication rounds for FedAMD
by setting K = 5.
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Figure 8. Comparison of different algorithms using test accuracy against the communication rounds and training loss against gradient
complexity when the number of local iterations is 5 (K = 5).

80 = 80
g E’?G E’?G
[} [} [}
o £ A e
2 2 60 2 60
< < 50 < 50
e e 1 e
kd kd kd
401 401
100 200 300 400 100 200 300 400 100 200 300 400
Communication Round(s) Communication Round(s) Communication Round(s)
(a) 20 clients (K = 10) (b) 40 clients (K = 10) (c) 100 clients (K = 10)
2.5 25 2.5
\/ —+— BVALSGD —+— BVALSGD —+— BVALSGD
—#— FedAMD (constant) —#— FedAMD (constant) —=— FedAMD (constant)
2.0 —=— FedAMD (sequential) 2.0 —=— FedAMD [sequential) 2.0 —a— FedAMD [sequential)
ﬁ —— FedPAGE ﬁ —— FedPAGE ﬁ —— FedPAGE
15 —— Fedivg 415 —— Fedivg 215 —— Feddug
o —+— SCAFFOLD o —+— SCAFFOLD = —&— SCAFFOLD
£ : £ £
E 10 F10 FL0
= = =
-y
0.5 0.5 0.5 =
0 50 100 150 200 0 100 200 300 0 200 400 600
Gradient Complexity (x10°) Gradient Complexity (x10°) Gradient Complexity (x10%)
(d) 20 clients (K = 10) (e) 40 clients (K = 10) (f) 100 clients (K = 10)

Figure 9. Comparison of different algorithms using test accuracy against the communication rounds and training loss against gradient
complexity when the number of local iterations is 10 (K = 10).
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Figure 10. Comparison of different algorithms using test accuracy against the communication rounds and training loss against gradient
complexity when the number of local iterations is 20 (K = 20).
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Figure 11. Comparison of different baselines and probability settings using test accuracy against communication rounds and gradient
complexity, respectively.
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