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Abstract

Deep neural networks provide excellent performance for inverse problems such as denoising.
However, neural networks can be sensitive to adversarial or worst-case perturbations. This raises
the question of whether such networks can be trained efficiently to be worst-case robust. In this
paper, we investigate whether jittering, a simple regularization technique that adds isotropic
Gaussian noise during training, is effective for learning worst-case robust estimators for inverse
problems. While well studied for prediction in classification tasks, the effectiveness of jittering
for inverse problems has not been systematically investigated. In this paper, we present a novel
analytical characterization of the optimal f5-worst-case robust estimator for linear denoising
and show that jittering yields optimal robust denoisers. Furthermore, we examine jittering
empirically via training deep neural networks (U-nets) for natural image denoising, deconvolution,
and accelerated magnetic resonance imaging (MRI). The results show that jittering significantly
enhances the worst-case robustness, but can be suboptimal for inverse problems beyond denoising.
Moreover, our results imply that training on real data which often contains slight noise is
somewhat robustness enhancing.

1 Introduction

Deep neural networks achieve state-of-the-art performance for image reconstruction tasks including
compressive sensing, super-resolution, and denoising. Due to their excellent performance, deep
networks are now used in a variety of imaging technologies, for example in MRI and CT. However,
concerns have been voiced that neural networks can be sensitive to worst-case or adversarial
perturbations. Those concerns are fuelled by neural networks being sensitive to small, adversarially
selected perturbations for prediction tasks such as image classification | ].

Recent empirical work for image reconstruction tasks | ; : ; ]
found that worst-case perturbations can have a significantly larger effect on the image quality than
random perturbations. This sensitivity to worst-case perturbations is not unique to neural networks,
classical imaging methods are similarly sensitive | .

This raises the question of whether networks can be designed or trained to be worst-case robust.
A successful method proposed in the context of classification is adversarial training, which optimizes
a robust or adversarial loss during training | ]. However, the robust loss requires finding
worst-case perturbations during training which is difficult and computationally expensive.

In this work, we study jittering, a simple regularization technique that adds noise during training
as a robustness-enhancing technique for inverse problems. It is long known that adding noise during
training has regularizing effect and can be beneficial for generalization [ ; ; ].
Prior work also studied adding noise for enhancing adversarial robustness for classification | ;
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Figure 1: Jittering yields worst-case robust reconstruction methods. The plots show the
pixel-wise robust risks R./n of models trained to minimize the robust risk R, and jittering risk J,,,,
respectively, with suitable choices of jittering levels o, (¢). The shaded areas are 66% confidence
intervals. Left panel is for subspace denoising where jittering and robust training are provably
equivalent, the panels from second left to right are for image reconstruction problems with the
U-net, where jittering is particularly effective for denoising.

; |. However, jittering has not been systematically studied as a robustness enhancing
technique for training robust networks for inverse problems.
We consider the following signal reconstruction problem. Let f: R™ — R"™ be an estimator
(a neural network in practice) for a signal (often an image) x € R™ based on the measurement
y = Ax+z € R™, where A is a measurement matrix and z is random noise. We want to learn an
estimator that has small robust risk defined as

Re(f) = E(xy) | max [|f(y +e) —x|3]| . (1)

llell<e

The robust risk is the expected worst-case error with respect to a £o-perturbation of norm at most €
of f measured with the mean-squared error.

Theoretical results. We start with Gaussian denoising of a signal lying in a subspace, and first
characterize the optimal linear robust denoiser, i.e., the estimator that minimizes the robust risk
R.(f). While the resulting estimator is quite intuitive, proving optimality is fairly involved and
relies on interesting applications of Jensen’s inequality.

Second, we show that the optimal linear robust estimator minimizes the Jittering-risk

Jou(F) = By |10 +w) = ]3] (2)

where w ~ N(0, 02 1) is Gaussian jittering noise with noise variance o2, that depends on the desired
robustness level e. This finding implies that instead of performing robust training via minimizing an
empirical version of robust risk, we can train a denoiser via jittering, i.e., injecting Gaussian noise
during training, at least for denoising a signal lying in a subspace. Figure 1, left panel, demonstrates



the equivalence of training via minimizing a jittering risk and robust training numerically for the
subspace model. It is evident that both methods of training yield an equally robust estimator.

Moreover, we discuss extensions of our theory for linear inverse problems y = Ax + z and find
that jittering can result in slightly suboptimal worst-case estimators for some classes of forward
operators.

Empirical results for real-world denoising, deconvolution and compressive sensing.
Jittering is also effective for learning robust neural network estimators for solving inverse problems
in practice. Figure 1, second from left to right, depicts the worst-case risk achieved by training a
U-net model for denoising, compressive sensing, and deconvolution, with standard training (blue),
with jittering (purple), and with adversarial training (orange). For denoising, we see that jittering
is as effective for obtaining a worst-case robust estimator as adversarial training, as suggested by
theory. For compressive sensing and deconvolution, we find that jittering can be suboptimal beyond
denoising, but is still effective for enhancing robustness.

Those findings make jittering a potentially attractive method for learning robust estimators in
the context of inverse problems, since jittering can also be implemented easily and needs far less
computational resources than adversarial training. Moreover, those findings imply that training on
real data which often contains slight noise is somewhat robustness enhancing.

2 Related work

Empirical investigation of worst-case robustness for imaging. Several works investigated
the sensitivity of neural networks for image reconstruction tasks to adversarial perturbations,
for limited angle tomography | |, MRI and CT | ; ; |, and image-to-
image tasks (colorization, deblurring, denoising, and super-resolution) [ ; ; ].
Collectively, those works show that neural networks for imaging problems are significantly more
sensitive to adversarial perturbations than to random perturbations, as expected. The effect of
adversarial fo-perturbations measured in mean-squared-error is roughly proportional to the energy
of the perturbations in most of those problems, demonstrating that up to a constant (that might be
large) neural networks can be relatively stable for imaging tasks. Classical reconstruction methods,
in particular ¢;-regularized least-squares, are similarly sensitive to adversarial perturbations | ].

Learning robust methods with robust optimization. To learn robust classifiers, Madry et al.
[ | proposed to minimize a robust loss and to find worst-case perturbation during training
with projected gradient descent. Adversarial training can be effective for learning robust methods,
but is computationally expensive due to the cost of finding adversarial perturbations. A variety of
heuristics exist to lower the computational cost of robust training for neural networks. For example,
Raj et al. | | consider a compressive sensing reconstruction problem and propose to generate
adversarial perturbations for training with an auxiliary network instead of solving a maximization
problem. As another example, Wong et al. | | considers adversarial training of classifiers
and propose to calculate adversarial perturbations during training by first randomly perturbing the
initial point and then applying a single step of projected gradient descent.



Jittering for enhancing robustness in inverse problems. The literature is somewhat split on
whether jittering is effective for enhancing worst-case robustness for imaging. Genzel et al. [ ]
suggested that jittering can enhance worst-case robustness. Contrary, Gandikota et al. | ]
consider the robustness to {.-perturbations for neural-network based deblurring and observed
that the DeepWiener architecture, trained with Jittering at constant noise levels, is sensitive to
adversarial perturbations.

Robustness for inverse problems versus robustness for classification problems. Robust-
ness in general and adding noise during training in particular, has been intensively studied in the
classification setting. However, inverse problems and classification/prediction problems are very
different. Adversarial robustness for classifiers is defined as the (average) minimal distance to the
decision boundary, and random noise robustness as the minimal noise strength (for example the
radius of Gaussian noise sphere) such that one likely crosses the decision boundary | ]. For
inverse problems, there is no notion of a decision boundary. Therefore, results and intuitions from
classification, which are often based on geometric insights on distances to surfaces (see for example
Fawzi et al. | | and Shafahi et al. | |) do not apply to inverse problems.

Jittering for enhancing robustness in classification. Prior work in classification considered
Gaussian data augmentation or adding Gaussian noise during training (which is conceptually very
similar to jittering) as an robustness-enhancing technique and found that adding noise enhances
adversarial robustness, but reported mixed results on its effectiveness. Fawzi et al. | | proved
for linear classifiers that adding Gaussian noise during training increases adversarial robustness,
and Gilmer et al. | | demonstrated that empirically adding Gaussian noise during training
also increases adversarial robustness for neural networks in the context of classification. Rusak
et al. | ] also found Gaussian noise addition beneficial for corruption robustness (including
noise, compression and weather artifacts). Furthermore, Kannan et al. | | and Zantedeschi
et al. | | considered adding Gaussian noise during training together with other regularization
methods and report that adding noise at a fixed noise level alone yields a noticeable increase in
robustness. Contrary, Carlini and Wagner | ] reevaluated the methods proposed by Zantedeschi
et al. | | and reported that the robustness gains are small compared to adversarial training.

Randomized smoothing. Randomized smoothing is a very successful technique for obtaining
robust classifiers [ ; |, and is based on constructing a smoothened classifier from a base
classifier by averaging the base classifier’s outputs under Gaussian noise perturbation. The smoothed
classifier is provably robust within a specified radii, without making any restrictions on the base
classifier. Despite similarities at first sight, randomized smoothing considers surrogate smoothed
models, whereas jittering is a training technique (see the appendix on a detailed discussion).

3 Theory for robust reconstruction of a signal lying in a subspace

In this section, we characterize the optimal robust estimator for denoising a signal in a subspace.
While the resulting estimator is quite intuitive, proving optimality is fairly involved and relies on
interesting applications of Jensen’s inequality. We then show that the optimal robust estimator is
also the unique minimizer of the jittering loss. Finally, we conjecture a precise characterization of



optimal estimators for linear inverse problems beyond denoising, and show that jittering can result
in suboptimal estimators for linear inverse problems beyond denoising.

3.1 Problem setup

We consider a signal reconstruction problem, where the goal is to estimate a signal x based on
a noisy measurement y = Ax + z, where z ~ N (0,021/ml) is Gaussian noise and A € R™*" a
measurement or forward operator. The random noise is scaled so that the expected noise energy is
E [Hz”%} = 2. The random noise is denoted by z, to distinguish it from the adversarial noise or

worst-case error, denoted by e. We assume that the signal is (approximately) chosen uniformly from
the intersection of a sphere and a subspace. Specifically, the signal is generated as x = Uc, where

c ~ N(0,0%1/dl) is Gaussian and U € R"*¢ is an orthonormal basis for a d-dimensional subspace
2

c*

of R™. The expected signal energy is E [HXHg} =0

We consider a linear estimator of the form f(y) = Hy for estimating the signal from the
measurement. For the standard reconstruction problem of estimating the signal x from the
measurement y, performance is often measured in terms of the expected least-squared error. We
are interested in robust reconstruction and consider the expected worst-case reconstruction error
with respect to an fs-perturbation, defined in equation (1), and given by

Re(f) = Epy) [max IH(y + e) — x|

lleflo<e

For e = 0, the robust risk reduces to the standard expected mean-squared error.

3.2 Denoising

We start with denoising where the forward map is the identity, i.e., A = 1. The following theorem
characterizes the optimal worst-case robust denoiser.

Theorem 1. For d — oo, the optimal worst-case estimator, i.e., the estimator minimizing the worst-
case risk R.(f) amongst all estimators of the form f(y) = Hy with H symmetric is H = o UU7,

where
9 €0cOz1/ %
C

Tc — 2 2d_ 2
\/OE+0oZ—~—€ .
o= 5 an if o2 > €
oz + (o4
0 else.

The worst-case optimal estimator projects onto the signal subspace, and then shrinks towards
zero, by a factor determined by the noise variance o2 and the worst-case noise energy €2. We
consider the asymptotic setup where d — oo only for expositional convenience; our proof shows that
the estimator in the theorem is also near optimal for finite d.

To understand the implications of the theorem, let us first consider the case where the worst-case

perturbation is zero. Then, the optimal estimator simply projects on the signal-subspace and shrinks
2
TEroTE

towards zero, by a factor of a = The larger the noise, the more shrinkage.
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Figure 2: Robust reconstruction of signals lying in a subspace. The left panel shows the
scaling factor a of the optimal robust denoiser according to Theorem 1 at noise levels o,+/d/n €
{0,0.4,1.2} and signal energy o2 = 1. The right panel depicts the robust risks of standard training
and jittering as well as the optimal robust risk for an inverse problem beyond denoising, with the
details stated in subsection 3.3.

Next, consider the most interesting regime, where non-zero adversarial noise is present. If the
adversarial noise energy is larger than the signal energy, the estimator projects onto zero. However,
this is an extreme regime since the adversarial noise can cancel the signal, and no good estimate of
the signal can be achieved.

For the more practical regime where the adversarial noise energy is smaller than the signal
energy, the theorem states that the optimal estimator projects onto the signal-subspace and shrinks
towards zero—just like the optimal estimator for the noise-free case—but this time by a factor «,
that decreases in the adversarial noise energy €2.

The proof of Theoreom 1 is in the appendix. Note that for estimator H = aUU”, a worst-case
perturbation can be computed in closed form for a fixed y and x: a worst-case perturbation is

the vector that points into the direction of the signal plus noise lying in the signal subspace, i.e.,
e — Ue (1—a)c+aUTz
T T lA—a)etalUTz],
closed form, which makes proving optimality quite challenging. Our proof relies on a characterization
of the inner maximization problem as the solution to an optimization problem in one variable, and

several unusual applications of Jensen’s inequality.

. However, for a general estimator H, the perturbation can not be written in

3.2.1 Robust denoisers via jittering

An important consequence of the characterization of the worst-case optimal estimator in Theorem 1
is that, at least for the linear setup considered in this section, a worst-case optimal estimator can be
obtained by regularization with jittering.

Recall from the introduction that regularization via jittering simply adds Gaussian noise
w ~ N(0,021) to the measurement during training. The jittering risk (2) of the estimator

f(y) = Hy for denoising is J;,, (f) = Exy)w [Hf(y +w) — ng} Choosing the variance of the
jittering noise level accordingly as a function of the desired robustness level e yields an optimal
worst-case robust estimator by minimizing the jittering loss, as formalized by the following corollary
of Theorem 1.



Corollary 1. For €2 < o2, the symmetric linear estimator f(y) = Hy that minimizes the jit-
tering risk Jy, with noise level chosen as a function of the desired noise level € as oy,(€) =

d d d
\/620§n+0z \/che 02—e24022

Y ~ also minimizes the worst-case risk R..
d(gc —€ )

Hence, if we aim for a robustness level € < o, we can simply apply training via Jittering instead
of adversarial training by choosing the Jittering noise level using the explicit formula for the jittering
noise level oy, (€) in corollary 1.

Figure 1, left panel, shows the results of numerical simulation for adversarial training and
jittering. In the implementation we treat the linear reconstructions as neural networks with a single
layer without bias and perform adversarial training and jittering for each perturbation level. The
simulations show that the robust risk performance of the models are identical, as predicted by the
theory. Details on how adversarial training is performed are in Section 4.

3.2.2 Robustness accuracy trade-off

Another consequence of Theorem 1 is an explicit robustness-accuracy trade-off: increased worst-case
robustness comes at a loss of accuracy. In the practically relevant regime of 0 < €2 < o2 the standard
2d
the optimal standard error for ¢ = 0 and is strictly monotonically increz;lsing in €, hence showing the
loss of accuracy when increasing robustness. Robustness-accuracy tradeoffs can also be observed in
other machine learning settings, for classification and regression settings, see for example | .
For linear inverse problems with applications in control, robustness accuracy-tradeoffs were recently
characterized by Lee et al. | | and Javanmard et al. | ]

risk of the optimal worst-case estimator fo () is Ro(fa(e) = 0 . This expression yields

3.3 General linear inverse problems

In the previous section, we characterized the optimal worst-case robust estimator and found that
jittering yields optimal robust denoisers. In this section, we derive a conjecture for the worst-case
optimal robust estimator for more general linear inverse problems of reconstructing a signal x from
a measurement y = Ax + z, with a forward operator A (with A # I in general), and show that this
estimator is in general not equal to the estimator obtained with jittering, thus jittering is in general
sub-optimal.

Optimal robust estimator. Let AU = WTAV be the singular value decomposition of the
matrix AU with singular values \;. As formalized by Lemma 1 of the appendix, the robust-risk (1)
of the estimator f can be written as an expectation involving a minimization problem over a single
variable (instead of a maximization over an n-dimensional variable, as in the original definition):

1
R(H) = Ey | min A’ + v (I - XHHT)—lv , v=(HA -T)x + Hz. (3)
A>0o;

Here, o; are the singular values of the matrix H. In order to find the optimal robust estimator we
wish to solve the optimization problem arg ming R.(H). The difficulty in solving this optimization
problem is that we can’t solve the minimization problem within the expectation (3) in closed form.
In order to prove Theorem 1 for denoising (i.e., for A = I) we derived an upper and a matching



lower bound of the risks using several unusual applications of Jensen’s inequality. The proof does
not generalize in a straightforward manner to the more general case where A # I. However, for
large d, the random variable v (I — %HHT)*lv concentrates around it’s expectation, and thus we
conjecture that for large d, we can exchange expectation and minimization, which yields:

R.(H) = min \é? + E, [vT(I — %HHT)_IV . (4)

)\202.2

The expectation in the risk expression (4) can be explicitly computed, which yields the following
conjecture for the worst-case optimal estimator:

Conjecture 1. For d — oo the optimal worst-case estimator, i.e., the estimator minimizing the
worst-case risk Re(f) amongst all estimators of the form f(y) = Hy is H = UV diag(c;)W* with

_LEM d Aol 14N d ) o2 Q_A
2\ m2\; o2 2 m2\; o2 ’

0
if \i #0 and o; = 0 otherwise. Here, the parameter X\ is a solution of:

d 2
1 — A2 g2 2 14 M2 52 2 4
L-Wa? Ao +\/(+zac+m> el

. 2
argmmkzok+; 2 d 2m 2 d ' 2m

The optimization problem involved is convex and box-constrained and can thus be solved
numerically. Besides the argument above, we confirmed our conjecture with numerical simulations.

Optimal jittering estimator. Unlike for denoising, for general inverse problems, the jittering-
risk minimizing estimator is in general not equal to the optimal worst-case estimator, but the two
estimators are often close. The optimal estimator minimizing the jittering risk is given as (see
Appendix C):

o2\
H;(0,) = UVdiag ¢ w7, 5
(@) (ag,\3+a§$+a§vd (5)

where as before AU = WTAV is the singular value decomposition with singular values )\;. While
the estimator (5) has the same form as the worst-case optimal estimator in Conjecture 1, the
diagonal matrix in the two estimators is in general slightly different.

Numerical Simulation. The worst-case sub-optimality of the jittering-risk optimal estimator (5)
depends on the singular values of the matrix AU; if they are equal the jittering-risk estimator is
optimal, and if they are not equal there is typically a small gap. To illustrate the gap, we consider

a forward operator A with linearly decaying singular values %, for 1 < i < n with signal energy

02 =1 and noise level o, = 0.2. We compare the (conjectured) optimal robust estimator specified
by Conjecture 1 with the optimal Jittering estimator (5) at noise level o,,, where o, is optimized
such that one obtains minimal robust risk R, at a given perturbation level €. The results in Figure 2,
right panel, show a small gap in robust risk, which implies that Jittering is suboptimal for this case.
However, simulations with varying forward operators and noise levels indicate that the gap is small
relative to the robust risk of the standard estimator. Experiments on image deconvolution using
U-Net presented in Section 4 show similar results.



4 Experiments

In this section, we train standard convolutional neural-networks with standard training, adversarial
training, and jittering for three inverse problems: denoising images, image deconvolution, and
compressive sensing, and study their robustness. We find that Jittering yields well-performing
robust denoisers at a computational cost similar to standard training, which is significantly cheaper
than adversarial training. We also find that jittering yields robust estimators for deconvolution
and compressive sensing. This indicates that training on real data which often contains slight
measurement noise is robustness enhancing.

4.1 Problem setup
We start by describing the datasets, networks, and methodology.

Natural images. We consider denoising and deconvolution of natural images, where our goal is
to reconstruct an image x € R" from a noisy measurement y = Ax + z, where z ~ N(0,021/nI)
is Gaussian noise and A a measurement matrix, which is equal to identity for denoising, and
implements a convolution for deconvolution. For deconvolution we use a 8 x 8-sized discretization of
the 2-dimensional Gaussian normal distribution with standard deviation 2. The kernel is visualized
in Figure 3 in the appendix. We obtain train and validation datasets {(x1,y1),..., (Xn,yn)} of
sizes 34k and 4k, respectively, from colorized images of size n = 128 - 128 - 3 generated by randomly
cropping and flipping ImageNet images. The methods are tested on 2k original-sized images.

Medical data. We also perform experiments on accelerated singlecoil magnetic resonance imaging
(MRI) data, where the goal is to reconstruct an image x € R™ from a noisy and subsampled
measurement in the frequency domain y = MFx + z € R?™. We use the fastMRI singlecoil knee
dataset | ], which contains the images x and fully sampled measurements (M = I). We
process it by random subsampling at acceleration factor 4 and obtain train, validation and test
datasets with approximately 31k, 3.5k and 7k slices, respectively. While perturbations are sought in
frequency domain, the inverse Fourier transform is applied to the measurements before feeding the
320 x 320 cropped and normalized images into the network.

Network architecture. We use the U-net architecture | ] since it gives excellent perfor-
mance for denoising [ | and medical image reconstruction tasks, such as computed tomogra-
phy [ | and is used as a building block for state-of-the-art methods for magnetic resonance
imaging [ ; |. For natural images, we use a U-net with 3 x 3 padded convolutions with

ReLU activation functions, 2 x 2 max-pooling layers for downscaling and transposed convolutions for
upscaling. The network has 120k parameters. For MRI reconstruction we use a U-Net architecture
similar to Zbontar et al. | ] with 3 x 3 padded convolutions, leaky ReLU activation function,
2 x 2 average pooling and transposed convolutions (480k learnable parameters). We denote the
U-Net by the parameterized mapping fg: R” — R™ in the following.

Evaluation. We evaluate networks by measuring its robustness via the empirical robust risk
defined as R.(0) = 32N, max|e,|,<e |l fo(yi + ;) — x;||3, For evaluation, the robust empirical risk is

computed over the test set. We assess the accuracy by computing the standard empirical risk RO(O).



Computing the robust empirical risk is non-trivial since it requires finding adversarial perturbations
for solving the inner maximization problem. This is explained next. We also study the computational
cost of the different methods, which we measure in terms of GPU cost and time.

Finding adversarial perturbations. To evaluate the empirical risk and for robust training,
we need to compute adversarial perturbations e = arg maxje|,<c [ fo(y +€) — x||§ We find the
perturbations by running N, projected gradient ascent steps, starting with initial perturbation
e’ = 0 and iterate

e Ae

el = Py ( Lo5f A
B(0:e) N, [[Aed;

. . 2
) , where Ael = Veijg(eJ +y)— XH2.
Here, Pp(o,¢) is the projection into the ¢2-ball B(0;e¢) of radius € around the origin. The gradient is
normalized to facilitate step size optimization with multiplier 2.5 such that the iteration can reach
and move along the boundary, as suggested by Madry et al. | .

Training methods. Standard training minimizes the standard empirical risk Ro. Adversarial
training minimizes the empirical robust risk R.. To minimize the empirical robust risk, we
approximate the inner maximization, max|e|, < || fo(y: +€) — x;||3, with || fo(¥:) — x|/, where ¥;
is the adversarially perturbed measurement computed as described above. Training via jittering
minimizes

N
Jow(0) = Ewenooz |Ilfo(yi +w) = xil3] |
=1

where the jittering level oy, is chosen depending on the desired robustness level. To approximate
the expectation we draw independent jittering noise samples w in each iteration of SGD. We treat
the jittering noise level as a hyperparameter optimized using the validation dataset (shown in the
appendix).

Throughout, we use PyTorch’s Adam optimizer with learning rate 10~3 and batch size 50 for
natural images, and 1072 and 1 for MRI data. As perturbation levels, we consider values within

the practically interesting regime of €2/E [HAXH%} < 0.3 for natural images and 0.03 for MRI data.
Note that for €2 > E |:HXH§}, Theorem 1 predicts for denoising (A = I) that the optimal robust

estimator is zero everywhere. Figure 7 in the appendix shows that for large perturbations € the
trained U-net denoiser also maps to zero.

4.2 Results

We now discuss the results of the denoising, deconvolution, and compressive sensing experiments.

Robust and standard performance. Figure 1, shows that the standard estimator is relatively
robust for Gaussian denoising and increasingly sensitive for more ill-posed problems (deconvolution
and compressive sensing). The experiments further show that jittering is effective for enhancing
robustness, in particular relative to the sensitivity of the standard estimator. Nevertheless, as
suggested by theory, we see a gap between the robust risk of adversarial training and jittering

10



Hyperparameter search Jittering level oy, (€) Standard risk

< 0.08
< 3 N
£ w g 0.6 I
L =N - et TS 0.06
4 _\/ = o-*" =
2] \/_/_/—’ = O 4 o ® =
5 02— £ & g 004
z 1 5 02 =
% \/ g | % _ /’/‘,
o= RS = 0.02 7.
O ) T T T 0 T T T T T T
0 02 04 06 0.8 0 0.1 0.2 0.3 0 0.1 02 03
Jittering level oy, e2/E {Hng} e2/E {Hng}

—— Jittering - - - Prediction Adversarial — Jittering (optimal) — Standard

Figure 3: Estimating the optimal jittering noise levels for the denoising task. The
left panel shows the results of training networks via Jittering, at noise levels o,,, and calculating
the empirical robust risk R, of each model. Each green line corresponds to robust risks at one
perturbation level. The optimal jittering noise levels are shown in the middle panel and follow
well the prediction from theory (Cor. 1, details in appendix). The jittering estimators are similarly
robust as adversarial training (Figure 1), but attain lower standard risks (right panel).

for image deconvolution and compressive sensing. For Gaussian denoising, however, Jittering is
particularly effective and yields increasingly better performing networks in terms of standard risks
for larger perturbations.

Choice of the jittering level. The results are based on choosing the jittering noise levels via
hyperparameter search for each task. Figure 3 shows the results for Gaussian denoising: It can
be seen that the choice of noise level is impotant for minimizing the robust risk. The estimated
noise levels also aligns well the theoretical prediction. Details on this and the parameter choices for
deconvolution and the compressive sensing experiments are in the appendix.

Computational complexity. We measured the GPU time until convergence and memory
utilization of the methods and present the results in the Table 1 of the appendix. Performing
adversarial training is by a factor of the projected gradient ascent steps more expensive than
standard training. Moreover, training via jittering has similar computational cost as standard
training, since it solely consists of drawing and adding Gaussian noise on the training data.

Visual reconstructions. For the linear subspace setting adversarial training and jittering are
equivalent. For Gaussian denoing with a neural network, however, they perform differently. For
larger perturbations jittering tends to yield smoother images than networks trained adversarially, as
can be seen in the example reconstructions shown in Figure 4. This effect is particularly noticeable
for the Gaussian deconvolution task. In the appendix, we show examples using smaller perturbation
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Figure 4: Example reconstructions using measurements (second column) and separately calculated
perturbed measurements (shown in appendix). The reconstructions are denoted as clean and
perturbed, respectively. The perturbation levels are ¢2/E[||Ax||3] = 0.03 for denoising, 0.003 for
compressive sensing and 0.001 for deconvolution. We can see that the standard estimator is visibly
sensitive to perturbations. Jittering yields robust estimators, but at the same time yields smoother
reconstructions.

levels. Moreover, we discuss an approximation to jittering, Jacobian regularization, which similarly
enhances robustness. It is computationally more expensive, but yields less smooth reconstructions.

5 Conclusion

In this paper, we characterized the optimal worst-case robust estimator for Gaussian subspace
denoising and found that the optimal estimator can be provably learned with jittering. Our results
for training neural networks for Gaussian denoising of images show that jittering enables the training
of neural networks that are as robust as neural networks trained adversarially, but at a fraction of
the computational cost, and without the hassle of having to find adversarial perturbations. While we
demonstrated that jittering can yield suboptimal robust estimators in general, in practice, jittering
is effective at improving the robustness for compressive sensing and image deconvolution. Moreover,
our results imply that training on real data that contains slight measurements noise is robustness
enhancing.

Reproducability The repository at https://github.com/MLI-1lab/robust_reconstructors_
via_jittering contains the code to reproduce all results in the main body of this paper.
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A Proof of Theorem 1

In the main body we stated an analytical characterization of the optimal worst-case robust denoiser.
We present the proof in the following and show that the risk

H%-iln R.(H) = n%iln Ex 2 HIerlllii}S{e |IH(x+e+z) — XH% (6)

is minimized by H = ¢ UU” with

g

d
9 €0cozn/ 3
¢ d
\J o2 to2l—e?

U%+U§%

if 02 > €

0 else

The scaling factor o of optimal worst-case estimator is visualized in Figure 2.

We start by proving a lower bound of the risk, which relies on a characterization of the
maximization and many unexpected applications of Jensens inequality.

We then compute the risk for H = ¢UU? and show that it is equivalent to the lower bound on
the risk.

A.1 Lower bounding the risk

Towards lower bounding the risk we define, for notational convenience

[H” Ho] B [UTHU u” HUL}

H H, | |UTHU UTHU,
With
H, H, UT]
H=|U U
[ . [H%L HJ [Uf
we get
H, H,][UT 2
max |H(x+e+2z)—x||?= max ||[U U, [ I ][ } Uc+e+2z)— Uc
||e|\2s6” ( ) =l lelly<e [ ] H; H,| |U] ( ) )
o [H” HO] [c—l—UTz—&—UTe] B N 2
lelb<e || |HF Hi| | Ulz+UTe 0]l
c+UTz+UTe] 2
> max |||Hy Hp [ —c
lell <e [Hy Ho] Ulz+ Ufe )
max ||H\\(C+Z||+e||)_C+HOZLH;'

lley][,<e

Here, we defined e = U”e and z) = U™z for notational convenience, and the last inequality follows
by adding Ufe = 0 as a constraint to the maximization, which gives a lower bound.
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Next, note that since z = [ZZ} ~ N (0,02 /nl) is Gaussian, the vector [ ZZH } is equally Gaussian
i —Z)

distributed N'(0,02/nI). This implies that

=E | max HH||(C+Z||+e>—C—H0ZLH§]-

E [ max |[Hy(c+2) +e)) — e+ Hoz.
€

E L max HHH(C +2z +e||) —cC +H0ZJ_H§]

ley ||, <e

1
= —-E [ max HHH(C + zZ) —i—e1) —C +HOZJ_H§ + max HHH(C +Z|| +82) —C — HOZJ_H;]

2 Llleilly<e llezfla<e

1 1
>E |:| max §HHH(C+ z) —i—e1) —C +H0ZJ—H; + §HHH(C —I—Z” —i—e1) —C — HOZJ—H;]

le1]ly<e
2
>E| max [|Hj(c+zy+e1)—c ]
L|e1|2<e [ (e + 2 +e1) —¢ff,
where the last step follows from Jensens inequality. Thus, we have shown that

. . 2
minE | max ||H(x—|—e—|—z)—x||2} ZmlnE[max Hi(c+z+e)—c ] . (7)
H [||e||2<e 2| = i | I

For simplicity of exposition, we drop the ||-notation. Thus, with a slight abuse of notation, the
vectors on the left and right hand side have different dimensions. On the left hand side, z,e € R,
while on the right hand side z,e € R? and z throughout has iid A'(0,02/n) entries.

Next, we’ll apply the lemma below for characterizing the maximization inside of the expectation.
The proof is in Section A.3. Similar computations as used to prove the lemma are on page 19-20 in
the paper Lee et al. | | for deriving robustness-accuracy trade-off bounds.

Lemma 1. For any z,
2 . 2 T 1 T -1
max ||z — Hel|; = min X +z' (I-—-HH z. (8)
llell;<e At A>Amax (HTH) A

Using Lemma 1 the term within the expectation is

max ||(H — I)c + Hz + He||3

He”QSE

-1
DY AEAI::,I?(HTH) A+ ((HY —~T)e + Hz) <I - /\HH > (H" —I)c + Hz)

1 -1
= min A2 4+ (H-T) (I — HHT> (H-1I)c
At A> Amax (HTH) A
-1
+ 227 HT (1 - iHHT> (H-T)c

-1
+zTHT (I - iHHT> Hz.
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Now let’s rewrite using the eigenvalue decomposition of the symmetric matrix Hy = VEVT. With
this notation, the optimization problem on the right hand side of inequality (7) is

. 2
BB ez, (et 2+ e) - CM

e, | min 2t S (7P 0P 4 (el 4 2t = 16T
V,o; )\ )\>0’ i=1 1—

=minE., | min Ae? +Z Vi
04 )\ )\>U
=1
—mlnECZ min _\e +Z >
O )\ )\>0' 1_071‘
i=1 2\
2
d gz( CO

éminEg min e + E
g; Al )\>cr

where minimization above is over an orthonormal V € R"™*™ and over the singular values o;.
Inequality (i) follows from ¢ and z having iid Gaussian entries and inequality (ii) holds since the
random variables ¢;(0; — 1) + z;0; are iid zero-mean Gaussian with variance F(O'i -1)2+ Wgai , and
g9i ~N(0,1).

First note that the function % - Is convex in (x,y) when y > 0. Also the extended value function
is increasing in the first input and decreasing in the second input. Furthermore the mappings
(,2) —»x—1and (z,2) — 1— %2 are convex and concave. Thus by the composition rule of convex
functions we conclude that the functions

x? (x—1)2
1— ($*1)2 1— (1*1)2

z z

are jointly convex in (z, z).

2 .
Jensen’s inequality states that for a convex function ¢ we have % > (%Z;&) Thus
by Jensen’s inequality the sum in the expectation in the right-hand-side of the equation above can

be lower-bounded as

d 4 9i oz( _1\2 9 02 2
29127( —1)2%+yg I 2 Igll3 a (i )+ Igll3 n 7
o2 - gHZZ o2
i=1 Y i=1 iy
o2 2 2 2 2 2
% (S oo —1) + % (XL Zyo)
2 Llell; llsll
> gl -
(=)
p)
: (5 2 02 0 \\2
2 (0lg) 1)+ % (a(g))
= [Igll2 ;

18



h = _Nd g
where 6(g) =>4 ||g||§°'l'

2
Now consider the event £ = {g: ||g||3 > (1 —6§)d} which holds with probability at least 1 — e,
On this event, we have

d 902 2 202 9 2 (= 2 2d [~ 2
2% (g — 1 29 4 ~1 d
ey s EFO Vg e ele) -1 4o ()"
P 1_% 1— (U(f))

Using the same argument as before the right hand side of the above inequality is jointly convex in

(A, a(c)). Since partial minimization of a jointly convex function preserves convexity we conclude
that the function

5) = min Igle* +1g(1 -0
v(E) = min, Lede +1e(l —9) | Gl

is convex in . Thus by using convexity in terms of &, applying Jensen’s inequality (i.e., E[¢(5)] >
Y(E[a])) we have

min E
g; g

102 (5(g) -1 2y 024 7(g))?
A A>0? d

_ (@@)®
Py

> minEg

g4

2 (= _12 2d (= 2
min ]lg>\62 + :ﬂ-é’(]. _5)00 (U<g) ) 7+ Uzn (U(g))
)\:/\2012 1_@

> minEg e

g4

g
= ngn)\:rr;glag H ) 1 - w

2(5-1)° + 024 ()
> min min )\62+(175)UC(U ) ,(27 ©)
T3 )\:)\202.2 1_@

2
where we defined ¢ = Z?Zl Egle [”gﬁ} o;. Putting things together, we have shown that
2

min R.(H) > minE [ max HHH(C +z+e)— CH;:|
H H, llell,<e

min \e? +

= min Eg
A )\20?

2
oF)

o*
i=1 1-— -~

d 2 2
Z g?%(ai - 1)2 +9¢20770i2]

2 (5 2 2d (=\2

-1 d
> min min )\624-(1_5)0‘3 (@—-1) jE‘;zn(a)
7 A Azo} 1 - @°

A
2 (= 2 2d (=\2
-1 d
> min min )\624-(1_5)00 (o ) “:Zzn(a)
T A A>52 1 ()

A

)
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where the last inequality follows from oy > 6. For d — 0o, we can choose § arbitrarily small,
which yields

2 2, 2d_2
o(c—1)"+oi~0
min R.(H) > min min \e? + —< ( ) n 9)
H o A A>02 — %2

Solving the optimization problem (9): Consider the inner minimization problem in equation (9),
ie.,

: - — )2 c(o)
)\:II;\IZDUZ fN) with f(A) = X\e” + —

where ¢(0) = 02 (0 — 1)* + 02%02 for notational convenience. Since f is differentiable on (o2, co)

we can calculate its critical point A* by setting the derivative with respect to A to zero, which yields

From this expression, we see that the constraint \* > ¢2 is satisfied and by convexity of f we know
that A\* is the unique minimizer. Hence, we have:

min f(\) = f(\) = (60+ \/@)2. (10)

A A>02

It follows that

mI}n R.(H) > maing(a), g(o) = (ea + \/ag(a —1)2+ UgdUQ) . (11)

Calculating the derivative of g(o) and setting it to zero, we get:

d 202(0 — 1) + 02420
2(604—\/03(0—1)2—1-0202) e+ i ) 172 =0
n 2\/02(0— 1)2 + 02452

The left factor is non-negative, and the right factor is zero if o2 > ¢ and if

024024 _¢2
* c zZn
of = y . 2d . (12)
o +05,

(Sl )

If 02 < €2, then the function g(o) is monotonically increasing on [0,00) and hence o, = 0 is the
minimizer.
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A.2 Upper bound for the risk of the estimator H = cUU?
We upper bound the risk of the estimator H = cUU?. For H = cUU7 the risk (6) becomes

R(cUUT) = Ey, | max |H(x+e+z) — x||;}

Lllelly<e

= Ex, | max HO‘UUT(UC +e+z)— UCH;]
Lllelly<e

=E¢z | max H(U —1c+ oe| + oz H;] .
ey ||, <e

With Lemma 1,

-1
min \e? + (0 —1)c+ O'Z||)T<I - 102I> ((c —1)c+oz))

T .
R.(ocUU") = mﬁnIEqZ” Jin 3

2
. . o—1)c; +oz;
=minEe, | min A + ( )ei 3 i)
H A A>e2 - 1-— <
=1 A
d 202 o2
i i oc—1)=%+o0-=
=minEg | min A\e* + E gf( )7 S
H A A>02 1 1—%
1=

Using the optimal A\*, by equation 10, we get

r 2
1 d
Rg(UUUT) =F (ea + HgHQ\/a\/(U —1)%02 + anag>

) 1 d 51 d
= E |(c0)’ + 2e0lglly 7o/ (0 ~ 1202 +o o2 gl g ( (0 =)0 + 0702

_

i d d
é €0)? +2ear[ (0 —1)202 4+ 0—02 + ( (0 — 1)%02% + 0—02
C n 4 C n 4

2
= (60 + \/(0’ —1)202 + 002) ,
n

where equation (i) follows by using Jensen’s inequality once again (specifically, using (E [|| gHZ])2 <

E [||g||§] = d). Noting that (ii) is equal to the lower bound of the risk for any symmetric H in

equation (11) shows that H = cUU? with the optimal parameter o* derived above is optimal.

A.3 Proof of Lemma 1

The optimization problem

max ||z — He||3 (13)

llella<e
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can be written as
min —||z — He||3 subject to €2 —eTe > 0.
e

The corresponding Lagrangian is, for A > 0

L(e,\) = —(z — He)T(z — He) — A(e® — eTe)
= —272+22"He — e’H He — \é® + Ne'e
=e’(\MI-H'H)e +22"He — \? — 2"z

The Lagrange Dual Function is
q(\) = iréfL(e, A).
Using that mine 2c’e + e’ Be = —c' B~ !¢, we get, provided that A > Apa (HTH),
g\) = —z2THT (AL — HTH) 'HTz — A\ — 272
—z" (I+ H(O\I-H"H) 'H) z — \é?

-1
_— (I - }\HTH) z — \é?

where the last equality follows from the Woodburry Identity. Thus, the dual problem is

Ry 1) = g ey

1 -1
= min A2 4 27 <I — HTH> Z.
A> Amax (HTH) A

Even though the primal problem (13) is non-convex, strong duality holds, since the primal program
is a quadratic program that is strictly feasible, see Boyd and Vandenberghe | , Appendix B.1].
The primal problem is strictly feasible if there exists a vector e such that €2 — eTe > 0. This is
trivially satisfied as long as € > 0.

B Additional proofs for denoising

We state two more proofs on optimal worst-case denoisers and jittering.

B.1 Proof of Corollary 1

In the main text it was stated that symmetric linear estimators f(y) = Hy that minimize the
jittering risk J,, with noise level chosen as a function of the desired noise level € as

d d
€202 +az\/70¢e 624—03%

ow(€) = (o2 — 62)
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also minimizes the worst-case risk R..

The result follows from Theorem 1. For that let f, and f; be linear estimators minimizing the
robust risk R, and the jittering risk J,,, respectively. By Theorem 1, the two estimators are scaled
projections onto the subspace, i.e., f,.(y) = o, UUT and f;(y) = o; UUT with

eacaz\/g
d
\oi—e+a2 s o?

and «; = .
2 2d J 2 2d 2
o;+ozy o;+oz, +ogd

[oN )

oy =

Setting a, = a; and solving for the standard deviation o, yields the result.

B.2 Form of perturbations for estimators H = o UU”

We noted in the main body that for estimators H = oUU? worst-case perturbations can be
computed in closed form for fixed y and x. We calculate:

é=arg max |[H(x+z +e) — x|

llella<e

— arg max ||(H —I)Uc + Uz + He|3
llell,<e

= arg ”nﬁax I (@UUT —T)Uc + aUU”z + ozUUTeH;
e|,<e

— argmox [0~ 1)Ue+ aUUTs + aUUT)|

lle’l[;<e
=Uarg max [|(a —1)c+Uz+ Jele
lle’llp<e
(1—a)c+aU’z

=U .
T =a)c+aUTz,

Thus the perturbation points into the direction of the signal plus noise lying in the signal subspace.

C Theory for general linear inverse problems

In the following, we consider linear inverse problems y = Ax + z, with a linear forward operator
A € R™" and noise z ~ N (0,02/mlI). For denoising (A = I) we stated an explicit analytical
characterization of the optimal worst-case estimator and presented a proof in the appendix. The
proof, however, does not generalize in a straightforward manner to more general inverse problems.
We conjecture the worst-case optimal linear estimator for large dimensions d and present numerical
simulation results. Moreover, we state the proof for the optimal jittering estimator, and demonstrate
that it can yield sub-optimal worst-case estimators in general.

C.1 Optimal worst-case robust estimator

As formalized by Lemma 1, the robust-risk (1) of the estimator f can be written as an expectation
involving a minimization problem over a single variable (instead of a maximization over an n-
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dimensional variable, as in the original definition):

1
R(H) = Ey | min A’ + v (I~ XHHT)—lv , v=(HA -T)x + Hz. (14)
A>0o;

Here, o; are the singular values of the matrix H. In order to find the optimal robust estimator we
wish to solve the optimization problem arg ming R.(H). The difficulty in solving this optimization
problem is that we can’t solve the minimization problem within the expectation (14) in closed form.
In order to prove Theorem 1 for denoising (i.e., for A = I) we derived an upper and a matching
lower bound of the risks using several unusual applications of Jensen’s inequality. The proof does
not generalize in a straightforward manner to the more general case where A # I. However, for
large d, the random variable v (I — %HHT)_lv concentrates around it’s expectation, and thus we
conjecture that for large d, we can exchange expectation and minimization, which yields:

1
R (H) = min A\é? + E, |vI (I - XHHT)—lv . (15)

)\2(72.2

Based on equation (15) we derive a characterization of the optimal worst-case estimator. We proceed
similar to the denoising case and start with rearranging the terms in expectation:

- %HHT)’lv — (HA - I)x + Hz)T(1 - %HHT)”((HA ~D)x + Hz)

=c'(HA -DU)T(1- %HHT)*(HA ~I)U)c

1 1
+ 22" HT(I - XHHT)—l(HA ~N)Uc+2z"HT (I - XHHT)—1Hz.

Now, let AU = WTAV be the singular value decomposition of the matrix AU and H=UVTEIW
the singular value decomposition of H. We then have:

HH! = UVIsW(UVTEsW)" = UVIsWwWsvUT = uvis?vu?
HAU = UVT'ESWW'AV = UV'EAV.

For the individual parts in the summation it follows:

1
c'(HAU - U)'(1—- “HHT)"'(HAU - U)c

A
1
= T(UVTEAV —U) (1 XUVTEQVUT)—l(UVTz:AV — U
1
=T (UVTEAV - U) UVT(I - X22)—1VUT(UVT2AV —U)c
d
1 idi —1)%¢
= (Vo) (BA - DI~ (=) H(SA-DVe =} ("702)0
=1 1—
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where we define ¢; := v, ¢ using the i-th row vector v; of the matrix V. Similarly, we set z; := w;  z,
with w; the i-th row vector of W, and get for the other parts:

1 A -1
22"H"(I— {HH")"'(HAU - U)c = § o210 = Jei
i=1 =%
TrT 1 Ty\—1 o7
— — 7 1
2 H'(1— THH') Hz—;_l s

Hence, for the term in expectation in Eq. (15) we get:

1
E, |[vI(I - AHHT)—IV} = Eec,

—~
&
s
&
|
=
_l_
N
S
~
| I

=1 1- By
h h A1 iid ian with variance % (\jo; — 1)2 + Z o2
where we note that c;(o;\; — 1) 4 z;0; are iid zero-mean gaussian with variance ¢ (A\jo; —1)° + =0;

and g; ~ N (0,1). From this it follows, assuming the robust risk conjecture (15), that the optimal
robust estimator minimizes:

min R.(H) = min f(\,01,...,04), (16)
H g, >\>a
d 0'2 2 0'2 2
= /\Z -1
f()\70-15"'a )\E +Zm d ) . (17)
1%
We first calculate the unconstrained minimizer of the function f and get:
0_2 02 0_2 0_2
Of _ \Moitf = N(A+09)% + i +AT) as)
do; A — 012

For \; = 0 we obtain df =0= 0, =0 and for \; # O:

o? L+ A2)N d X o2)?
_Z 1 2 4 —\.
iO'g \/< 2)\1‘ +m2/\i02>

8f’ 0o, 14N d
do; T i, 2N m2

Note, for suitable a(A) the solutions o7, are of the form

oi+ =a(A) £va(X)? = A

On further examining the constraint o2 < X in the problem (16) note that for real numbers a > b it
holds Va2 — b2 > a — b. Hence, it follows:

git —VA=a\) = VAE£/a(M\)2 =210
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Hence, we can rule out o;  and set o} := o} _. Finally, inserting o7 for 1 <14 < d into the robust
risk (17) yields:

d 2 2 2 2 2 2\ 2 4
mlnRE(H):mln)\62+Zl )\AZO-C_AO.Z_F\/( +>\)\10-C+AUZ) _)\)\20'6 (19)
H A>0 1

2 d 2m 2 d ' 2m g2

The optimization problem involved is convex and box-constrained and can thus be solved numerically.
Besides the argument above, we confirmed our conjecture with numerical simulations.

C.2 Optimal jittering estimator
We now derive the optimal jittering estimator, i.e. the estimator f(y) = Hy that minimizes the
jittering risk
2
Jou(f) = Egenw) [IH(AX +w +2) = ]3]
where as before the signal is assumed to lie within a subspace x = Uc. We first calculate the

expectation by using that x = Uc with ¢ ~ N (0,02/dI), z ~ N(0,02/mI) and w ~ N(0,021) are
Gaussian distributed.

JGw (f) = E(x,z,w) |:||H(AX +tz+ W) - XH%]

— Ex |[H(A ~ DUcll}] +E, [|Hz[3] + Ew |[Fw]}]

2 2
— tr((HA — I)UUT(HA — I)T)% + te(HHT)Z 4 tr(HHT)02,
m

Hence, the optimal jittering estimator minimizes

Jy, (f) = tr(HXHT) — 2tr(HY),

where X := %%AU(AU)T + (02 +02/m)Tand Y := %EAUUT. Using matrix calculus we calculate
the optimal estimator as
VuJo, (f) lHep = 2H*X —2YT =0
=H =YX
Now, let AU = WT AV be the singular value decomposition of AU. Then:
X := U—EWTAQW + (02 +02/m)1

d
2

Y = %WT AVUT.

We get the optimal jittering estimator as:

2 2 —1
argming Jo, (f) = YIX ! = Z2UVIAW | ZEWT AW + (02 + 02/m) 1 20
H w w z

d d
o? o? -1
— FCUVTA <ch2 + (02 + 02/m) I) W (21)
UVZdia 7eN W (22)
= 1 .
& 0202 +do2 + 03%
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C.3 Numerical simulations supporting Conjecture 1

In the following we present numerical simulations for general linear inverse problems in the subspace
model to support the Conjecture 1 further. The results show that the (empirical) optimal robust
risk, obtained via adversarial training, is the same as the robust risk of the conjectured optimal
estimator. Moreover, the results show that jittering can yield suboptimal robust estimators in some
cases.

We consider linear inverse problems y = Ax+z with the signal x lying in a subspace x = Uc with
c ~ N(0,02/dI) and Gaussian noise z ~ N (0,02/mI). For the simulations, we choose ./vd = 1
and o,/y/n = 0.1 with dimensions d = 50 and n = 100. Moreover, we consider two diagonal forward
operators A = diag()\;): an operator with linear decaying singular values (\; = %) and one with
geometrically decaying singular values A; = 0.7°.

Optimal worst-case estimator. We first estimate the optimal robust risks by performing
adversarial training and compare it with the robust risk of the conjectured optimal estimator.
Adversarial training is performed as described in Section 4, where we generate data {(y;,x;)} using
the respective forward model in the subspace. The estimator f(y) = Hy can be viewed as a neural
network with one layer and without bias. Figure 5 shows that the robust risk of the conjectured
estimator is essentially the same as the (empirical) optimal robust risk.

Linear decay (\; =i/n) Geometric decay (\; = 0.7%)
% 0.5 .....0000 . ......o.o.
=04 o* o
=034 $
% s i
5
S 0.2 Conjectured
& ) 4 e e Adv. training

0.1 ~— \ \ \ \ \
0.0 0.05 0.1 0.0 0.01 0.2
e?/o? € /ot

Figure 5: Robust risks of adversarial training (dots) and the conjectured optimal estimator (lines)
for two forward operators within the subspace model. It can be seen that the conjectured estimators
yield essentially the same robust risks as those of adversarial training.

Suboptimality of jittering. We further investigate whether optimal robust estimators can be
obtained via jittering. To that end, we calculate the minimal robust risk attainable via jittering

min RG(argminf Jow(f)),

Ow

where f(y) = Hy is a linear reconstruction operator as before. We make use of the analytic
expression of the jittering estimator Eq. (22) and calculate the attainable robust risk by minimizing
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the robust risk of jittering with respect to the jittering noise level. The results are compared to
the (conjectured) optimal robust risks via Eq. (19) and the robust risk of the standard estimator.
Figure 6 shows the results of the calculations for the forward operator with linear and geometrically
decaying singular values described above. It can be seen that the standard estimator is noticeable
less robust compared to denoising setups. Moreover, a gap can be observed between the robust risk
obtained via jittering and the optimal robust risks.

Linear decay) Geometric decay
. — Standard
s Adversarial
7 1.0 E — Jittering
/o ] ]
% ] ]
% : ]
< J
3 ,
= |
0.1 - T T

T T T T T
0.0 0.03 0.06 0.09 0.0 0.06 0.12 0.18

¢/o: ¢ /ot
Figure 6: Pixel-wise robust risk of the optimal worst-case estimator, the jittering estimator with
optimal jittering noise level, and the standard estimators. A small gap can be observed, showing
that (isotrope) jittering does not yield the optimal linear worst-case estimator in general. Moreover,
the standard estimator is more sensitive to adversarial perturbations as in the denoising setup.

D Details on the experimental results and further experimental
results

In this section, we present details on the experimental results in Section 4, and present further
experimental results on U-nets trained with robustness-enhancing methods for image denoising,
deconvolution, and compressive sensing. The setup and methods considered are as described in the
main body.

D.1 Optimal robust denoiser for large perturbation levels

In the main body, we presented empirical results for perturbation levels in the range €2 /E [”XH%} €
[0, 0.3], since this is the practically most relevant regime. Figure 7 shows the risk of linear estimators

and U-nets trained adversarially for perturbation levels in the range €2/E {Hx”%} € [0,1.5]. From

those plots, we see that the transition at €2/E [HX”%] = 1 predicted by Theorem 1 for the estimator

to map to zero occurs for the subspace model (as predicted by the theory) as well as for the U-net
for image denoising.
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Figure 7: The empirical robust risk for models trained with adversarial training for noise levels
o, = 0 (no noise), 0,/v/n = 0.5 (medium noise) and o,/y/n = 1.5 (high noise). The transition
predicted by Theorem 1 at €2 ~ E |:||X||§i| for the estimator to map to zero occurs for the subspace

and image denoising settings.

D.2 Convolution kernel for deconvolution experiments

In addition to experiments on denoising image data, we consider a deconvolution setup y = k*xx+z
in this work. The kernel k is Gaussian, applied channel-wise and visualized in Figure 8.

0.04
0.03
0.02
0.01

Figure 8: Gaussian kernel for the deconvolution experiment. The 8 x 8-pixel kernel is
calculated as discretization of the 2d Gaussian density with standard deviation 2.

D.3 Hyperparameter selection

In the experiments we treat the Jittering noise level o,, as a hyperparameter, which we optimize
over a validation dataset to obtain robust estimators at the desired perturbation levels. The
hyperparameter search is performed by choosing a grid of jittering noise levels for each task. For
each noise level neural networks (U-Nets) are trained via Jittering, and subsequently evaluated on
the considered perturbation levels. Figures 9, 10 and 11 show the robust risks of jittering for the
considered tasks, as well as the derived jittering choice rule. The smooth curves on the left panels
represent the robust risk at a particular robustness level and are obtained by applying uniform
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filters on the evaluation results. It can be seen that for image denoising the empirical jittering
choice is close to the prediction from theory.

Robust risks of jittering (Denoising) Jittering level choice (Denoising)
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Figure 9: Jittering hyperparameter results for image denoising. Neural networks (U-nets)
are trained via jittering on a grid of jittering noise levels o,, (with fixed noise level o, //n = 0.25).
The models are subsequently evaluated on the robust risk R., which is calculated for each of the
perturbation levels €. Each line in the left panel corresponds to the robust risk at one perturbation
level. The derived choice rule is displayed in the right panel. It can be seen that for denoising the
empirical jittering choice matches the prediction (dashed line) from theory well (Corollary 1, with
n = 128128 - 3 = 49152 and subspace dimension d = 32000).
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Figure 10: Jittering hyperparameter search for compressive sensing. Neural networks
(U-nets) are trained via jittering on a grid of noise levels o,,. The models are subsequently evaluated
on the robust risk R, which is calculated for each of the perturbation levels €. Each line in the left
panel corresponds to the robust risk at one perturbation level. The derived choice rule is displayed

in the right panel.
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Figure 11: Jittering hyperparameter results for image deconvolution. Neural networks
(U-nets) are trained via jittering on a grid of jittering noise levels o,, (with fixed noise level
o./v/n = 0.25). The models are subsequently evaluated on the robust risk R, which is calculated
for each of the perturbation levels €. Each line in the left panel corresponds to the robust risk at
one perturbation level. The derived choice rule is displayed in the right panel.
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Table 1: GPU time until convergence and memory utilization of adversarial training, jittering and
standard training for the task of denoising colorized images. The required number of epochs is
estimated from the data visualized in Figure 12. GPU time and memory consumption are measured
on a Nvidia RTX A6000 GPU.

Method Total GPU hours Memory
Adversarial training 9.7 h 9971 MiB
Training via jittering 3.0h 9523 MiB
Standard training 3.0h 9523 MiB

D.4 Computational complexity

We measured the GPU time until convergence and memory utilization of the robustness-enhancing
schemes on the task of Gaussian denoising of colorized images. Figure 12 shows the training error
of adversarial training, training via jittering and standard training as a function of the number of
epochs. It shows networks trained at two perturbation levels for adversarial training and jittering
(parameter choice taken from Figure 9). We find that all methods require a similar number of epochs
for convergence (roughly 600 epochs). Table 1 presents the measured GPU time until convergence
and average memory consumption. It can be seen that adversarial training is by a factor of the
projected gradient ascent steps (3 in this plot) more expensive than jittering. Moreover, training
via jittering has similar computational cost as standard training in terms of GPU time. All three
methods require a similar amount of GPU memory to train.

Adversarial Training Jittering
i~ W8 — ¢*/E[||x|[*] = 0.06
o 10—0 8 | o - 62/E[”X”2] =0.03
o g ;
% % 1015 — Standard training
&b 50
= -1 |
. 2
3
H"‘ =
10_1'2 7\\\\‘ T T TTTT T T TTTTI T T TTTTIT H 10_2 7\\\\‘ T T TTTTT T T TTTT T T TTTTT
10° 10t 10> 108 0% 10t 102 108
Epochs trained Epochs trained

Figure 12: Training metrics of U-nets for adversarial training, jittering and standard training. The
plot shows that the convergence rates are very similar for the considered setup. The curves show
the training of networks for perturbation levels €2/E[||x||?] = 0.03 (red) and 0.06 (green). Training
the methods takes roughly 600 epochs for convergence.
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E Discussion of the related work on randomized smoothing

Randomized smoothing is a very successful technique for obtaining robust classifiers [ ;
]. Randomized smoothing constructs a smoothed classifier based on a base classifier by
averaging the base classifier’s outputs under Gaussian noise perturbation. The smoothed classifier
allows for certified radii in which it is provably robust, without making any restrictions on the
base classifier. However, Salman et al. | | demonstrated that it can give loose bounds, since
the base classifier is not trained to be robust to Gaussian noise. For that reason Salman et al.
[ | propose denoised smoothing, which considers a composition of the base classifier with
a denoising method. At first sight, randomized smoothing might sound similar to the Jittering
approach investigated here. However, as we argue below, randomized smoothing it is conceptually
very different from Jittering.
Given a classifier f: R — {1,..., K} randomized smoothing constructs a smoothed classifier g
from the classifier f as:

o) = arg | _min  Eeuxoon LG+ ) £ k)],

where the parameter o2 controls the robustness-accuracy tradeoff.
For an inverse problem, where we aim to reconstruct a signal x € R" from a measurement
y € R™ using a given reconstruction method f, replacing the 0/1 by the ¢5 loss yields:

9(y) = argmin Eq_xo02m) | I1/(y + ) — x5
= Een(0,02n) [f (Y +€)].-

For a linear estimator f(y) = Hy we see that g(y) = f(y), so for the linear setting considered in
the theory part of this paper randomized smoothing would not change the original estimator. If
one considers f: R™ — [0,1]" the smoothed estimator g(y) differs from f(y) and robustness gains
can be expected, which follows from Salman et al. | ], Lemma 1. In summary, randomized
smoothing is very different to jittering in that it constructs a surrogate smoothed model g(y) based
on a given fixed estimator f(y), whereas jittering is a training technique.

F Regularizing beyond jittering for enhancing robustness

Training neural networks via jittering, with noise levels chosen for larger perturbations, yields
smoother reconstructions compared to adversarial training (see results in Section 4). In this section,
we investigate two related regularization methods, ¢o-regularization and Jacobian regularization,
discuss the connection to regularization with jittering, and present experimental results for denoising
grayscale images.

F.1 /- and Jacobian regularization in the subspace model

In the subspace model we established that the optimal jittering estimator is also worst-case optimal,
when using a suitable choice of noise level o, (€). It turns out, that jittering can further be
approximated with an explicit regularizer, Jacobian regularization. For the linear setup considered
here, this approximation becomes exact and therefore Jacobian regularization also enables training
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a worst-case robust estimator. Specifically, using the linear approximation of the function f around
the point y, we get

Ew |11y +w) = x[3] ~ Ew [I5) + Jyw =[] = 1£) = x5 + o213y 17 (23)

Here, Jy is the Jacobian of the function f at y. The approximation is good for small values of
the noise variance o2, and is exact for the linear estimator f(y) = Hy we consider in this section.
The approximate relation (23) motivates the Jacobian regularized risk, defined as

Jaca(f) = Egey) | I1/(y) = %13 + A3y 1] (24)

The connection between jittering and Jacobian regularization is well known in the literature and
discussed by Reed et al. | ]. Recall that for the linear estimator considered in this section
the approximation in equation (23) is exact, and therefore Jacobian regularization is equivalent to
jittering. Thus, Jacobian regularization yields a provably robust estimator, if the regularization
parameter is chosen as A = o2 (¢) according to corollary 1.

For the linear case, Jacobian regularization is even equivalent to ¢s-regularizataion, since the
Jacobian of the function f(y) = Hy is Jy = H, and thus even fy-regularization yields a robust

estimator.

F.2 Experimental results on grayscale image denoising

In the following we present results on Gaussian denoising of grayscale images. While ¢, regularization
is equivalent to jittering in the subspace model, we find that the parameter choice A = o2 (¢) does
not yield robust neural networks using ¢s regularization. In contrast, Jacobian regularization turns
out to be quite effective for learning neural network denoisers, but is computationally demanding
compared to jittering.

F.2.1 Problem setup

We consider once again the dataset of natural image and convert the images to grayscale. We
perform Gaussian denoising, , i.e. the problem is to reconstruct the image x from a measurement
y =X + z, with z ~ N(0,02/nI) and o,/y/n = 0.2.

The estimators are chosen as neural networks (U-nets) with the same architecture as for colorized
images. We consider adversarial training, jittering and standard training as baseline and compare
against /o and Jacobian regularization:

ls regularization. Implemented as weight-decay in PyTorch’s SGD optimizer to minimize
N
p 2 2
WA(0) =D Il falyi) — xill3 + Al6]3.
i=1
Jacobian regularization. We train networks with the Jacobian regularized empirical risk

N
Jaca(0) =Y _ [l fa(y:) — xill3 + Ay, I,
=1
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Figure 13: Pixel-wise robust (left) and standard risk (right) of U-nets trained via jittering, ¢» and
Jacobian regularization on the task of denoising grayscale images (at noise level o,/v/n = 0.2). The
plot shows that ¢5 regularization yields less robust and accurate estimators compared to jittering.
In contrast, Jacobian regularization obtains similarly robust estimators, but with slightly weaker
performance in standard risk.

where Jy, is the Jacobian of the network fy with respect to it’s input (not it’s parameters) at
y;. This regularization can be viewed as an approximation of the jittering risk, as described in
Section 3.2.1. Calculating the full Jacobian Jy, with PyTorch requires n-many calls of the backward
function, which is very expensive, since n is large. To mitigate this cost, we approximate the
norm of the Jacobian, ||Jy1\|% with HinTWH;, where w ~ A(0,I). This approximation of the
norm concentrates around the actual squared norm of the Jacobian, and only costs one call of the
PyTorch-backward function.

For the experiments we use stochastic gradient descent (SGD) with learning rate 10~2, momentum
0.9 and batch size 100. We evaluate using the empirical pixel-wise robust risk R, /n.

F.2.2 Results

The experimental results, plotted in Figure 13, show that the networks trained with jittering
and Jacobian regularization have similar robust risks compared to the adversarial trained one.
Weight-decay or ¢s regularization yields worse performing estimators than jittering and Jacobian
regularization. While for the linear subspace setting, adversarial training, Jacobian and {5 regu-
larization are equivalent, for Gaussian denoising they perform differently. Figure 14 shows that
Jacobian regularization, unlike Jittering, does not yield smoothed images for larger perturbations.
However, Jacobian regularization requires approximately 1.4 as much GPU memory and 4 times
more time per epoch.
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(a) Original

(d) Robust Tr. (medium €) (e) Jittering (medium €) (f) Jacobian (medium €)

(g) Robust Tr. (large €) (h) Jittering (large €) (i) Jacobian (large €)

Figure 14: Example reconstructions using U-Nets, trained with different robustness-enhancing
schemes at noise level o, /4/n = 0.2. The second row depicts the results of using neural networks
trained with methods tuned on a medium perturbation level of €2/0? = 0.03, whereas the third
row shows results for a large perturbation level €2/02 = 0.3. The plot shows that jittering yields
smooth reconstructions, whereas adversarial training and Jacobian regularization yield less smooth
reconstructions.
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