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Abstract— Multilayer neural networks set the current state of
the art for many technical classification problems. But, these
networks are still, essentially, black boxes in terms of analyzing
them and predicting their performance. Here, we develop a
statistical theory for the one-layer perceptron and show that
it can predict performances of a surprisingly large variety of
neural networks with different architectures. A general theory
of classification with perceptrons is developed by generalizing
an existing theory for analyzing reservoir computing models
and connectionist models for symbolic reasoning known as
vector symbolic architectures. Our statistical theory offers three
formulas leveraging the signal statistics with increasing detail.
The formulas are analytically intractable, but can be evaluated
numerically. The description level that captures maximum details
requires stochastic sampling methods. Depending on the network
model, the simpler formulas already yield high prediction accu-
racy. The quality of the theory predictions is assessed in three
experimental settings, a memorization task for echo state net-
works (ESNs) from reservoir computing literature, a collection of
classification datasets for shallow randomly connected networks,
and the ImageNet dataset for deep convolutional neural networks.
We find that the second description level of the perceptron theory
can predict the performance of types of ESNs, which could not
be described previously. Furthermore, the theory can predict
deep multilayer neural networks by being applied to their output
layer. While other methods for prediction of neural networks
performance commonly require to train an estimator model,
the proposed theory requires only the first two moments of
the distribution of the postsynaptic sums in the output neurons.
Moreover, the perceptron theory compares favorably to other
methods that do not rely on training an estimator model.
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I. INTRODUCTION

UE to its ability to provide data-driven solutions to

many previously unsolved problems, machine learning
is rapidly changing many areas of our life. At the same time,
there is growing demand from society [1], [2] to provide trans-
parency and interpretability of machine learning solutions.
For artificial neural networks (ANNS), this requires a deeper
understanding of their underlying principles. There are many
different approaches to this problem, for example, discovering
and characterizing structure and dynamics emerging during
the training phase, such as geometrical structures of the clas-
sifier [3], a classification behavior called shortcut learning [4],
or information content about input against training class [5].
Another important avenue for understanding ANNs is through
studying large ANNs in transfer learning tasks [6]. This can
reveal to what extent input—output mappings are just memo-
rized wholesale, in contrast to the input being dissected for
specific parts that should elicit a particular output. To provide
the transparency of ANN computations, it is crucial to analyze
the decisions in trained ANNs and to predict and explain the
quality of decisions. One avenue to assess the decision quality
is to build models that can predict ANN’s performance [7], [8],
[9].") The most recent works [8], [9] train another estimator
ANN to perform the prediction.

Here, we propose an alternative approach for predicting
the expected accuracy on classification problems for different
trained networks, including deep networks, as well as echo
state networks (ESNs) [10]. Our approach does not require
training another ANN; rather it is based on the theory of
the simple one-layer perceptron, which can describe the last
layer of the ANN. The perceptron theory generalizes an earlier
theory [11], proposed for hyperdimensional computing or,
synonymously, vector symbolic architectures (HD/VSA) and
ESNs with unitary recurrent connections.

The perceptron theory presented here includes formulas for
three different levels of prediction accuracy. Building on the
original formulation [11], we propose two novel formulas
that, under certain conditions, yield predictions with higher
accuracy than the original theory. All formulas leverage the
first two moments of the statistics of the postsynaptic sums at
the output neurons, but differ in how coarsely the multivariate
distribution is approximated. The new formula with the high-
est prediction accuracy captures correlations among dendritic
sums of neurons, which makes it hard to evaluate numerically.
The formulas for lower prediction accuracy neglect such

'In the scope of this study, by performance, we refer to ANN’s empirical
accuracy measured on the test data for the corresponding classification
problem. Interchangeably, the term “actual accuracy” is also used when
appropriate.
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correlations and can be easily evaluated numerically. The
neglecting of correlations introduces a bias to the predictions,
which, however, can be removed empirically.

To assess the quality of the predicted accuracies and
to demonstrate their effectiveness in interpreting ANNS,
we applied the theory was in three experimental settings. First,
in Section IV-A, we applied it to a type of ESN that was not
described by the earlier theory [11]. Second, in Section IV-B,
we used a collection of classification datasets with shallow
randomly connected ANNs exploring two strategies of training
the perceptron. Third, in Section IV-C, we evaluated the accu-
racies of 15 deep convolutional ANNs (CNNs) trained on the
ImageNet dataset. The results show high correlation between
the actual accuracies and the predictions. Thus, the proposed
theory identifies critical features for predicting and comparing
performances of networks with different architectures. This not
only helps to gain a deeper understanding of the principles at
work, but also has practical implications. For example, for a
particular task, the theory can be used to select the best suited
network from a set of pretrained networks.

II. RELATED WORK IN PREDICTING ANN PERFORMANCE
Investigations on how to analyze and predict the classifica-
tion performance of ANNs go back to several decades [7],
[12], [13]. Recent interest in this topic has been in the
context of network architecture search (NAS) [14], [15], [16],
i.e., studying the design space of a network and the search
strategies in that space [16]. Another domain where prediction
performance is crucial is knowledge distillation (KD) [17], and
the related studies on how to enhance the performance of sim-
pler models by leveraging more complex ones [18], [19]. The
topic is also relevant for explaining and interpreting the overall
learning mechanism in multilayer networks [20], including
efforts on visualizations deciphering deep networks [21].
Here, we particularly build on earlier work on how to
predict accuracy, either based on the weights in the ANN [8],
[22] or based on the activations of the different layers [9].
Unterthiner et al. [8] trained estimators, which were able to
reasonably rank the classification performance of a plethora of
CNNs. DeChant et al. [9] trained a “meta network™ to predict
the correctness of an ANN on an individual input data sample,
by using the activations in the hidden layers. The results of
these studies, as well as [23], support our approach to bisect
ANNSs into a transformation and a readout perceptron stages.
In [8], it was observed that parameters of the last fully con-
nected weight layer (i.e., readout perceptron) were among the
most informative and frequently used ones. DeChant et al. [9]
reported that for predicting network accuracy, the activations
of the last hidden and output layer were the most useful.
While most of the previous work on performance prediction
relies on training an estimator model (e.g., an elementary
regressor or another ANN), in the context of NAS, there is a
demand for maximally reducing computational expenses asso-
ciated with the search [24] that, in turn, stimulates explorations
of simple metrics that do not require training an estimator
model. A recent study [25] has empirically investigated several
such metrics. Curiously, while some of the investigated metrics
have been proposed in the NAS context [26], most of the
metrics have appeared first in the context of ANNSs’ pruning
and compression [27], [28], [29], [30]. It is worth noting that
the principal motivation for developing these metrics is in their
practical usage for the abovementioned applications. In con-
trast, here, we develop a statistical theory that relies on only a
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few assumptions with the aim of deepening our understanding
of the principles at work in ANNs and without employing
any estimator model, which would add yet another black box.
In contrast, here, we develop a statistical theory that relies
on only a few assumptions, but does not employ an estimator
model, which yet adds another black box. Thus, potentially,
our statistical approach can provide novel insights for explain-
ing the quality of ANNs’ decisions, such as the possibility to
compare networks with different architectures using only the
weights of their last layers (see Section IV-C6 for details).

Another interesting approach was introduced recently
in [22]. It does not rely on training an estimator model. Instead,
statistical metrics are computed solely from the weights of
the ANN and, thus, provide a single score to characterize the
trained ANN. In contrast, the complete formulation of the
perceptron theory needs access to both the ANN’s weights
and the activation patterns in the last hidden layer to estimate
two moments of the statistics of the postsynaptic sums (see
Section IV-C6). We compared the methods in Section IV-C7
on predicting networks with different architectures, showing
that the perceptron theory provides higher quality than the
methods from [22] as well as the most performing metric
from [25].

III. PERCEPTRON THEORY

The perceptron network is the ancestor of all modern
ANNs. A perceptron is a simple artificial neuron introduced
by Rosenblatt [31], in which inputs are weighted by synapses,
added linearly, and converted to a binary output by a threshold
transfer function. Classification problems can be naturally
mapped to a network of parallel perceptrons (often referred
to as one-layer perceptron) in which each perceptron neuron
is responsible for detecting a match between the input and
one of the classes. The best match of a given input can
be determined by adaptively changing the threshold value
in all perceptrons [32]. Alternatively, one can replace the
original perceptron transfer function by a graded transfer
function, such as sigmoid or rectified linear unit, so that
the output vector of the network still contains graded match
information for the different classes. One can also replace the
individual neural transfer functions by a global mechanism
for maximum detection among all neurons [33], for example,
using winner-take-all competition [34], [35], [36]. Note that
maximum detection was not discussed in the original works
of Rosenblatt. However, for solving classification problems
with multiple classes, such a mechanism is required and
was introduced early on; see, e.g., [33] for a natural gen-
eralization of the original perceptron with the winner-take-
all mechanism for the case of multiple classes. Conversely,
modern ANNs use graded neural transfer functions, which
enables maximum detection on the output vector of the net-
work. Thus, the analysis of classification with a perceptron-
like neural network layer has to take maximum detection
into account, and it should be based on signal detection
theory [37].

A. Perceptron Theory in the Literature

Curiously, but understandably given the lack of universality
of the one-layer perceptron [38], one cannot find the theory
of perceptron classification in textbooks. However, this theory
has been developed piece by piece in the context of under-
standing more complicated networks, such as the formation
of separable sensory representations [39], symbolic reasoning
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in HD/VSA? [51], and some types of ESNs? [11]. These
studies demonstrated that complicated neural computations,
involving recurrent circuitry and nonlinear stages, can be
successfully dissected into two stages: a transformation of
input data samples to a new N-dimensional space and a one-
layer perceptron that reads out the transformations of input
data to classes or network outputs.

In the one-layer perceptron, the synaptic weights are a linear
transformation of the inputs to the postsynaptic sums of the
neurons. The classification is correct if the postsynaptic sum
is the largest in the neuron that corresponds to the actual
class of the input data sample. To date, the most complete
version of a Gaussian theory of the perceptron was presented
in [11]. By generalizing signal detection theory [37] and
building on earlier work on how Gaussian distributions can
be transformed [52], the work in [11] shows that if the
input data sample belongs to one of D classes, then the
predicted accuracy (denoted by a), i.e., the probability that
the perceptron output (class,,. ) is the correct class (class; ),
is given by

a := p(classq,¢ = classing)

©odx 2|: (Ur Mh_ﬂr)]D_l
= e 2" | o —x + —— . (D)
/—oo A/ 27 op oy,

Here, ®(x) is the cumulative Gaussian; i, and o;, denote
the mean and standard deviation of the postsynaptic sum
of the output neuron that corresponds to the correct class;
i, and o, denote the mean and standard deviation of the
postsynaptic sum for all other neurons. The formula describes
the performance of all flavors of HD/VSA models [40], [51],
[53], [54], [55], [56], [57] and also describes some variants of
ESNs [58], [59].

B. Novel Contribution to Perceptron Theory

Intuitively, (1) computes the probability that for any given
value x of the postsynaptic sum in the output neuron that
represents the correct class, the postsynaptic sums in all other
neurons are smaller than x. Note that (1) makes three strong
assumptions about the distributions of the postsynaptic sums.

1) The distributions are normal.
2) The distributions for “distractor” classes are all the same.
3) The distributions for different classes are independent.

For analyzing HD/VSA models, these assumptions are justi-
fied, because information is represented by normalized pseu-
dorandom vectors, and the symbolic operations in HD/VSA
conserve pseudorandomness and norm. Furthermore, these
models do not have weights that are learned from data.
When predicting the accuracy with weights learned from input
distributions, for example, in ESNs or ANNs, some of these
assumptions will be violated.

2For readers interested but not familiar with HD/VSA, we would like to
recommend the tutorial-like article [40], which is probably one of the best
starting points facilitating the entrance to the area. There is also a detailed
treatment of the basics of the area that can be found in [41] and, more
recently, in a two-part comprehensive survey [42], [43]. When it comes to
specific aspects of the area, [44] can be consulted for representation of data
structures, while for similarity-preserving representations and applications to
classification problems, [45], [46], [47] and [48], [49], [50] can be looked
into, respectively. For specific aspects, such as representation of data struc-
tures, similarity-preserving representations, and applications to classification
problems, we recommend consulting [44]; [45], [46], and [47]; and [48] and
[49], respectively.

3Please refer to Appendix A, which introduces a minimalistic variant of
ESN as well as provides additional references.

We generalize (1) in two steps and demonstrate that the gen-
eralization can predict a broader variety of ANN architectures.
Our first step of generalization of (1) is to drop assumption
2) and compute individual predicted accuracies for each class
ief{l,2,...,D}

a; := p(classqye = i|classinp, = 1)
©  dy 7(%#2,')2 D-1
= e Q(x, puj05). (2
/—oo 2o H e

j=1j#i

Here, p and o denote vectors representing the first two
moments (mean and standard deviation) of the statistics of the
postsynaptic sums for all classes. The assumptions for (2) to
hold are reduced to 1) and 3).

Our second generalization is to drop assumption 3); that is,
we allow the postsynaptic sums for different neurons to be
correlated according to a multivariate normal distribution*

a; 1= p(classoyr = i|classin, = 1)

:/ dxl/ldxz---/ldeN(x,u,E) 3)

where NV (x, i, ) is the multivariate normal distribution with
the full covariance matrix ¥ replacing the variance vector
o for independent Gaussians in (2); see Appendix A for
connection between (2) and (3). The assumptions for (3) to
hold are reduced to 1).

To aggregate the individual class accuracies in a into the
overall prediction, we form the expectation over all D classes

D
S ta 4

where f; is the prior probability of the ith class in the data.
Recall that vector a stores predicted accuracies for all D
individual classes where the predictions are obtained according
to one of the above formulations of the perceptron theory
[see (1)—-(3)]. This single prediction score characterizes the
accuracy of the network for the whole classification task.
The prior probability of each class f; is estimated using the
frequency of the ith class labels in the empirical samples of the
data, such as the training or test ones. The predicted accuracy
can be compared with the actual accuracy of the network.

IV. EXPERIMENTS
A. Predicting the Performance of ESNs

First, we test our generalized perceptron theory on predict-
ing an ESN performance in the trajectory association task [41].
In Fig. 1, we compare two ESNs with different readout
perceptrons.’ The synapses of one perceptron (blue line) are
set to the centroids of inputs of the different classes (codebook-
based). The synapses in the other perceptron (red line) have
been optimized with linear regression (regression-based). The
average predicted accuracy for the both versions is plotted in
Fig. 1 as a function of the delay of the input occurred in the
sequence of input vectors.

The solid lines depict empirical accuracies. The dotted lines
are the predictions by theory in (1)—(3), using the statistics
reported in Fig. 13 of Appendix A. The original formulation
in (1) correctly describes the experimental performance of

4We assume that the correct class is always in the first position of x
(i.e., x1). This is done just for convenience to make the writing of the next
integrals in (3) more straightforward.

SPlease see Appendix A for the detailed description of the experiment and
the types of ESNs being used.
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Fig. 1. Accuracy of the ESN against delay for the case of codebook-based
and regression-based readout perceptrons. The following values for the ESN
parameters were used: N = 100, D = 2 (for red and blues lines) or D = 3
(for black lines), k = 4. The length of test sequences was 10 000. All reported
values were averaged over 50 simulations with pseudorandom codebooks.

the perceptron with centroid filters but overestimates the
performance of the perceptron with regression filters (i.e.,
it has some bias). The bias occurs, because (1) neglects the
correlation between the linear filters of the regression-based
readout, visible in Fig. 13 (right) of Appendix A. Fig. 1
(dashed lines) depicts the predictions by (3), and the accuracies
of both networks are predicted correctly.

The predictions obtained using (2) are omitted, because they
did not differ from the predictions obtained using (1) when
D = 2. To see differences between these two formulations,
we run another experiment with D = 3 and a perceptron
with centroid filters where the inputs had different amplitudes
(black solid line). For this experiment, (1) (black dotted line)
overestimated the accuracy, while (2) (black dashed line)
provided accurate predictions.®

B. Predicting the Performance of Shallow Networks

We also applied the theory in (2) to shallow feedforward
randomly connected ANNs [60], which are similar to ESNs
without the recurrent connections. The evaluation was done
on a collection of the classification tasks where the data are
provided in the form of the extracted features. In particular,
the reported results are based on 121 real-world classification
datasets obtained from the UCI Machine Learning Repos-
itory [61]. The considered collection of datasets has been
initially analyzed in a large-scale comparison study of different
classifiers, and the interested readers are kindly referred to the
original work [62] for more details. The only preprocessing
step was to normalize features in the range [0, 1].

For the sake of brevity, here, we do not go into the details
of the transformation stage. The interested readers are kindly
referred to [63]. In essence, the transformation resembles
Random Vector Functional Link (RVFL) networks [60], which
is a particular variation of shallow feedforward randomly
connected ANNs. Moreover, it is very similar to the known
approaches of using HD/VSA for classification [48], [64], [65],
[66], [67], [68], [69], [70].

The search of the hyperparameters for each dataset has
been done according to [62] using the grid search over
A (regularization parameter), N, and k (activation function
parameter). N varied in the range [50, 1500] with step 50;
A varied in the range 2!71%31 with step 1, and « varied in the
set of {1, 3, 5, 7}. The obtained optimal hyperparameters were
used to estimate the cross-validation accuracy on all datasets.

SWe also studied the perceptron theory predictions for a synthetic binary
classification problem in the case of nonindependent distributions of postsy-
naptic sums in Appendix B.
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Similar to Section IV-A, we considered two ways of forming
the perceptron. The first way is common in HD/VSA. It forms
a linear filter as a centroid of a class by simply superimposing
all transformations of input data for this class. The perceptron
then is simply the collection of all the centroids. Formally,
let us assume that the transformations for all training data
are stored in the matrix X, and the corresponding class labels
are stored in the ground-truth vector y; then, the centroid for
the ith class (denoted as W;) is obtained as the sum of the
corresponding transformations in X

W= > X, (5)
J.y /=i
In addition, it is common to normalize each centroid to unit
norm
W
. (6)
W:ll2
The second way is common in shallow feedforward ran-
domly connected ANNs. The perceptron is the result of the
ridge regression, which uses the transformations of training
data and the ground-truth class labels to obtain the optimal
values of the perceptron W as follows:

W=Y'XX"X+AD"! (7)

where I denotes the identity matrix, A is a regularization
parameter used in the ridge regression, and Y is the one-
hot representation of the ground truth from y. Thus, the
main difference between the considered approaches in forming
the perceptrons is that the regression filters are obtained
using the optimization procedure, while the centroid filters are
nonparametric.

Across the datasets, the average cross-validation accuracy
for the perceptron with centroid filters was 0.70, while that
for the perceptron with regression filters was 0.80. The Pear-
son correlation coefficient between the obtained results was
0.80. It is clear that the perceptrons obtained from the ridge
regression usually outperformed the ones with the centroids.

Fig. 2 (top) presents the cross-validation accuracies against
their corresponding predicted accuracies for the perceptron
with centroid filters. The top-left panel in the figure corre-
sponds to the case when the statistics for (2) was obtained from
the training data. The top-right panel in the figure corresponds
to the case when the statistics for (2) was obtained from the test
data. The Pearson correlation coefficient between the accuracy
and the predicted accuracy calculated from the statistics for
the training data was 0.79, while that of the test data was
0.90. The usage of the statistics for the test data improved the
quality of the predictions. The reduced correlation for the case
when the statistics for the training data was used is expected
and happens due to the “leakage” of the data. Since the same
data samples are used to both form the perceptron and to
estimate the statistics of the postsynaptic sums, the obtained
estimates might differ significantly from the ones observed for
previously unseen data samples (i.e., test data).

Fig. 2 (bottom) presents the cross-validation accuracies
against their corresponding predicted accuracies for the per-
ceptron with regression filters. The Pearson correlation coeffi-
cient between the actual accuracy and the predicted accuracy
for the statistics from the training data was 0.47, while that
for the test data was 0.97. Similar to the results for the
perceptron with centroid filters, the usage of the statistics
for the test data improved the quality of the predictions.
The difference, however, was that the predicted accuracies

i
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Fig. 2. Cross-validation accuracy against the predicted accuracy where the
predicted accuracy for individual classes was calculated according to (2). Each
point corresponds to a dataset. Top: perceptron with centroid filters. Bottom:
perceptron with regression filters.

from the training data statistics did not correlate well with
the accuracies. The most likely explanation is that in the
case of the ridge regression, the perceptron is calculated to
maximize the accuracy on the training data. As a side effect,
the statistics of the postsynaptic sums is too promising, and so
many networks are predicted to achieve high accuracy on the
test data. Other notable differences were that compared to the
perceptron with centroid filters, the errors and bias are smaller
for the ridge regression with test data statistics. For instance,
after removing the bias, the mean value of the absolute error
was 0.03 for the perceptron with regression filters, while for
the perceptron with centroid filters, it was 0.12.

Thus, the main finding here is the sequent: for both
perceptrons with centroid and regression filters, the theory
in (2) introduced some bias, but the Pearson correlation coeffi-
cients between the predictions and the actual accuracies were
high: 0.90 and 0.97, respectively. These differences should
be attributed to the effect of the assumptions used in (2).
Section IV-C3 will elaborate more on this topic.

C. Predicting the Performance of Deep CNNs

1) Deep ANNs in Terms of Transformation and Perceptron
Stages: In the remainder, we will apply the perceptron theory
described in Section III on deep ANNs. To apply the theory,
we dissect the holistic functionality of a deep network into
two parts: a multilayer transformation stage and a single-
layer classification by a perceptron as depicted in Fig. 3.
It is not very common to look at ANNs this way, but, for
example, a recent work [3] has used the same dissection
to study the terminal phase of the training. Note that this
dissection is conceptual, and it affects neither training nor
inference processes. This bipartite view suggests that most
of the network is doing a transformation, i.e., produces a
useful representation of an input data sample. As we will
see below, a similar conceptual dissection can be applied if
the transformation stage includes convolutional layers (i.e.,
CNNGs) or recurrent connections (i.e., RNNs), as long as the
last hidden layer and the output later are densely connected.
Finally, note that using the final outcomes of the multilayer
transformation stage (i.e., activations of the last hidden layer)
does not mean that any information about the network is lost,
because obtaining these activations requires propagating the
activity through all the layers that precede the last hidden one
[see Fig. 3 (dashed rectangle)].

2) Setup: Here, we describe the results of experiments with
a set of well-known deep CNNs, which were pretrained on the
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Fig. 3. Dissecting the functionality of an ANN into multilayer transformation
and perceptron stages. The figure indicates components of the network by the
terms used in this article.

ImageNet dataset [71]. The ImageNet dataset arose from Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC).
Currently, it is one of the well-established benchmarks in the
object category classification and detection. ImageNet includes
D = 1000 classes corresponding to different object categories,
which makes it hard to preform well on this task. The
training data of ImageNet include over 14 million images. The
validation set from ILSVRC 2012 challenge has 50 000 images
in total; exactly 50 images per each class.

In the experiments below, 15 pretrained deep CNNs were
used: AlexNet [72], GoogLeNet [73], ResNet-18, ResNet-50,
ResNet-101 [74], VGG-16, VGG-19 [75], ShuffleNet [76],
MobileNet-v2 [77], DenseNet-201 [78], Inception-v3 [79],
Inception-ResNet-v2 [80], Xception [81], NASNet-Mobile,
and NASNet-Large [82]. The actual accuracy of the deep
CNNs was assessed using the validation set from ILSVRC
2012 challenge. Blue solid lines in the figures below are the
lines fit to the results.

For each network, we first saved the weight matrix cor-
responding to the connections between the last hidden layer
and the output layer. Recall that in our interpretation, this
weight matrix (i.e., readout perceptron) is treated as a set
of D linear filters, where, for each class, the linear filter
is the corresponding N-dimensional vector. Second, for all
networks, we have also obtained the activations of the last
hidden layer for each image in the ILSVRC 2012. Recall
that these activations are seen as the results of the multilayer
transformation stage of the network. All linear filters and the
last hidden layer activations of a particular class were used
to calculate the postsynaptic sums. Note that in cases when
it is easier to obtain the statistics in the form of activations
of ANN’s last layer, they can be used to directly compute the
required statistics. The resultant matrix was used as a data
sample to estimate moments of probability density functions,
which are involved in calculating the predicted accuracy a; for
that class.

3) Predictions According to (2): We compared the actual
accuracy of each network against its predicted accuracy, where
the predicted accuracies for individual classes were calculated
according to (2) and then aggregated into a single prediction
[Fig. 4 (left)].” The results were mixed. On the one hand, the
Pearson correlation coefficient between the actual accuracies
and the predicted accuracies was 0.93, indicating a high
similarity between the actual and predicted accuracies. Also,
the Kendall’s t correlation coefficient measuring the quality
of the ranking of the networks performances was 0.86, which
is rather high. For instance, it is worth noting here that if

"In practice, it was averaging as in the ILSVRC 2012 each class has the
same number of images, so f; = 1/D = 1073,
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one would just use the number of flops for each network
(which is a meaningful information for deep CNNs) as the
performance prediction, these correlation coefficients are only
0.50 and 0.49, respectively. On the other hand, however, there
are obvious issues with the predicted accuracies. First, there is
a clear bias in the predicted accuracies. Second, single points
deviate noticeably from the fit linear trends. For example, even
after compensating for bias, the largest error was observed for
AlexNet, where the predicted accuracy overestimated the accu-
racy by 0.05; the mean value of the absolute error was 0.02.

One possible explanation of these prediction errors is that
assumption 1) in (2) is violated, the assumption that the postsy-
naptic sums are distributed normally. We quantified the effect
of this assumption by using nonparametric kernel density
estimation for the probability density functions and then cal-
culated the predicted accuracy in the same way as in (2). The
accuracies predicted with the kernel estimation [Fig. 4 (right)],
indeed, differ somewhat from the ones depicted in the left
panel. However, dropping the assumption of Gaussianity did
not significantly reduce the error in predicted accuracies. The
strong bias was still present, and the deviations of the points
from the fit line were still nonnegligible. The mean value of
the absolute error after compensating the bias was at 0.02.

In Section IV-C7.a, we also provide the predictions produced
by other prediction methods.

The next natural step was to investigate the effect of
assumption 3) that the distributions of individual postsynaptic
sums are all independent.

4) On Removing Bias Introduced by (2): Since (2) does not
take into account the covariance matrix, it is worth checking
whether some information contained in the covariance matrix
itself is able to explain the bias introduced by the predicted
accuracies. Fig. 5 depicts the difference between the observed
accuracy and the predicted accuracy against the average value
of Pearson correlation coefficients in the covariance matrices
of each network. We see that the difference closely follows the
average values of Pearson correlation coefficients for different
networks. In particular, the Pearson correlation coefficient
between the differences and the average Pearson correlation
coefficients was —0.95. Thus, at least for the ImageNet
dataset, we can conclude that it is possible to use the average
Pearson correlation coefficient to predict whether the predicted
accuracy is too optimistic or too pessimistic about the actual
accuracy.

Morevoer, since it is hard to conclude much from only
15 datapoints, we used ImageNet to create subproblems with
smaller numbers of classes. In our experiments, the sub-
problem of a given size was generated by randomly choos-
ing (without replacement) the classes to be included in the
subproblem. The following sizes of subproblems were used
{2,4,8,16, 32,64, 128, 256, 512, 768}. For each network and
for each subproblem size, 40 different subproblems were
evaluated.

Each panel in Fig. 6 (left) corresponds to a deep CNN.
Each point corresponds to a subproblem with the size of
the subproblem represented by color. First of all, we see
that each network develops its own bias, which is in line
with the bias present in Fig. 4 (left). This suggests that
assuming independence between distributions of postsynaptic
sums of output neurons caused a noticeable bias effect on the
predicted accuracies. Moreover, the error between the actual
and predicted accuracies caused by the bias was increasing
with the size of the subproblem. However, what is aston-
ishing is that the Pearson correlation coefficients between
the actual and predicted accuracies were almost exactly
one for individual networks (the lowest one was 0.99 for
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NASNet-Large). This is another implicit indication that the
assumption of normal distribution is not critical for predicting
accuracy. Moreover, the lines fit for each network can now be
used to compensate the corresponding predicted accuracies in
Fig. 4 (left). For the compensated predicted accuracies against
the actual accuracies, the Pearson correlation coefficient was
0.998 [Fig. 6 (right)]. We also noticed that the compensations
based on the subproblems on individual networks have almost
removed bias and unsystematic deviations between the accu-
racies. The compensated predicted accuracies overestimate the
actual accuracies to a lesser degree than that depicted in
Fig. 4; e.g., the largest error (overestimated) was 0.02 for
NASNet-Mobile.

5) Predictions According to (3): The results in Fig. 6 (right)
are encouraging from the point that the compensated predicted
accuracies nearly perfectly corresponded to the accuracies.
Obviously, the Kendall’s T correlation coefficient was 1.00.
On the other hand, in order to make the compensation, it is

necessary to observe the accuracies of smaller subproblems,
which is highly undesirable from the practical applicability
point of view. The solution to this problem is to get rid
of the independence assumption by calculating the predicted
accuracies according to (3). This approach, however, has its
own complications, as the numerical integration of (3) is
challenging, even for the moderate number of classes. Thus,
to demonstrate that (3) addresses the bias issue, we have
performed another experiment. We selected the subproblems
from ImageNet where the size of the subproblem was fixed to
four classes. Different from the previous experiment, we first
randomly chose 10000 subproblems and calculated both the
actual and predicted accuracies using (2). Then, we hand-
picked 25 most challenging subproblems choosing the ones
whose predicted accuracies calculated using (2) resulted in
large errors. For these subproblems, we used both formulas,
(2) and (3), to predict the accuracies (see Fig. 7). For the
considered networks, there was no bias in the predictions cal-
culated according to (3), which is an empirical demonstration
that (3) can predict a wider range of network architectures.

As Fig. 7 suggests, calculating the predicted accuracies
with (3) should address the problem of bias introduced by (2).
However, the numerical integration for problems with many
classes, such as ImageNet, is not tractable. We partially
circumvented this problem by using a Monte Carlo approach
for sampling from the estimated distributions. The results
obtained with the Monte Carlo approach (see Fig. 8) were
quite obviously better than the ones obtained with (2). The
Pearson correlation coefficient was 0.98, and the Kendall’s t
correlation coefficient was 0.92. Another nice outcome was
that the points were arranged on a line (dashed line) parallel
to the line of perfect correspondence (solid line); i.e., all
the predictions slightly overestimated the actual accuracies by
a constant offset. This offset just comes from the fact that
one should use the normalization constant in our estimations,
which Monte Carlo sampling does not provide.

Fig. 9 presents the results of applying the same sampling
approach to different sizes of subproblems randomly formed
from ImageNet. Overall, we still see the same trend as in
Fig. 8, i.e., that the predicted accuracies were approximately
offset from the line of perfect correspondence by a constant
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(dashed lines). The difference is more noticeable with the
decreased size of a subproblem, which indicates the increased
importance of normalization constants.

6) Predicted Accuracy From the Readout Perceptron Only:
One interesting question to the proposed theory is: how well
could it work if given only the readout perceptron but no
activations of the last hidden layer? Quite surprisingly, as we
will see below, it was possible to achieve a 7 correlation
coefficient of 0.71 by computing the predicted accuracy only
from the readout perceptrons, without any access to the
transformations of input data samples.

Intuitively, a possible way to calculate the required statistics
(i.e., p and o) would be to use linear filters themselves
in place of the hidden layer activations. The issue with
this approach, however, is that the postsynaptic sums to
linear filters themselves are much higher than that of the
hidden layer activations from real data, since in reality, the
activations of the hidden layer will never match perfectly
their corresponding linear filters, which means that realistic
postsynaptic sums are lower. Thus, this situation presents the
case when we obtain the maximally possible postsynaptic
sum, which is not expected in reality where hidden layer
activations will not be the exact copies of the corresponding
linear filter. Therefore, the predicted accuracies calculated in
this way are nearly 1. A possible way to mitigate this issue
is to disturb the linear filters by adding some white noise
to them. The noisy versions of a particular linear filter are
used in place of activations of the last hidden layer by the

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS
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Fig. 10.  Solid line depicts the mean Pearson correlation coefficients for

15 deep CNNs between their accuracy and the predicted accuracies calculated
using only the perceptron when disturbing the linear filters with white noise
for different level of noise. The bars depict standard deviations. The dashed
line depicts standard deviations of the predicted accuracies normalized by the
largest value.

samples of the corresponding class. The postsynaptic sums
are calculated using the original linear filters and their noisy
versions. The obtained postsynaptic sums are used to estimate
the required statistics for u and o. Thus, the white noise
added to the linear filters acts as a way to obtain surrogates
of the actual statistical distribution of the data.

We have made the experiments for different levels of
noise. In a single experiment, each linear filter was disturbed
50 times. The disturbed versions were used as the hidden layer
activations for linear filter’s class. Fig. 10 (solid line) reports
the mean Pearson correlation coefficients between the actual
accuracy and the predicted accuracies obtained from surrogate
statistics from ten experiments for each level on noise. The
results suggest that either high or low noise levels did not result
in high correlation, but there was a window between 8 and
17 dB where the correlation peaked getting as high as 0.66.

A natural question to ask would be: how to know which
level of noise to use for obtaining the highest correlation? We
think that it could be identified in a straightforward manner; we
use two observations to do so. First, we expect that different
networks have somewhat different accuracy. Second, we know
that the best value of noise is somewhere in between the
extremes. That is because when the noise is too high the
predicted accuracies of all the networks would vanish to a
random guess while when the noise is too low the predicted
accuracies would saturate at one, as explained above. Using
these observations, we expect that the best level of noise
should result in the largest dispersion of the predicted accura-
cies, which can be simply measured by the standard deviation
of the predicted accuracies. Fig. 10 (dashed line) depicts mean
(across ten experiments) and standard deviations for each level
of noise. As we can see from comparing this curve with
the curve for the Pearson correlation coefficients, both curves
peaked approximately in the same window between 8 and
17 dB. Thus, when choosing the level of noise corresponding
to the largest standard deviation, we expect to get close to
the peak in the Pearson correlation coefficient. The absence
of a clear peak might be interpreted as the indication that the
accuracy of all the networks is so close to each other that
we cannot discriminate between them using only information
about the perceptron.

Finally, we can use the obtained predicted accuracies in
order to rank networks using the Kendall’s 7 correlation
coefficient to measure the quality of the ranking. The largest
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using full sets of networks’ weights.

mean 7 was 0.71, which is not a perfect ranking (v = 1),
but it is far better than random ranking (r = 0). Perhaps
not surprisingly, these results are not as good as the results
obtained for real hidden layer activations, but they still suggest
that the perceptron itself contains rich information about
possible performance of a network, which is in line with
the observations in [8]. For predictions obtained from the
readout perceptron by other estimation methods, please refer
to Section IV-C7.b.
7) Existing Prediction Methods for ANNs: This section
provides the sense on how the predictions produced by the
perceptron theory compare to predictions by other existing
methods. As indicated in Section II, most of the related meth-
ods rely on training estimator models. While these methods
are useful in applications, such as NAS, they hardly provide
novel insights into the principles underlying ANNs. Notably,
however, there are recent studies [22], [25] that do not require
any training of the estimator model, similar to our perceptron
theory case. Therefore, we compared our results to several
metrics proposed in [22] and to the best performing metric
in [25]. All the metrics proposed in [22] are based on the
weights of the trained ANN. While the investigation in [25]
was concerned with searching for simple “zero-cost” metrics
that would release the computational burden of performing
NAS where the metrics were inspired from the literature
related to ANNs’ weights pruning [27], [29], [30]. For the sake
of brevity, we omit the details of calculating the considered
metrics, but refer to the corresponding equations in [22]
and [25]:
1) average log Frobenius norm (denoted as (log ||W||§);
see (3) in [22]);

2) average log spectral norm (denoted as (log ||W||§o); see
(4) in [22]);

3) average weighted alpha (denoted as &; see (10) in [22]);

4) average log o-norm (denoted as (log ||X||%); see (11)
in [22]);

5) synflow; see (1) in [25].
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Accuracy of 12 deep CNNs on the ILSVRC 2012 validation dataset against the prediction metrics from [22]. The prediction metrics were obtained

Among the metrics considered in [25], we use synflow,
since it was empirically demonstrated to perform most consis-
tently across all the alternatives. A small peculiarity was that
we found that using log(synflow) significantly improved
Pearson’s r, so it was used to report the results. Since not
all of the networks considered in this study were available in
the software distribution for reproducing [22], in the experi-
ments below, we limited the ANNs to the subset of 12 deep
CNNs (Xception, NASNet-Mobile, and NASNet-Large were
excluded).

a) Predictions obtained from complete networks: First,
to provide the comparison to the perceptron theory predictions
reported in Figs. 4 and 8, we obtained the metrics using full
sets of weights for each ANN. Fig. 11 presents the results
where each panel corresponds to a metric. Table I¥ summa-
rizes the quality of predictions in terms of two correlation
coefficients used above that were calculated with the actual
accuracies: Pearson’s r and Kendall’s . Besides the statistical
metrics from [22] and synflow, the table also reports the
coefficients for the corresponding predictions (i.e., excluding
three CNNs mentioned above) obtained for the perceptron
theory according to (2) (see Fig. 4) and (3) (see Fig. 8).

Among the statistical metrics from [22], the average log
spectral norm had the best Pearson’s r, which is consistent
with the original study. It is also worth pointing out that
synflow outperformed all the metrics from [22], which
might not be that surprising given that it was empirically
shown to be performing well in the scenario that requires
ranking of ANNs. Nevertheless, when this result is compared
with the perceptron theory, we observe decent improvement
in the quality of predictions in favor of the perceptron theory.
It should be also noted that the above experiment used
networks with different architectures; e.g., Martin et al. [22]

8Strictly speaking, the Pearson correlation coefficients for all metrics
from [22] are negative. However, for the sake of presentation clarity, their
absolute values are reported. The same note applies to the results reported in
Table 1I.
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Fig. 12. Accuracy of 12 deep CNNs on the ILSVRC 2012 validation dataset against the prediction metrics from [22]. The prediction metrics were obtained

using only the weights of the readout perceptrons.

TABLE I TABLE 11
QUALITY OF PREDICTIONS OBTAINED FROM THE COMPLETE NETWORKS QUALITY OF PREDICTIONS OBTAINED FROM
Method Source | Pearson’s r | Kendall’s 7 THE READOUT PERCEPTRONS
Average log Frobenius norm [22] 0.43 0.42 Method Source | Pearson’s » | Kendall’s 7
Average log spectral norm [22] 0.65 0.42 Average log Frobenius norm [22] 0.25 0.09;
Average weighted alpha [22] 0.52 0.52 Average log spectral norm [22] 0.31 0.30
Average log a-norm [22] 0.48 0.52 Average weighted alpha [22] 0.26 0.06
log synflow [25] 0.66 0.71 Average log a-norm [22] 0.25 0.09
Perceptron theory, Eq. (2) our 0.90 0.79 [ Perceptron theory, Eg. ) | our [ 0.66 ] 0.61 |
Perceptron theory, Eq. (3) our 0.98 0.88

indicated that their metrics should be used with caution when
comparing networks with different architectures. To us, the
results in Table I are an indicator that to be able to achieve
high quality of predictions among different architectures, and
the knowledge of statistics of the postsynaptic sums might be
an essential information.

b) Predictions obtained from readout perceptrons: To
be consistent with the setup of Section IV-C6, we obtained
the statistical metrics when using only the corresponding
readout perceptrons (synflow was not considered here).
These results are presented in Fig. 12; each panel corresponds
to a metric. Similar to Table I, Table II reports the overall
quality of predictions where the results for the perceptron
theory were obtained according to the methodology described
in Section IV-C6. As it could be seen from the table, similar
to the previous experiment, the perceptron theory provided
much higher quality of predictions. Notably, the results of the
perceptron theory in Table II are comparable to those of the
statistical methods from the previous experiment (see Table I).
Finally, it is also worth emphasizing that in this experiment’s
setup, all the methods (including the perceptron theory) formed
the predictions without the access to the activations of the
last hidden layer (i.e., only a subset of network’s weights was
used), which suggests that in the case of different architectures,
the perceptron theory is competitive with the state-of-the-art
methods.

V. DISCUSSION

A. Summary of Results

We present a theory for classification with one-layer percep-
trons, which is general in the sense that it applies to networks
formed by any learning rule or optimization procedure. The
curious fact that the theory for perceptrons, the earliest ANN
models [31], cannot be found in textbooks might be due
to the lack of universality of one-layer perceptrons as a
general function approximator [38]. Here, we trace the late
and gradual development of a general perceptron theory, which
occurred in the context of neuroscience [39] and more complex
neural networks [11], [39]. The presented perceptron theory
generalizes the earlier versions and, thus, is applicable to a
wider variety of neural networks that contain a perceptron-
like output layer.

We first verified that our formulation of the perceptron
theory (3) can accurately predict the performance of ESNs,
even with the readout perceptron optimized by linear regres-
sion, the case that could not be treated with the previous
formulation of the theory [11]. Next, we investigated the
application of the perceptron theory to shallow and deep
networks. The empirical evaluation of the predicted accu-
racy was performed on numerous classification datasets with
shallow networks and on ImageNet with more than a dozen
deep neural network architectures. In both cases, we observed
high correlation between predicted and actual accuracies even
when assumptions in the theory definition (Section III) were
violated, for example, independence of postsynaptic sum
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distributions for different classes or Gaussianity. However,
neglecting dependencies introduced a bias to the predicted
accuracies (Section IV-C3), which can be mitigated empiri-
cally (Section IV-C4). Alternatively, we also offer a general
formulation in (3) that takes the dependencies into account.
One might argue that a theory that predicts accuracies based
on the activations in the last hidden layer is not useful, because
the accuracies could be computed directly by going through
the last layer. Note, however, that the theory does not require
the activations explicitly, and it only requires some low-order
statistical moments of the postsynaptic sums in the output
neurons, which can be cheaply collected during the execution
time. In addition, the theory also identifies the low-order
statistical moments of the postsynaptic sums as essential for
determining the accuracy of the network.

B. Applications and Future Directions

We foresee the following applications of this study.

1) The proposed perceptron theory is applicable to any
network architecture with perceptron-like output layer.
Thus, the potential application range goes far beyond
the network architectures we have investigated in this
article.

2) The proposed theory enables ranking of networks with
different architectures for a particular task by accessing
only low-order statistical moments of the postsynaptic
sums in the output neurons, which is important as it
avoids a common issue of data privacy.

3) A more advanced application of our theory is for
comparing networks without having any access to the
data or the transformation stage of the network. Our
experiments showed that the results are less accurate,
but maybe still sufficient as the first filtering step in a
multistage evaluation process for granting access to the
data only to the most promising networks.

4) Finally, our approach can not only predict classification
accuracies but also be extended to estimate probabilities
of observing a certain vector of postsynaptic sums in the
output layer. This estimation can potentially be used to
detect adversarial examples and other outliers.

The presented results suggest several novel directions for
future investigation. One interesting question is whether the
perceptron theory could be used to design more efficient or
faster training algorithms, perhaps by using the theoretical
predictions for identifying classes that need more training.
Another obvious research direction is efficient numerical
evaluation of the theory formulas. It would be interesting
to compare existing methods for numerical multidimensional
integration in their ability to evaluate the more precise formu-
lation in (3) for larger number of classes.

APPENDIX A
ANALYZING SHORT-TERM MEMORY IN ESNS
The theory in [11] was developed for studying the short-
term memory of distributed representations in such models as
HD/VSA® and recurrent randomly connected networks within
reservoir computing (e.g., ESNs [58]).!0 In particular, here,

9A comprehensive two-part survey of HD/VSA is available in [42] and
[43].

107t s worth noting here that HD/VSA and reservoir computing have
multiple points of connection. There is both a direct connection that has
been drawn in [11] and [83] as well as an implicit connection via cellular
automata computations [84], [85], [86] that have also been found useful within
HD/VSA [87], [88], [89], [90].

we consider the trajectory association task [41], [91], [92] (see
below) as one of the ways of studying the short-term memory
of a simplified version of the ESN [83]. The ability to form and
use the short-term memory is a key enabler for many HD/VSA
use cases, such as representation of data structures [93],
[94], [95], [96], [97], processing of strings [98], [99], [100],
[101], and communications [102], [103], [104]. Below, we will
introduce the trajectory association task together with the
simplified version of the ESN. We kindly refer readers to [59]
for a step-by-step tutorial on applying ESNs; to [105] for a
broader overview of the area; and to [106] for the aspects of
physical realization.

The trajectory association task has two stages: memorization
and recall. At the memorization stage, at every time step m,
the ESN stores a symbol s(m) from the sequence of symbols
s to be memorized. The number of unique symbols (i.e.,
alphabet size) is denoted as D. The symbols are represented
using N-dimensional random bipolar dense vectors stored in
the codebook @ € {—1, 1}¥*P Thus, at every time step m,
the ESN is presented with the corresponding N-dimensional
vector @y, which is added to the hidden layer of the ESN
(x € ZN*1). The state of the hidden layer at time step m
[denoted as x(m)] is updated as follows:

x(m) = fe(p(x(m — 1)) + Psim))

where x(m — 1) is the previous state of the hidden layer at time
step m — 1; p denotes the permutation operation (e.g., circular
shift to the right), which acts as a simple variant of a recurrent
connectivity matrix; f,(x) is a clipping function—nonlinear
activation function, which keeps the values of the hidden layer
in the limited range using a threshold value « as follows:

—K, x<-—K

felx) =

X, —K <X <K
K, X > kK.

In practice, the value of « regulates the recency effect of
the ESN.

At the recall stage, the ESN uses the content of its hidden
layer x(m) as the query vector to retrieve the symbol stored d
steps ago, where d denotes the delay. In the experiments below,
the range of the delays varied between O and 25. The recall is
done by using the readout perceptron for particular d, which
contains one N-dimensional vector (linear filter) per each
symbol. The readout perceptron is denoted as W¢ e RP*N,
and the recall is done as follows:

§(m — d) = argmax(W9x(m))

where arg max(-) returns the symbol with the highest postsy-
naptic sum among the output neurons for the chosen delay
W¢ value and the given hidden layer state x(m).

Let us consider two approaches of forming the readout
perceptron. First, it can be constructed as done usually in
HD/VSA from the codebook @ and the reverse permutation
by d

W= p~ (7). (8)

The advantage of this approach is that no training is required
to obtain the readout perceptron.

An alternative approach, which is more native for ESNs,
is to obtain WY via solving a linear regression on a given
training sequence and the corresponding states of the hidden
layer. The advantage of this approach is that, as we have seen
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Fig. 13.  Statistics extracted for the case of codebook-based and regres-

sion-based perceptrons. The following values for the ESN parameters were
used: N = 100, D = 2, and « = 4. The length of test sequences was
10000. All reported valued were averaged over 50 simulations with random
codebooks.

in Fig. 1 in the main text, it has higher accuracy than the
codebook-based approach.

While it is straightforward to simulate the presented network
and obtain the accuracies for different values of d empirically,
predicting the accuracy analytically given only the parameters
(N, D, d, and «) is challenging. Nevertheless, [11] has
proposed a solution to this problem when the perceptron is
based on the codebook as in (8). The solution includes two
components. The first one is the equation for calculating the
predicted accuracies a (i.e., the expected accuracy)

a = p(s(m —d) =8(m —d))

i (D (x, pr, 0,)) P! ©)

/ ©  dx .
—00 \/E oy
where w, and oj, denote the mean and standard deviation of the
postsynaptic sum (i.e., dot product) between x(m) and the row
of WY (i.e., linear filter) corresponding to the correct symbol
s(m — d), while u, and o, denote the mean and standard
deviation of the postsynaptic sum for all other symbols in
the codebook. Note that (9) is equivalent to (1) in the main
text. Moreover, (9) is a special case of (2) where for all
symbols in the codebook other than the correct symbol the
same W, and o, are assumed, that is, because the codebook-
based perceptron uses ®, where representations for different
symbols are random, and therefore, for large N, they are quasi-
orthogonal to each other. Due to this fact, we know that the
expected value of p, is 0 and that of o, is (N« (k + 1)/3)1/2.
However, the values of w; and o;, depend on the given values
of d and «; therefore, the second component of the solution
determines them (please refer to [11, Egs. (2.44)-(2.47)]).

It is also worth mentioning that (3) is the generalization
of (2), because once we assume that X is diagonal (i.e.,
variables in x are independent), (3) can be simplified to (2) as
follows:

[e’e} X1 X1
a; =/ / / pX, 1, X)dxy, - - dx;

—00 J —00 —00

[ere] X|

/ P(Xl)dxl/ p(Xz)dXz--~/ p(Xp)dxg

:/ p(xls ﬂl,al)dX]CD(X], MZ?GZ)"'(I)(XU I’LLvaL)

o0

00 L
= / P&y, o)dx [0, . 0)).

oo j=2

Note that in the case of the regression-based perceptron,
one cannot assume the independence of linear filters in the
perceptron. Therefore, currently, there is no way of analytically

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Predicted Accuracy (1)

Fig. 14.  Actual accuracy of a synthetic datasets for different Pearson
correlation coefficients and predicted accuracy calculated assuming that the
correlation between classes is zero, i.e., according to (1)/(2)/(9), which are all
the same for D = 2.

estimating w;, U, oy, and o, for the regression-based percep-
tron. Nevertheless, these values could be estimated empirically
using the simulations. Fig. 13 presents uj, u,, o, and o,
for different values of d for both regression-based (red color)
and codebook-based (blue color) perceptrons.'! Notice, that
there are several important differences between the statistics
observed for different perceptrons. First, w;, for the regression-
based perceptron is higher than that of the codebook-based
perceptron; however, for both perceptrons, pu; is decreasing
with the increased delay, which is expected. Second, both oy,
and o, are much lower in the case of the regression-based
perceptron. Both facts should positively affect the accuracy.
Third, there is a strong negative correlation between the linear
filters in the regression-based perceptron. As it was shown in
Fig. 1 in the main text, the presence of correlation hindered
the applicability of (9), but the use of (3) allowed getting the
correct accuracy.

Finally, let us explain how the original problem: analysis of
trajectory association with ESN relates to predicting the accu-
racy of a neural network. First, in the case of classification,
we do not assume delay, so we can safely say that d = 0. Sec-
ond, the activation of the last hidden layer of a neural network
corresponds to the hidden layer activity in the considered ESN.
Note, however, that there is no guarantee that these activations
are noisy versions of the entries of some fixed random matrix,
as the activations come from (usually continuous) real data.
Finally, the weights of the output layer of a neural network
are more similar to the regression-based perceptron than to the
codebook-based perceptron, because they are obtained through
an optimization procedure (e.g., error backpropagation). This
implicitly explains the bias observed in Fig. 4 when using (2)
to calculate the predicted accuracy. Recall, that in Fig. 4,
we have observed both underestimation and overestimation
of the empirical accuracy, while in Fig. 1, we have observed
only the overestimation. Therefore, in Section B, we will study
the effect of the correlation on the results produced by (2)
or (1)/(9).

APPENDIX B
EFFECT OF CORRELATIONS
In Fig. 1 in the main text, we have seen that even in
the case of two symbols (or two classes), the presence of

Since the regression-based and codebook-based perceptrons might have
different norms, Fig. 13 was obtained using cosine similarities instead of
postsynaptic sums. Obviously, the usage of the cosine similarity does not affect
neither the accuracy nor the applicability of (9) to the estimated statistics.
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correlation might result in inaccuracies between the predicted
accuracy and the actual accuracy. Nevertheless, using (1)/(9)
or (2) to calculate the predicted accuracy is tempting, because,
numerically, it is a simple task compared with (3). Therefore,
one interesting question is whether it is possible to compensate
bias introduced by (1)/(9) or (2) without the need of, e.g.,
calculating the accuracies on subproblems as in Fig. 6.

In order to study this, we created a synthetic binary clas-
sification problem (D = 2), assuming that the mean value
of postsynaptic sums of the incorrect class is 0, while that
of the correct class is a parameter. It was also assumed
that postsynaptic sums distributions of both classes have the
same standard deviation, which is also a parameter. Finally,
the postsynaptic sum distributions can correlate with each
other positively or negatively, and their Pearson correlation
coefficient is a parameter. Note that when there is no correla-
tion between the classes, we can perfectly use (1)/(9) or (2)
for the given mean and standard deviation values. We can
also use (1)/(9) or (2) even when there is a correlation, but
in this case, the predicted accuracy would differ from the
actual accuracy. In order to see the effect of the correlation
between classes on the accuracy, we simulated many cases for
different values of correlation, mean, and standard deviation.
Fig. 14 depicts the results. As we can see, there is a highly
nonlinear relation among the predicted accuracy, the Pearson
correlation coefficient, and the empirical accuracy. Qualita-
tively, we expect that in the case of a negative correlation,
the accuracy will be lower than the predicted accuracies
[see Fig. 1 (red lines)] and vice versa in the case of the
positive correlation. However, it seems hard to make more
quantitative correction without making a lookup table like
structure, which would interpolate the expected accuracy value
for the given correlation and predicted accuracy. While this
is possible to do for the binary classification problems, this
solution becomes inadequate for larger values of D, because
we would have to deal with many interactions in the covariance
matrix, which cannot be simply stored as a compact lookup
table.
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