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Abstract. Nondeterministic finite automata (NFAs) are an important
model of computation. The equivalence problem for NFAs is known to
be PSPACE-complete, and several specialized algorithms have been de-
veloped to solve this problem. In this paper, we approach the equiva-
lence problem for NFAs by means of another PSPACE-complete prob-
lem: quantified satisfiability (QSAT). QSAT asks whether a quantified
Boolean formula (QBF) is true. We encode the NFA equivalence problem
as a QBF which is true if and only if the input NFAs are not equivalent.
In addition to determining the equivalence of NFAs, we are also able to
decode strings that witness the inequivalence of two NFAs by looking
into the solving certificate. This is a novel application of certified QSAT
solving. Lastly, we formally verify key aspects of the encoding in the
Isabelle/HOL theorem prover.

Keywords: QSAT · QBF · Finite Automata · Interactive Theorem
Proving · Isabelle/HOL · Formal Methods.

1 Introduction

Finite automata are fundamental concepts in computer science. In theoretical
computer science education, for example, the contrast between deterministic and
nondeterministic finite automata is commonly used to introduce students to the
idea of nondeterminism. In practical settings, examples are lexical analysis in
compilers [1] and bounded model checking [19].

Equivalence of two finite automata is a classic computational problem. For de-
terministic finite automata (DFAs), Hopcroft’s algorithm [12] runs in near-linear
time. For nondeterministic finite automata (NFAs), the equivalence problem is
PSPACE-complete. Recent work by Bonchi and Pous [3,4] uses bisimulation
and coinduction to determine the equivalence of two NFAs. From the theoretical
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point of view, NFA equivalence being in PSPACE means it can be encoded as an
instance of any other problem that is PSPACE-complete. One such problem is
QSAT: the problem of determining whether a quantified Boolean formula (QBF)
is true. The ideas behind the proof of PSPACE-completeness of QSAT were used
by Jussila and Biere [19] to generate short QBFs encoding the bounded model
checking problem where given one automaton one wants to check that no bad
state is reachable. Ultimately, their findings suggested that QSAT solvers were
not a feasible tool at the time. Nevertheless, in the last decade there has been
increasing interest in developing new ideas for QSAT solving and much has been
advanced in terms of algorithms and tools for this problem. In particular, new
circuit-based formula formats have been introduced which aim at overcoming
the limitations of clause-based QSAT solving [18]. Part of our research studies
whether the state of the art in non-clausal QSAT solving supports an alterna-
tive method to solve NFA equivalence via a workflow that includes encoding
the problem as a QBF, solving it through QSAT solvers, and obtaining domain-
specific information from the solving process. Our results indicate that, despite
the great advances in the area, most solvers struggle with even small instances
of NFA equivalence problems. On the other hand, we show that in the case when
two NFAs are found to be not equivalent using this method, it is possible to use
current technology for QSAT certification to extract a witness string.

Another part of our research seeks to provide a verified encoder of the NFA
equivalence problem which can output formulas that can then be passed to
solvers. Such a development belongs to the very active area of research that
seeks to prove not only that the conceptual ideas of encoding a problem using
(in our case, quantified Boolean) constraints is correct but also providing an
implementation that matches the conceptual ideas [14,6].

The rest of this paper is structured as follows. Section 2 goes through the
definitions of DFAs and NFAs, plus the basic definitions of quantified Boolean
formulas. Section 3 explains the details of the QBF encoding of the problem
of inequivalence of NFAs. Section 4 explains the process of extracting a wit-
ness string out of the solving certificate generated by a QSAT solver. Section 5
presents some experimental results regarding solving these formulas in practice.
Section 6 discusses the details of the proof of correctness of a key part of the
encoding. Finally, we conclude in Section 7 and give some directions for future
work.

2 Background

A finite automaton is a computational model defined by a 5-tuple M = (Q,Σ, δ,
q0, F ) where Q is a set of states, Σ is the alphabet, δ is a transition function to
move between the states as the automaton reads an input string, q0 ∈ Q is the
initial state, and F ⊆ Q is the set of final states. M accepts string w if M ends
in a final state after reading w. The language L(M) of a finite automaton M is
the set of all strings that M accepts, and two automata M and M ′ are equivalent
if L(M) = L(M ′). If two automata are not equivalent, there is a witness string
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that one automaton accepts, but the other automaton rejects. The key difference
between a deterministic finite automaton (DFA) and a nondeterministic finite
automaton (NFA) is the nature of the transition function δ to move between
the states. For DFAs, δ : Q × Σ → Q indicates the next state after reading
a symbol σ at a state q. For NFAs, δ : Q × (Σ ∪ {ϵ}) → P(Q) indicates the
set of possible next states after either reading a symbol σ ∈ Σ at a state q for
δ(q, σ), or not reading a symbol from the input string for δ(q, ϵ) (these are called
ϵ-transitions). Despite their difference, DFAs and NFAs accept the same class of
languages since an NFA can be transformed into a DFA that accepts the same
language, though this transformation may incur in an exponential blow-up in
the size of the state set.

Boolean satisfiability (SAT) is the problem of determining whether a propo-
sitional Boolean formula is satisfiable, i.e., whether there exists an assignment of
the variables of a formula φ that makes φ evaluate to true. This is arguably the
most famous NP-complete problem. Propositional Boolean formulas are typically
described, as we do in Section 3, using conventional operations like ∧ (logical
and), ∨ (logical or), and → (implication). An alternative way to think about
propositional Boolean formulas is as combinational circuits. The inputs of a cir-
cuit representing a propositional Boolean formula φ are the variables of φ, and
the satisfiability problem translates to determining whether there is an assign-
ment of values to the inputs of the circuit such that the output of the circuit is
true.

By including the universal quantifier ∀ (meaning for all) and the existential
quantifier ∃ (meaning there exists), we get a quantified boolean formula (QBF).
The problem of determining whether a QBF is satisfiable (QSAT) is complete
for PSPACE, a problem class that is assumed to strictly contain NP [30].

As we mentioned before, determining if two NFAs are equivalent is a PSPACE
problem, so QBFs can be used to encode this problem. We are interested in
comparing the bisimulation approach to the QSAT approach for different classes
of NFAs, starting with randomly generated NFAs.

q1start q2

a, b

b
q′1start q′2 q′3

a, b

b b

Fig. 1: NFAs N (left) and N ′ (right). The alphabet Σ is {a, b}, and final states
are drawn with a double circle. These NFAs are inequivalent since N accepts the
witness string ab, but N ′ does not.
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3 QBF Encoding

As mentioned in the introduction, NFA equivalence is PSPACE-complete, and
so this problem can be encoded in polynomial time as a QBF. In this section,
we will show that it is remarkably straightforward to encode NFA inequivalence
into a QBF formula. This is particularly remarkable since NFA inequivalence is
a nondeterministic problem at heart. Our formula is closely related to the one
Stockmeyer and Meyer used to prove PSPACE-hardness of QSAT in their semi-
nal 1973 paper [30]. That paper points out the similarity between their construc-
tion and the one from Savitch’s proof showing that NPSPACE = PSPACE [29],
and the approach we use reveals that the construction from [30] also shows that
QBF is NPSPACE-hard, and so provides an alternative proof of PSPACE =
NPSPACE. We point out that the formula we use is closely related to the QBF
encoding of Savitch’s Theorem from [27] (the näıve encoding of Savitch’s The-
orem produces an existential formula of exponential length). Finally, for read-
ers with background in bounded model checking, this encoding will resemble a
double application of the non-copying iterative squaring method [19] as we are
interested in simultaneously solving reachability problems in two automata.

Consider two NFAs N = (Q,Σ, δ, q0, F ) and N ′ = (Q′, Σ, δ′, q′0, F
′). For sim-

plicity, in this explanation we assume that these NFAs do not have ϵ-transitions
(those can easily be handled by a quick preprocessing step that does not in-
crease the number of states). For S ⊆ Q and σ ∈ Σ we let δ(S, σ) =

⋃
s∈S δ(s, σ)

(and similarly for N ′), and we extend the definition of δ and δ′ to strings in the
obvious and standard way.

For S, T ⊆ Q and S′, T ′ ⊆ Q′, we can construct a QBF φk(S, S
′, T, T ′)

that is true if and only if there exists a string w of length at most k such that
δ(S,w) = T and δ(S′, w) = T ′.

N and N ′ are inequivalent if and only if there is a witness string w of length
at most ℓ, the choice of which is discussed below, that is accepted by one NFA
and not by the other. This is to say that N and N ′ are inequivalent if and only
if

∃T. ∃T ′. [φℓ({q0}, {q′0}, T, T ′) ∧ (T ∩ F = ∅ iff T ′ ∩ F ′ ̸= ∅)].

For simplicity, we take k to be a power of 2. We define φk recursively as
follows. For the case k > 1, φk(S, S

′, T, T ′) is true if and only if there exist
intermediate sets of states R,R′ such that for all sets of states X,X ′, Y, Y ′, we
have3

φk(S, S
′, T, T ′) := ∃R,R′. ∀X,X ′, Y, Y ′. [((S, S′, R,R′) = (X,X ′, Y, Y ′)

∨ (X,X ′, Y, Y ′) = (R,R′, T, T ′))

→ φk/2(X,X ′, Y, Y ′)]. (1)

3 When we write A = B for sets A and B, we mean that the standard representation
of A and B as arrays of Boolean values is equal, i.e., A = B ≡

∧
(ai ↔ bi). Similarly,

when we quantify over a set we mean that we quantify over the Boolean variables
representing the set.
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For the base case of k = 1, we have

φ1(S, S
′, T, T ′) :=

[
S = T ∧ S′ = T ′

]
∨

∨
σ∈Σ

[
δ(S, σ) = T ∧ δ′(S′, σ) = T ′

]
. (2)

Equation 2 encodes that either the sets S, T (resp. S′, T ′) are equal (and thus
δ(S, ϵ) = S = T and δ(S′, ϵ) = S′ = T ′) or that for some σ ∈ Σ, δ(S, σ) = T
and δ′(S′, σ) = T ′.

It is easy to see that 2n+n′ − 1 is an upper bound for ℓ, where n and n′ are
the number of states in N and N ′, respectively. Note that this implies that φℓ

can be computed in polynomial time, since the depth of recursion is at most
n+ n′ and the size of φk is at most c(n+ n′) plus the size of φk/2, where c is a
fixed constant.

We obtain this 2n+n′ −1 upper bound by converting N and N ′ to equivalent
DFAs (of size at most 2n and 2n

′
, respectively) using the subset construction [26]

and then using the Cartesian product construction (see [13]) to obtain a DFA
for the symmetric difference of size at most 2n2n

′
= 2n+n′

. If this DFA accepts
anything, it will accept a string of length at most 2n+n′ − 1. It is important to
note that the upper bounds on the number of states are tight (for the subset
construction [21,23] and for the Cartesian product construction [34]).

We can do a bit better by not converting the NFAs to DFAs. Though the
Cartesian product construction does not give an NFA for the symmetric dif-
ference of two NFAs, it does work just fine for the intersection of two NFAs.
Note that x is in the symmetric difference of L(N) and L(N ′) if and only if
x ∈ L(N)∩L(N ′) or x ∈ L(N)∩L(N ′). An NFA that accepts L(N) has size at
most 2n. This gives an NFA of size at most n2n

′
for L(N) ∩L(N ′) and an NFA

of size at most 2nn′ for L(N)∩L(N ′), and so a witness string of length at most
max(n2n

′
, 2nn′) − 1. Here also the upper bounds on the number of states are

tight (for computing the complement of an NFA [17] and for the intersection of
two NFAs [11]).

Our arguments above use the number of states - 1 as an upper bound on
the length of a shortest witness. State complexity, whether deterministic or non-
deterministic, is well-studied. But it is not inconceivable that the length of a
shortest witness is less than the number of states - 1. Compared to state com-
plexity, little is known about this very natural problem. The only paper that
looks at this problem for basic operations on finite automata is [2], where it is
shown that for all m,m′ ≥ 1, there exist two deterministic finite automata M
and M ′ with m and m′ states respectively such that the length of a shortest
string in L(M) ∩ L(M ′) = mm′ − 1. It is an interesting open question to look
at the length of a shortest witness string for the other operations we are looking
at, such as disjoint union or complementation.
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4 Reading a Witness String from the Certificate

The QBF described in Section 3 is satisfiable if and only if there is a witness
string that is accepted by one of the two input NFAs and rejected by the other.
In the event that the solver finds the formula to be satisfiable, it would be
desirable to obtain such a witness string from the solving process. Nevertheless,
unlike SAT solvers, which will output a satisfying assignment if an input formula
is found to be satisfiable, the yes/no output of a QSAT solver does not really
convey the reason why a formula is satisfiable. (Some QSAT solvers do output
the settings for the top-level variables in the case that the top-level quantifier
is existential.) This, in the context of our application, means that decoding a
witness string solely from the solver output is impossible.

Fortunately, the QSAT community, in an effort to improve the reliability of
solvers and tools, has invested in developing ways to certify the execution of
QSAT solvers [20,9]. This is akin to, and draws from, the similar effort that hap-
pened in the SAT solver community in order to certify unsatisfiability [7,10,33].4

The additional information obtained from the certificate of satisfiability output
by a QSAT solver execution on our QBFs contains the information necessary
to construct a witness string. In this section we detail the process of extracting
such a string.

4.1 What is a QSAT certificate?

In order to certify the satisfiability of a QBF it is enough to provide so-called
Skolem functions to replace variables quantified by an existential quantifier. The
certification process consists of carrying out the replacement and verifying that
the resulting formula (which would only contain variables quantified by universal
quantifiers, but essentially a propositional Boolean formula) is a tautology.

In practice, the Skolem functions of the certificate are output as a (combined)
circuit. The inputs of the circuit are the universal variables, and the outputs of
the circuit are the existential variables. The output corresponding to an exis-
tential variable x depends only on the values of the inputs corresponding to
universal variables that precede x in the quantifier. In particular, if the top-level
quantifier of a QBF is existential (as is the case for the formulas we deal with in
this paper), then the outputs corresponding to top-level variables depend on no
input and are thus constant.

4.2 Processing the Certificate

Recall that φk was defined as follows

φk := ∃R,R′. ∀X,X ′, Y, Y ′. [((S, S′, R,R′) = (X,X ′, Y, Y ′)

∨ (X,X ′, Y, Y ′) = (R,R′, T, T ′))

→ φk/2(X,X ′, Y, Y ′)].

4 It is relevant to point out that satisfiable (propositional) Boolean formulas do not
require certificates as the satisfying assignment is in itself the certificate.
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∃ s32,1, s32,2, s
′
32,1, s

′
32,2, s

′
32,3 t32,1, t32,2 t

′
32,1, t

′
32,2, t

′
32,3

∃ r16,1, r16,2, r
′
16,1, r

′
16,2, r

′
16,3

∀ x16,1, x16,2, x
′
16,1, x

′
16,2, x

′
16,3 y16,1, y16,2 y

′
16,1, y

′
16,2, y

′
16,3

∃ r8,1, r8,2, r
′
8,1, r

′
8,2, r

′
8,3

∀ x8,1, x8,2, x
′
8,1, x

′
8,2, x

′
8,3 y8,1, y8,2 y

′
8,1, y

′
8,2, y

′
8,3

∃ r4,1, r4,2, r
′
4,1, r

′
4,2, r

′
4,3

∀ x4,1, x4,2, x
′
4,1, x

′
4,2, x

′
4,3 y4,1, y4,2 y

′
4,1, y

′
4,2, y

′
4,3

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r4,1, r4,2, r
′
4,1, r

′
4,2, r

′
4,3

∀ x4,1, x4,2, x
′
4,1, x

′
4,2, x

′
4,3 y4,1, y4,2 y

′
4,1, y

′
4,2, y

′
4,3

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r8,1, r8,2, r
′
8,1, r

′
8,2, r

′
8,3

∀ x8,1, x8,2, x
′
8,1, x

′
8,2, x

′
8,3 y8,1, y8,2 y

′
8,1, y

′
8,2, y

′
8,3

∃ r4,1, r4,2, r
′
4,1, r

′
4,2, r

′
4,3

∀ x4,1, x4,2, x
′
4,1, x

′
4,2, x

′
4,3 y4,1, y4,2 y

′
4,1, y

′
4,2, y

′
4,3

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3

ϕ1(x2,1, x2,2, x
′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r4,1, r4,2, r
′
4,1, r

′
4,2, r

′
4,3

∀ x4,1, x4,2, x
′
4,1, x

′
4,2, x

′
4,3 y4,1, y4,2 y

′
4,1, y

′
4,2, y

′
4,3

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
2,3 y2,1, y2,2 y

′
2,1, y

′
2,2, y

′
2,3
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2,2, y

′
2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

∃ r2,1, r2,2, r
′
2,1, r

′
2,2, r

′
2,3

∀ x2,1, x2,2, x
′
2,1, x

′
2,2, x

′
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2,1, y

′
2,2, y
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2,3
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2,2, y
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2,3) ϕ1(x2,1, x2,2, x

′
2,1, x

′
2,2, y2,1, y2,2, y2,3, y

′
2,1, y

′
2,2, y

′
2,3)

(X16,
X
′
16

, Y16,
Y
′
16

) ← (S32,
S
′
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, R16,
R
′
16

)
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X
′
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Fig. 2: Detail of the recursion tree for the example in Figure 1

where at every level of the recursive call we are essentially trying to find inter-
mediate state sets R and R′ and, once we find them, we will only recurse into
φk/2 for the specific values of X, X ′, Y and Y ′ that coincide with either S, S′,
R, and R′, or with R, R′, T , and T ′. The values of X, X ′, Y , and Y ′ will take
the roles of S, S′, T , and T ′ in the next level, and so on until reach φ1.

Since at every universal level we are only interested in two settings of its
variables, we can think of the processing of the certificate of satisfiability as a
tree where every node is associated with a quantification level, every existential
node has one child and every universal node has two children. This tree has the
following invariant: every universal node has 2(n+n′) variables, its parent node
has n + n′, and its grandparent node has 2(n + n′) variables (recall n and n′

are the number of states in N and N ′). One exception is the top-level: the total
number of variables under the top level existential quantifier is 3(n + n′) but
for practical purpose we break this into two levels, one with 2(n+ n′) variables
representing the bit vectors {q0}, T , {q′0}, and T ′, and another level of n + n′

variables representing the sets R and R′ from φk where k is the upper bound
on the length of the witness string. The variables in levels with n+ n′ variables
encode two bit vectors, one for the state set R of the first machine and one for
the state set R′ of the second machine. Levels with 2(n + n′) variables encode
four bit vectors for either S, S′, T , and T ′, or X, X ′, Y , and Y ′, depending on
how they are being interpreted (recall the roles of universal variables change at
every recursion level).

We process the tree depth-first. At every universal level, we distinguish the
left and right children. As we leave the node to arrive at the left child, we set
the variables in the current universal level to the following settings:

X ← S X ′ ← S′ Y ← R Y ′ ← R′, (3)
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and as we leave the current node to arrive at the right child, we set the variables
in the current universal level to the following settings:

X ← R X ′ ← R′ Y ← T Y ′ ← T ′

Note that the values of S, S′, T , T ′, R, and R′ have been set recursively
by this process. To illustrate this point, we label the variables at every level
according to the following scheme: Note that the upper bound k on the length of
a witness string is a power of 2, and at every level of the recursive construction
we halve the value of the length of the witness. Then every vector S, S′, T ,
T ′, R, R′, X, X ′, Y , and Y ′ is in the context of a length k′ ≤ k where k′ is a
power of 2, and we label the variables at every node according to the vector and
the length in context, e.g., x′

4,2 is the second bit of the bit vector representing
X ′ in the context of length 4. Figure 2 shows an example of a recursion tree
corresponding to the processing of the certificate of the example in Figure 1.
Then the assignments in Equation 3 at level 4 traversing into the left child turn
into the following assignments:

X4 ← S8 X ′
4 ← S′

8 Y4 ← R4 Y ′
4 ← R′

4

x4,1 ← x8,1 x′
4,1 ← x′

8,1 y4,1 ← r4,1 y′4,1 ← r′4,1
x4,2 ← x8,2 x′

4,2 ← x′
8,2 y4,2 ← r4,2 y′4,2 ← r′4,2

x′
4,3 ← x′

8,3 y′4,3 ← r′4,3

The process continues until a leaf node is reached. At the leaf node, the for-
mula is roughly of the following form. (Note that this formula includes additional
constraints we did not include in Formula 2 for simplicity, but that are needed
to precisely extract the witness string from the certificate.)

φ1(S, S
′, T, T ′) =[(S, S′) = (T, T ′)]

∨ ∃σ1, σ2, . . . , σ|Σ|.(
ExactlyOne({σ1, . . . , σ|Σ|}) ∧ δ(S, σi) = T ∧ δ(S′, σi) = T ′) ,

where ExactlyOne is the Boolean constraint that sets exactly one of the vari-
ables in the parameter set to true. (Here we overload the transition function δ to
take Boolean variables σi as parameters in the place of a symbol in the alphabet
Σ, i.e., we assume a one-to-one mapping µ : Σ → {σ1, . . . , σ|Σ|} and δ(S, σi)
stands for δ(S, µ−1(σi)).)

At the time the process reaches a leaf node, the values of all the variables
except the σi variables are set by the process at previous recursion levels. Thus
the only thing we need to do at a leaf node is test whether (S, S′) = (T, T ′), in
which case we do not output anything since it means the witness string at this
position is ϵ. If it is not the case that (S, S′) = (T, T ′), then there is exactly one
of the σi symbols that is true, and that will be the the symbol at this position
of the string.



Formal Methods for NFA Equivalence 9

5 Experiments

All the experiments mentioned in this section ran on RIT’s Research Computing
cluster [28]. Each node is an Intel® Xeon® Gold 6150 CPU @ 2.70GHz. All
jobs were limited to 2 GB of RAM memory. The code implementing the ideas
in Sections 3 and 4, as well as the dataset and output from the runs described
in Section 5.2 are all available in the supplemental materials of this paper5.

We start this section with a description of the random model used to generate
test instances for our QBF encoder and our witness string extraction algorithm.

5.1 Random Model

We used the model proposed by Tabakov and Vardi [31] to generate random
NFAs. This model is parameterized by the number of states n, a transition den-
sity r = k/n where k is the expected total number of transitions in the NFA that
are labeled by a fixed symbol σ ∈ Σ (hence the total expected number of transi-
tions is k|Σ|), and a final state density f = m/n where m is the expected number
of final states. In order to compare our results to previous work by Bonchi and
Pous [3], we fix r = 1.25 in our NFA generation process. This number was picked
in [3] because “Tabakov and Vardi empirically showed that one statistically gets
more challenging NFAs with this particular value,” though this claim in [31] is
with respect to the size of the minimum equivalent DFA problem. The relation-
ship between minimum equivalent DFAs and the equivalence problem of NFAs
(which is the problem we address in this paper) is unclear.

We also fix the alphabet Σ = {a, b}. We generated 35 NFAs using different
numbers of states and values for f : 5 NFAs with n = 2 and f = 0.056, and 5
NFAs with n =∈ {3, 4} and f ∈ {0.25, 0.50, 0.75}. Per the Tabakov and Vardi
model, the start state is also always a final state. We encoded the inequivalence
problem of every (ordered) pair of (not necessarily distinct) NFAs in the dataset
as a QBF for a total of 1225 QBFs.

As one reads the results in Section 5.2, it is important to keep in mind that
the HKC algorithm by Bonchi and Pous, which is the current state of the art,
processed all 1225 equivalence problem instances in our data set in less than 5
seconds.

5.2 Determining NFA Equivalence via QBFs

We ran the QSAT solvers from the QBF Eval 2020 competition7 with default
flags with some exceptions due to either availability or limitations in our ex-
perimental setup. The complete list of solvers used is: CQESTO [15] (in expert
mode), QFUN [16] (in expert mode), QuAbS [32,8], and Qute [25],

5 https://doi.org/10.5281/zenodo.6896217
6 We generated only 5 NFAs with two states because r and f do not change a two-state
NFA in a meaningful way.

7 http://www.qbflib.org/solver_view_domain.php?year=2020

https://doi.org/10.5281/zenodo.6896217
http://www.qbflib.org/solver_view_domain.php?year=2020
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Table 1: Results with a timeout of 15 minutes per instance. OOM is out-of-
memory.

solver flags solved timeout OOM total fraction solved

CQESTO -es 550 675 0 1225 0.45
GhostQ 550 675 0 1225 0.45
QFUN -caps -i64 -n4 -b4 -S4 61 135 1029 1225 0.05
QFUN -caps -i64 -n4 -b4 -S4 -d 110 1113 2 1225 0.09
QuAbS 1000 225 0 1225 0.82
Qute 586 639 0 1225 0.48

Table 1 shows results for solving the NFA equivalence instances using solvers
that take QCIR-14 as input. In general, most solvers determined the equiva-
lence of about the same fraction of the problems (45%) within the timeout of
15 minutes. This fraction corresponds to the 550 instances where the number of
combined states is at most 6. (In the case of QFun, we had to disable the learn-
ing feature to achieve comparable performance, since learning in these formulas
seems to require too much memory.) One notable exception is QuAbS which
solved 82% of the cases. Taking a close look at the number of instances in which
QuAbS timed out, from Table 1 one can deduce that QuAbS timed out exactly
on the 15 × 15 instances in which both NFAs had 4 states (i.e., QuAbS solved
every instance in which the combined number of states is at most 7).

The analysis above focuses on the combined number of states and suggests
that the hardness of these instances is solely tied to that parameter. However,
some of the data we collected suggests otherwise: Qute, although not having a
particularly impressive performance over the dataset used for the experiments in
this paper, is able to outperform QuAbS consistently on the instance generated
from the NFAs depicted in Figure 3. It is natural to think that we mean the two
instances generated from the encoding the inequivalence of (N,N ′) and (N ′, N)
are easy for Qute, but we do not. In fact, we mean the inequivalence problem
of the NFAs in Figure 3 taken in the left-to-right order as they appear in the
figure is easy for Qute, which can determine the satisfiability of the instance in
under 5 minutes while QuAbS times out. If we reverse the order of the NFAs in
the encoding, both QuAbS and Qute time out on the resulting instance. (Recall
that our timeout is 15 minutes.) This supports a deliberate experiment design of
ours: even though NFA equivalence is obviously a symmetric relation, we were
interested in finding out if, in the practical setting, there is an order of the input
NFAs for which solvers perform better. As it turns out, the 36 cases of ntotal = 7
combined number of states that Qute was able to solve within our timeout are
mostly cases (N,N ′) where (N ′, N) timed out—in fact, only 2 pairs were such
that Qute was able to solve both orderings of the input within the timeout,
though it did so in wildly different solving times. This suggest a future research
path to identify what properties determine the hardness of an instance and an
optimal ordering of the input parameters.
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Fig. 3: Two NFAs for which the QBF encoding of their inequivalence problem is
easy for Qute and hard for QuAbS.

5.3 Extracting Witness Strings

We implemented the process described in Section 4 and evaluated this imple-
mentation on the satisfiable instances of our dataset. Since QuAbS [32,8] is able
to generate certificates and uses QCIR-14 as input format, we used it as the
solver for these experiments. Table 2 shows the results.

Table 2: Count of witness length in a range k for top-down solving.

k [0, 10) [10, 20) [20, 30) [30, 40) [40, 50) [50, 60) total

count 319 210 187 92 59 29 896

These results suggest that the majority of the inequivalent instances gener-
ated by our random method have witness strings that are much shorter than the
upper bound described in Section 2. This in turn means that in order to deter-
mine satisfiability for these instances we only needed to generate QBFs that are
much smaller than the default.

To exploit the idea of solving smaller formulas in the hope that these smaller
formulas are found to be satisfiable, we implemented an iterative solving strategy
that solves formulas generated from pairs of NFAs but incrementally choosing a
level k from which to start the recursion. This experiment revealed that of the
896 instances found to be satisfiable, 736 of them had witness strings of length
at most 1, 116 had witness strings of length at most 2 (but not of length at most
1), and 44 had witness strings of length at most 4 (but not of length at most
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2) (Table 3). This suggests that in order to make the QSAT approach to NFA
equivalence more feasible, it would be good to have a better understanding of
witness strings and the relation between their length and the input NFAs.

Table 3: Count of witness strings of length of at most k obtained through an
iterative solving strategy. This strategy generates formulas φ2k(N,N ′) for k =
0, 1, 2, . . . until a formula is determined to be SAT.

witness string length count

≤ 1 736
≤ 2 116
≤ 4 44
total 896

6 Verifying the Encoding in Isabelle/HOL

Despite the fact that the encoding we study in this paper is conceptually easy
to describe, it involves several small details that become potential pitfalls when
implementing such an encoding. In the supplemental materials8 we provide a
formalization of the base case of our recursive formula φk (i.e., φ1) and we prove
its correctness. Our formalization is heavily based on the Boolean Expression
Checkers library [24] which provides a language to define Boolean constraints.
Unfortunately at the time of this writing that language does not extend to
quantified Boolean formulas, and this is the reason why we only prove the cor-
rectness of the base case (since it is a QBF with just the existential quantifier,
so essentially a propositional Boolean formula). As future work, we intend to
tackle extending the language of the Boolean Expression Checkers library to
support quantifiers. Ultimately, our goal is to replace our current Java code that
implements the encoding of the equivalence problem of two NFAs with verified
code obtained directly from the code extraction mechanism in Isabelle/HOL.
This will most likely require adjustments to the design decisions of our current
formalizations, as some parts of our formalization rely on “abstract” datatypes
that cannot be extracted as code.

Most notably, our formalization relies heavily on finite sets (the datatype
fset in Isabelle/HOL) in an attempt to keep the definitions and theorems very
close to those available in textbooks that cover NFAs. Unfortunately, the type
system in Isabelle/HOL does not make the interaction between finite sets and
sets very easy, and key concepts like transitive closures are only defined for
(potentially infinite) sets and not for fsets. We expect that the completion of
our formalization will in turn contribute a number of theorems that are missing
in the Isabelle/HOL library regarding fsets.

8 https://doi.org/10.5281/zenodo.6896217

https://doi.org/10.5281/zenodo.6896217
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7 Conclusions and Future Work

To summarize, we consider the PSPACE-complete problem of NFA equiva-
lence and evaluate whether tackling this problem through QSAT is feasible,
and whether QSAT technology can be used to learn information about the input
instance, in particular whether we can use a trace of the solver to learn a wit-
ness string that is accepted by one of the input NFAs and rejected by the other.
The answer to the first research question is that these formulas still pose serious
challenges to non-clausal QSAT solvers, in comparison to the performance of
dedicated algorithms. Nevertheless, we show that satisfiability certificates pro-
vide a way to extract a witness string from the solving process.

To normalize the results among the different approaches, we will develop
and use the same merit function9 for each approach so that the programming
language used (e.g., Bonchi and Pous used OCaml) does not change the results.
Related to the HKC algorithm by Bonchi and Pous, we are interested in learning
whether there are concepts in specialized algorithms (e.g., “congruence up to”)
that can be used to develop QSAT algorithms that are specific for the class of
QBFs we introduce in this paper.

Regarding the formalization, as immediate future work we will extend the
Boolean Expression Checkers library [24] to handle quantifiers and provide our
formalization as a case study. It would also be interesting to improve the inte-
gration of our formalization with other libraries in Isabelle’s Archive of Formal
Proofs10, for example the Transition Systems and Automata library [5].
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