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—— Abstract

Single-hop radio networks (SHRN) are a well studied abstraction of communication over a wireless
channel. In this model, in every round, each of the n participating parties may decide to broadcast
a message to all the others, potentially causing collisions. We consider the SHRN model in the
presence of stochastic message drops (i.e., erasures), where in every round, the message received by
each party is erased (replaced by L) with some small constant probability, independently.

Our main result is a constant rate coding scheme, allowing one to run protocols designed to work
over the (noiseless) SHRN model over the SHRN model with erasures. Our scheme converts any
protocol II of length at most exponential in n over the SHRN model to a protocol IT' that is resilient
to constant fraction of erasures and has length linear in the length of II.

We mention that for the special case where the protocol II is non-adaptive, i.e., the order of
communication is fixed in advance, such a scheme was known. Nevertheless, adaptivity is widely
used and is known to hugely boost the power of wireless channels, which makes handling the general
case of adaptive protocols II both important and more challenging. Indeed, to the best of our
knowledge, our result is the first constant rate scheme that converts adaptive protocols to noise
resilient ones in any multi-party model.
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1 Introduction

Over the last decades, wireless communication found many applications and has transformed
technology. On the theoretical side, wireless systems were studied by numerous works, many
of which consider the single-hop radio networks (SHRN) model of Chlamtac and Kutten [7],
which abstracts a simple broadcast channel.

The classical model of SHRN assumes that the communication is noiseless, guaranteeing
that (if no “collisions” occur) the message broadcast in a round will be received correctly
by all the parties. In contrast, recently, Censor-Hillel, Haeupler, Hershkowitz, and Zuzic [6],
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initiated the study of the radio networks model under stochastic message drops (a.k.a,
stochastic erasures). In their model, each party only gets the message that was broadcast
with probability 1 — €, independently, for some small constant €. Otherwise, the round
is “erased” for this party, meaning that it is received as a silent round, as if nothing was
broadcast.

While the (noiseless) radio networks model is, by now, mostly well understood, and while
noise is inherent in almost all communication systems, the relative power of noisy radio
networks is far less explored. In this work we study the power of the SHRN model under the
message drop noise of [6].

1.1 Our Result

Our main result is that the model of SHRN with message drops is as powerful as that of
(noiseless) SHRN, in the sense that any protocol that was designed to work over the latter
can be made to work over the former with a small overhead to the communication. An
informal statement of our main result is in Theorem 1 (see Theorem 2 for a formal statement,
the assumed model is discussed next).

» Theorem 1. Let n € N be the number of participants, € € (0,1) be the noise rate, and T
be a non-empty alphabet set. For any protocol 11 of length T < 2™ over the (n,I")-broadcast
channel, there is a protocol II' with O(T') rounds over the (n,e,T')-noisy broadcast channel
that simulates' 1, and errs with probability polynomially small in T.

We mention that our scheme works for protocols of length T° < 2", as, if T' is much larger
than 2", there will be rounds where the messages received by all parties are erased (see
Section 2.4). We also mention that our scheme uses a combinatorial building block called a
tree code (see Section 2.2), and like other works that use tree codes, it is not computationally
efficient, as no efficient tree code construction is known. Whether or not longer protocols can
be handled with constant rate, and whether computationally efficient schemes are possible,
are two intriguing questions we leave open.

The collision-as-silence-as-erasures SHRN model

We next overview the noise model of [6] used by Theorem 1 (for formal definitions, see
Section 3): A protocol over the (n, €, I')-noisy broadcast channel is a communication protocol
between n communicating parties that proceeds in synchronous rounds. In each round, each
party can decide to either broadcast a symbol from I' or stay silent. If more than one party
broadcasts in a given round (a collision), or none of the parties broadcast (a silent round),
then the “1” symbol is received by all the parties?. Otherwise, exactly one of the parties
broadcasts a symbol, and each party receives the broadcast symbol with probability 1 — e,
and | with probability ¢, independently®. A protocol over the (n,T)-broadcast channel is a
protocol over the (n,0,T")-noisy broadcast channel, i.e., one where erasures do not occur.

By “II’ that simulates I1”, we mean that a transcript for II can be retrieved from a transcript for II’,
see Theorem 2.

The name collision-as-silence is because the same | symbol is received in both collision and silent
rounds. This model is, perhaps, the most common model in the literature. Another very popular model
is the collision detection model, where collision and silence are perceived as different symbols. Theorem 1
is stated for the collision-as-silence model, but applies to the collision detection model as well.
Modeling erasures as the same symbol as collisions/silences only makes our result stronger. As explained
in Section 2.3, this makes our erasure model closer to the corruption model.
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1.2 Corruption Noise and Adaptivity
The corruption noise model

One of the original motivations for our work was exploring the power of the SHRN model
under stochastic corruption noise, a noise model that received quite a bit of attention over
the last few years (see, e.g., [10, 11]). In this model, in every round, each party receives
the correct symbol output by the channel with probability 1 — ¢, and receives one of the
other symbols with probability €, independently*. Observe that protecting protocols against
corruptions is at least as hard as protecting them against message drops.

Adaptivity and the [10] scheme

An encouraging piece of evidence, indicating that it may be possible to make SHRN protocols
resilient to corruption noise with small overhead, was recently given by Efremenko, Kol, and
Saxena [10], who designed such a scheme for a restricted set of protocols called non-adaptive
protocols. Still, our initial belief was that such a scheme is impossible in the general case of
adaptive protocols.

Non-adaptive (a.k.a, oblivious or static) protocols are a restricted set of protocols where
it is known ahead of time which party broadcasts in what round, while adaptive protocols
allow the parties to decide whether or not they wish to broadcast at a given round based on
their input and their received transcript up until the current round.

While non-adaptive protocols are useful, they do not fully utilize the power of the
wireless channel, and communication-efficient protocols for some central problems are, in fact,
adaptive (e.g., the celebrated Decay protocol for computing the size of a network [3]). This
additional power of adaptive protocols is what makes their conversion to noise-resilient ones

more challenging, and, indeed, the [10] scheme may fail when applied to adaptive protocols II.

When starting this project, we identified two inherent reasons (see Section 2.1) for the
failure of [10] when applied to adaptive protocols and hoped to show that these must lead to
a blowup of Q(logn) in the communication. As most interactive coding lower bounds for
multi-party protocols also extend to the message drop model (e.g., [4, 11]), as a first step, we
attempted to convince ourselves that no constant rate simulation scheme exists even for the
SHRN model with message drop noise.

To our surprise, we were able to overcome both problems in the message drop model
and design a scheme that also works for adaptive protocols. As far as we know, the scheme
converting noiseless to noise-resilient protocols we construct in our proof of Theorem 1 is the
first constant overhead scheme that handles adaptive protocols in any multi-party setting.

We are still very interested in the more general question of making SHRN protocols
resilient to corruption noise, as we believe it is a basic and “clean” coding question. Our
result can be interpreted as saying that (at least for protocols that are not extremely long)
either a high-rate scheme is possible or a novel lower bound approach is required.

1.3 Related Work

Interactive coding. Interactive error correcting codes encode interactive communication
protocols designed to work over noiseless channels to protocols that also work over noisy
channels. The study of interactive codes was initiated by a seminal paper of Schulman [25]

4 Care needs to be taken while defining an error model for corruptions, as some definitions may allow for
signaling-based protocols [20].
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that considered two-party protocols, which was also the topic of many follow-up works.
Interactive codes for multi-party distributed channels received quite a bit of attention over
the last few years. These include codes for peer-to-peer channels [24, 21, 20, 1, 4, 16, 17]
and codes for various wireless channels [5, 10, 6, 11, 12, 2, §].

Coding for wireless systems. The models of wireless communication considered in the con-

text of noise-resilience differ on a few axes. The first axis is the adaptivity of the simulation
protocol: in some papers the target simulation protocol is allowed to be adaptive and
in others it must be non-adaptive. (Of course, if the noiseless protocols considered are
adaptive, the simulation needs to be adaptive. However, simulations of non-adaptive
noiseless protocols by adaptive noise-resilient protocols have been considered). The
second axis is whether single or multi-hop networks are considered. Finally, the last
axis is whether the noise is modeled as stochastic erasures (message drops) or stochastic
corruptions (change of symbols).

Non-adaptive simulations. The study of noise in wireless systems can be traced back to [14]

that answered an open problem of [15] by giving an O(nloglogn) length communication
protocol for the bit exchange problem (all n parties have an input bit and all parties want
to know the input of all the other parties). The underlying model was the noisy broadcast
channel, which is a non-adaptive, single-hop model with corruption errors. A matching
lower bound for this problem was later given by [18]. The communication complexity of
other specific n-bit functions, like the OR, majority, and parity functions, were studied
under related models by [27, 22, 13, 23, 18]. The non-adaptive single-hop model was
studied under erasure noise by [19], where an O(nlog* n) protocol is given for the bit
exchange problem, breaking the Q(nloglogn) lower bound proved for corruption errors.
The general case of simulating any non-adaptive protocol by an noise resilient non-
adaptive protocol was very recently studied by [9]. Their main result is that, for protocols
of length polynomial in n, such a simulation requires é(\/lo@) multiplicative overhead
in the communication complexity.

Adaptive simulations. The work of [10] gave a scheme for converting any non-adaptive

noiseless protocol to an adaptive noise-resilient one with only a constant multiplicative
overhead, over a single-hop network with corruption errors (in particular, implying an
adaptive noise-resilient bit exchange protocol with O(n) communication).

Multi-hop radio networks. The work of [10] (and our current work) consider the setting

where the parties are connected in a cligue (a single-hop network), as it is assumed that
when a party transmits, all other parties can hear the transmission. As mentioned above,
this topology is the single most extensively studied, as it represents the simplest broadcast
channel. However, wireless systems can have arbitrary topologies.

In contrast to [10], in [11] it is shown that such a scheme is impossible over general
multi-hop networks, where each of the n communicating parties is associated with a node
in the graph, and when a party broadcasts, its message is only received by its neighbors
in the graph (if there are no collisions). Specifically, [11] shows that in some networks, the
cost of noise-resilience is Q(logn), even for simulating non-adaptive protocols by adaptive
protocols. A matching O(logn)-overhead scheme for converting any noiseless protocol to
a noise resilient one over any network is also given by [11].

The recent work of [6], considered general radio networks under message drop noise.
They show that any protocol over any network can be converted to a noise resilient
one with a multiplicative O(Alog? A) overhead to the communication, where A is the
maximum degree of a node in the network. For the special case in which the noiseless
protocol we wish to convert is non-adaptive, a scheme with an improved overhead of
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poly(log A, loglogn) is shown [6]. For networks with small A, this implies an efficient
simulation of noiseless protocols. However, for networks with large A, the [6] simulation
can have a huge overhead. This is not for no reason, as the Q(logn) lower bound of [11]
mentioned above also applies to the message drop noise and implies that there exist
network topologies with large A for which an Q(log A) overhead is necessary. Our result
shows for the important single-hop topology, these communication overheads can be
avoided altogether.

2  Proof Sketch

In this section, we give a detailed sketch of our protocol.

As mentioned in Section 1.2, one of the main motivations for our work was studying the
rate of interactive codes over the SHRN model with corruptions. The restricted case where
the protocol II to be simulated is non-adaptive was studied by [10], but their scheme fails for
adaptive protocols. We next explain the inherent reasons for this failure and then outline
our solutions for erasure noise.

2.1 The [10] Scheme
The rewind-if-error framework

The [10] scheme utilizes the rewind-if-error framework, which was initially designed for the
two-party setting [25]. Rewind-if-error coding schemes consist of many iterations, where each
iteration consists of two phases: a simulation phase, where a small number of rounds of the
noiseless protocol Il are executed, and a consistency check phase where the parties attempt
to check if they have the same received transcript or whether an error occurred (e.g., by
comparing hashes of their received transcripts). If the check phase passes, parties continue
the simulation, otherwise they rewind and re-simulate the last few rounds.

A careful examination of the [10] scheme shows that it breaks down when applied to
adaptive protocols for the following two fundamental reasons:

Repeated rewinds. The first problem is that with noise rate €, we should expect about en

parties to experience message drops in every round of the simulation phase. Since € is
constant, en > 1. This implies that the consistency check phase will almost always fail
and trigger a rewind, and no progress will ever be made. This situation can be trivially
corrected by repeating each broadcast symbol O(logn) times, and thereby effectively
reducing the noise rate to less than % However, this is unaffordable for a constant
overhead simulation.
We note that this repeated rewinds problem is avoided by [10] as, although the total
number of parties n is large, the assumed non-adaptivity of II can be used to determine a
small subset S of parties that critically need to know the simulated transcript. These are
the parties that will broadcast in the rounds immediately following the current one. The
remaining parties broadcast later in the future and therefore have more time to decode
the symbol broadcast in the current round. Then, [10] show that it is enough to make
sure that parties in S are not experiencing message drops, which helps reduce overhead
down to a constant. Since in the adaptive case, it is possible that any of the n parties
broadcasts next, this approach cannot be implemented.

Message certification. An even bigger problem we encounter when attempting to run the [10]
scheme on adaptive protocols is that it crucially uses the fact that the symbol received
from the channel in every round can be certified by at least one of the parties: Since II is
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assumed to be non-adaptive, it can also be assumed that a single party broadcasts in
every round (collisions and silences can be eliminated ahead of time). Furthermore, this
party (and all other parties) knows that it is the only one to broadcast. Therefore, if
party 4 broadcast the symbol ¢ in round ¢ of II and some claimed transcript of II has a
symbol different from ¢ in round ¢, party ¢ can “object” to this transcript to trigger a
rewind.

The adaptive setting is different though. Consider, for example, the case where II is
adaptive and in some rounds has multiple parties broadcasting simultaneously, causing a
collision. We call such collisions ¢ntended collisions. Suppose, however, that in round ¢,
party 7 was the only one to broadcast, but the claimed transcript for IT has | in round ¢.
Since party ¢ may no longer know that it is the only one to broadcast in this round, it
may deem it possible that others have broadcast as well, leading to an intended collision,
and thus will not object. The other, silent, parties may not object either as they may
think that this is a collision or a silent round.

2.2 Avoiding The Repeated Rewinds Problem
A protocol IT exhibiting repeated rewinds

To explain how our scheme handles the first (and easier) repeated rewinds problem described
above, consider the following protocol II that exhibits it (the second, message certification
problem, does not occur): The protocol is played over an underlying complete binary tree
of depth T' < 2™. Each of the n parties gets as input, one symbol b, € {0,1,x} for each
vertex v in the tree, where the inputs are sampled as follows: First, we select one of the
root-to-leaf paths in the tree uniformly at random and call it the “correct path”. We assign
each of the vertices v on this path to exactly one of the n parties uniformly at random. Here,
by “assigning vertex v to party ¢” we mean that party i gets a bit b, € {0,1} for vertex v. If
vertex v is not assigned to party i, party i gets b, = . Additionally, each of the vertices v
outside this path is assigned to many parties, say, to a set of 5 parties selected uniformly at
random.

In the noiseless protocol I, all parties start from the root of the tree, and, upon reaching
node v, a party that was not assigned v (has b, = ) stays silent, and a party that was
assigned v broadcasts its bit b,. Since each of the vertices on the correct path was assigned
to exactly one party, exactly one party broadcasts a bit, and all parties then progress to the
child of v indicated by this bit (that is, if 0 is broadcast they update v to be the left child of
v, otherwise to the right child). This is done until a leaf is reached, which is also the output
of the protocol.

Observe that since on every vertex of the correct path a single party broadcasts (and
the parties know that this is the case), the message certification problem does not occur.
However, since any of the n parties may potentially be the one to broadcast in the next
round, the repeated rewinds problem occurs.

The play-it-safe simulation scheme

To avoid repeated rewinds in our simulation of II, we make sure that parties never go off
the correct path (i.e., no party ever reaches a vertex v that is not on the correct path) by
guaranteeing that the parties never broadcast when it is not their turn to broadcast. To this
end, our policy for the parties is that they always play it safe and never broadcast unless
they know the entire transcript so far.
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Of course, it may be the case that the received transcript of the party who should
broadcast next contains erasures, causing it to refrain from broadcasting. Since no other
party broadcasts, this will be a silent round and all parties will receive L. Upon receiving L,
parties do not update their current node v in the tree. Thus, no progress is made in this
round, where progress is measured as the number of steps taken on the correct path (the
depth of v in the tree). Note, however, that indeed in this protocol parties never go off the
correct path.

To allow progress to resume, we need to ensure that the erasures in the transcript of the
party that should broadcast next are resolved (hopefully, within a few rounds). To this end,
we pick one of the parties (say, the first party) to be the leader. After every communication
round, this leader re-broadcasts the symbol it received from the channel on a tree code
[26]. A tree code is essentially an error correcting code that can be computed “online” and
ensures that the messages sent until round ¢ will eventually be decoded correctly, where the
probability of correct decoding greatly increases with the number of rounds that have passed
since round ¢. Thus, parties that suffer an erasure will be able to recover the missing symbol

over the next few iterations by observing what was received from the leader on the tree code.

This means that, while progress may pause, it will resume within a few rounds.

2.3 Avoiding The Message Certification Problem
A harder-to-simulate protocol I1

Now let us address the second (and more severe) problem of message certification. Observe
that in our simulation of the above protocol IT we did not encounter this problem. The

reason is that on every vertex on the correct path a single party is scheduled to broadcast.

We now consider the more general case where some of the vertices on the correct path are
given to more than one party. For concreteness, say that a quarter of the vertices v on the
correct path are given to exactly 2 parties, and an additional quarter is given to 4 parties

(that is, in total, there is an intended collision on half of the vertices on the correct path).

Additionally, assume that the underlying tree is ternary (instead of binary), and the children
of every non-leaf vertex are labeled by {0,1, L}. In a case of an intended collision, the L
child of the current vertex should be taken.

Erasures can cause errors

Observe that the play-it-safe simulation protocol we had before has to change: When
designing it, we assumed that there are no collisions on the correct path, thus progress was
paused when a L symbol was received (that is, the parties did not update their current
vertex v in the tree). As intended collisions are now possible, we ask that, upon receiving L,
the parties update v to the L child of v.

Observe however, that since the parties are unable to differentiate intended collisions
from erasures, as both are received as 1, they may go off the correct path and will need to
eventually detect the error and rewind. We note that working in the erasure model typically
means that a party that does not have the correct transcript knows that it does not have the
correct transcript. However, as is evident here, this reasoning does not apply to our erasure

model. In this sense, our model is closer to the corruptions model than other erasure models.

In our simulation, parties can go off the correct path in round ¢ if the party that was
supposed to broadcast in round ¢ (say party ¢) did not do so as it did not know the full
transcript so far. By not broadcasting, party 7 potentially converts the output of the channel
in round ¢ from a bit to L (this happens when party i was supposed to be the only one
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to broadcast) or from L to a bit (this happens when one additional party was supposed

to broadcast). Recall that, owing to the usage of a tree code, party ¢ eventually learns the

complete transcript until the missed round ¢. When this happens, we can have party ¢ object

in the next consistency check in order to trigger a rewind. However, because the rate of

erasures is constant and parties broadcast very often (recall that a quarter of the vertices on
n

the correct path are given to 5 parties), there are likely to be too many missed rounds and

such objections will once again cause repeated rewinds.

Critical parties

To implement a rewind-if-error mechanism without repeated rewinds, we observe that rewinds
are required only when the output symbol was changed due to party i (a party that was
scheduled to broadcast in round ¢) not broadcasting in round ¢. Note that this only happens
if the output symbol in round ¢ is not a collision. In this case, we say that party 4 is critical®
for round ¢. We use the policy that party  only objects to round ¢ if it is critical to round ¢°.
Note that this policy does not cause repeated rewinds: if many parties were supposed to
broadcast in round ¢, none of them is critical (this round will be a collision round even if one
of these parties will not broadcast). Otherwise, if few parties were supposed to broadcast
in round ¢, then there is a good chance that round ¢ is not erased in any of the received
transcripts of these parties.

Collision-not-as-silence

To be able to implement the policy, party 7 needs to know if it was critical to the round ¢ that
it missed. Observe that if round ¢ was a collision round even without party ¢ broadcasting,
then party ¢ is not critical for round ¢, and no rewind is necessary. It is not hard to see that
this is in fact the only case where a party who missed a round is not critical for this round.
This means that testing criticality boils down to the ability to differentiate a collision round
from a silent round.

To differentiate collision rounds from silent rounds, we use a known radio networks
collision detection trick. Assume for the purposes of this sketch that there is some player,
say the leader, that is known to not broadcast in this round”. We “run” the round twice,
once in a black-box way (without the leader broadcasting), and once again while having the
leader broadcast. If the round was a silent round, then the parties receive a L in the first
run, and a bit (non-L symbol) in the second, while if the round was a collision, they will
receive L in both the runs. As they receive a different combination of symbols, they can
distinguish between collisions and silences®. Note that the argument above assumes sender
collision-detection, i.e., the parties that are transmitting also receive a symbol in that round.
However, this assumption is not needed, see Footnote 10 and Remark 3.

We mention that this definition differs slightly from the technical sections, but implements a similar
idea.

Observe that a priori, it is not clear if the parties know they are critical. We deal with this later in this
section. We also note that the notion of critical parties does not appear in the algorithm description
and is used only in the analysis.

This assumption can easily be removed by, e.g, running the round an extra time where only the leader
will broadcast.

We note that noise can erase the symbol broadcast by the leader in the second run and effectively erase
a silence out to look like a collision. We distinguish between these and regular collisions using the
method described in Section 2.4.
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2.4 Erasures To And From The Leader

Recall from Section 2.2 that after every round the leader re-transmits the symbol that it
received from the channel in this round. We next discuss issues that can arise when the
communication to/from the leader is erased.

Erasures to the leader

Consider the case where the true output of the channel in a given round is a bit, but the leader
receives L due to an erasure (re-transmitting this L may cause the execution of the protocol
to go off the correct path). However, since erasures are assumed to happen independently,
then with probability exponentially small in n, at least one of the other parties receives
the erased bit and can object in the next consistency check to trigger a rewind. Using the
assumption that the length of the protocol is at most exponential in n, we get that all such
leader errors will be corrected with high probability. We mention that this is the only place
in our proof where we use the bound on the length of the protocol.

Erasures from the leader: Collision-as-silence-not-as-erasures

Now consider the situation where the leader receives a bit and re-transmits it, but, due to
erasures, some parties receive a 1. By updating their current node v using this 1, these
parties may fall off the correct path. As mentioned in Section 2.3, this type of error occurs
as the channel does not distinguish between erasures and collisions/silences.

To circumvent this problem, we convert our collision-as-silence-as-erasures channel to a
collision-as-silence-not-as-erasures channel. This is done by having the leader broadcast a
special symbol? other than 0, 1, and L, in the case it receives L. As the other parties know
that the leader never broadcasts L, they can deduce that any | they may receive from it is
due to an erasure. On the other hand, if they receive the special symbol, they can conclude
that the round is a collision/silence.

2.5 Implementing Check Phases

The simulation scheme we discuss so far is in the rewind-if-error framework. In this sketch
we attempted to show that whenever the parties go off the correct path due to erasures, at
least one of the parties is able to detect the problem and object in the next check phase.

To implement a check phase, we ask parties that wish to object to broadcast a bit (say, 1),
and ask all other parties to keep silent. Then, the collision detection subroutine described
above allows the parties to tell whether 0, 1, or more than 1 parties were broadcasting, and
thus also allows them to tell whether there exists an objecting party and a rewind should
take place.

3 The Model

In this paper, we study the broadcast channel with random erasures, assuming the collision-
as-silence-as-erasures model. To define the model and throughout this paper, we will use the
following notation. For a string s, we shall use |s| to denote the length of s. For ¢ € [|s]],
let s; denote the i*" coordinate of s and sy, 5<; denote the prefix of the first i+ — 1 and ¢

9 The actual proof does not require an additional symbol. Rather, we encode every symbol by two
symbols.
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coordinates of s, respectively. For two strings s, ¢ over the same alphabet, denote by A(s, t)
the Hamming distance between s and ¢, by LCP(s, t) the longest common prefix of the strings
s and t, and by s||t the concatenation of s and ¢.

The (n,€,T')-noisy broadcast channel is defined by a number n > 0 of parties, an error
parameter € > 0, and an alphabet set I' satisfying |T'| > 1. We shall refer to player 1 as the
leader Ld, use L to denote a special symbol not in T' (this symbol will represent collisions,
silences, and deletions), and define I'. = TU{L}. We also define the (n,T')-broadcast channel
to be the noiseless version of this channel, i.e., when € = 0.

Definition of a protocol

A (deterministic) protocol II over the (n, €, I')-noisy broadcast channel is defined as:

= (T’{Xi}iE[n]’y’ {M;}ie[n],je[TJ’OUt)' Y

Here, T' = ||II|| is the number of rounds (or the length) of the protocol, X* is the input space
for player i, ¥ is the output space of the protocol, M} : X* x I')~" — T, is the function
player i uses to determine what message to send in round j, and out : TZ — Y is the function
the leader uses to determine the output from its received transcript. As usual, we define a
randomized protocol to be a distribution over (deterministic) protocols.

Execution of a protocol

The protocol II starts with all players i € [n] having an input ' € X and proceeds in T
rounds, maintaining the invariant that before round j, for all j € [T], all players i have a
transcript 7ri<j € I'J~1. In round j, player i broadcasts 2% = M; (xi,wij) € I'.. Define the
function:

(2)

combine (z gt

1 ,2%) = {Z if 3 unique i € [n] such that 2% # L.

1, otherwise

Now, the symbol 7/ received by player i in round j equals combine(z',---,z"), with
probability 1 — e, and equals L, with probability ¢, independently for all i € [n] and j € [T].1°
In the latter case, we say the message to player ¢ in round j was erased by the noise. Player
i appends 7r§ to 7ri<j to get a transcript wg ; and continues the execution of the protocol.

After T rounds, the leader outputs I1"(X) = out(r4,) € V. (Note that using only
O(max{T,logn}) additional transmissions, the leader can communicate the output to all
the other parties in a reliable manner by encoding with a standard error correcting code.)
We shall sometimes omit Ld when the channel is noiseless, as in this case, all the players
receive the same transcript and can compute the output.

4  Qur Simulation Protocol

We formalize Theorem 1 as Theorem 2 (below). (Note that by having the parties repeat
every round of the original protocol II constantly many times and taking the majority of the
outputs, we get the channel noise rate to be smaller than 10710).

10We remark that in the literature (e.g., [6]), the broadcast channel (single-hop radio networks) is often
defined such that a player that broadcasts a symbol (other than 1) in a round does not receive any
symbol from the channel in that round (in other words, there is no sender collision-detection). However,
for simplicity of presentation, in this paper we assume this stronger model. We explain how to make
our protocol work with no sender collision-detection in Remark 3.
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» Theorem 2 (Formal Version of Theorem 1). There exists a constant C' such that the following
holds: Fir e = 10719 n > 0, an alphabet set T satisfying |U| > 1. For any protocol I1 of
length T < 2™ in the (n,T')-broadcast channel, there is a protocol II' over the (n,e,I')-noisy
broadcast channel, with ||IU'|| < CT, and such that for all inputs X = (1;17352, e ,a?") for
the players, we have:

Pr(HlLd(X) 7& H(X)) S 9= min(n,T)’
where the probability is over the noise in the channel.

We note that when n is small, so is T, so II can be simulated by simply repeating each
round sufficiently many times. As such, without loss of generality, we may assume that n is
large.

The proof of Theorem 2 spans the rest of this paper. In this section we give the simulation
protocol I, and in Appendix B we give its analysis.

Let n,¢,I" be as in the theorem statement and assume without loss of generality that
I' = [|I']]. Fix a protocol II. Observe that fixing II also fixes T, {Xi}ie[n]’ {M;}ié[n],jG[T]’
etc. as in Equation (1). As a randomized protocol is simply a distribution over deterministic
protocols, we can assume without loss of generality, that the protocol II is deterministic. We
also assume without loss of generality that the output of II is just its transcript. In order to
define the protocol II', we first set up some notation.

Protocol notation

Define the sets P-4 = [n] (all parties including the leader), and P = {2,3,...,n} (all parties
excluding the leader).

As motivated in Section 2, our protocol shall implicitly implement a collision detection
model, having two separate symbols for collisions and silences. We shall use a special symbol
Lo ¢ T to denote a collision and Lg ¢ T to denote a silence. Define I'cs =T U {L¢e, Lg}.

Additionally let R ¢ T' be a special symbol indicating that the leader wants to rewind a
round, and denote by I'¢s. = I'es U{R}. We shall treat both L~ and Lg as L in our protocol,
and output a string in T'Z,. We also redefine the message functions, M ;f, to take inputs from

771 instead of I'J~1, treating both Lo and Lgas L, e.g., M]Zf(mi,J_C;HJ_S) = Mi(«", L[| 1).

For simplicity, we shall pad the protocol II with L infinitely many times and correspondingly
define, for all i € [n], j > T, the value Mi(-,) = L.

Our protocol will use a (Tcgpr, Iy R7c, 0.4)-tree code TC, where Rtc > max(105, IOR) is a
sufficiently large constant and R is as promised by Theorem 5. This tree code will only be
written to by the leader, and will be used to log the leader’s simulated transcript. In our
protocol, when we say the leader writes s € I'¢q to the tree code, we mean that it computes
and broadcasts TC(pls), where p is the string of all the symbols it wrote to the tree code
before the current s. We shall also use D-TC to denote the tree code decoding function from
Definition 6.

We give a formal description of our protocol II’ in Algorithm 1.

» Remark 3. Recall from Footnote 10 that we are assuming a broadcast model with sender
collision-detection. In other words, we assume that players that are talking (broadcasting
a symbol other than 1) also receive an output symbol from the channel. We next claim
that our simulation protocol II' can be made to work over the channel with no sender
collision-detection, that is, when only players that listen (broadcast L), get the output
symbol from the channel.
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Algorithm 1 The simulation protocol IT'.

Input: Each party i € Pt holds an input z* € X,
Output: The leader outputs 7 € 'L that represents a transcript for II.
1: for t € [10°T] do
2: Each player i € P runs parse on 7% to get output (7%, 7%), where:
7', for i € P, is the concatenation of all messages received by player i at Line 8 up
to this point (possibly none).
74 is the concatenation of all messages broadcast (as opposed to received) by the
leader at Line 8 up to this point (possibly none).

Each player i € P computes z* Ml";riIJrl (mi, 7Ti). Set 2* « L if n* = fail.
The parties run detect-collisions, using z* as the input for player i € P.
Let w® be the output for player i € P9,
5: The leader represents whd € T, as an element of I'* and broadcasts it in 4 rounds.
Let @ be the symbol decoded by player i € P, or L if the player fails to decode.

6: Each player i € P sets a flag ¢’ € {1, L} as follows:

i 1, ifr® =true or @' = 1o # w'
e .
1, otherwise

7: The parties run detect-collisions, using e’ as the input for player i € P.
Let "4 be the output for the leader.
8: The leader writes st € T'.., to the tree code, where

R, ifetd £ 1 g

Ld wh,  elseif M = 1
ST L ¢ Ld ’
29, elseif w™® = Lg
Lo, otherwise
9: end for

Ld

10: The leader runs parse on 759 to get output (7r"d, r"d), where 7-¢ is as in Line 2. The

leader then outputs W;dT.

Algorithm 2 Algorithm detect-collisions, that distinguishes between collisions and silence.

Input: Each player ¢ € P has a symbol 2* € ', that it wishes to broadcast in this round.
Output: Each player i € P outputs a guess w' € I',; for the combined symbol.
11: In one round of communication, each player i € P broadcasts z* and the leader broad-
casts L.
Let u? be the symbol heard by player i € P49,
12: In one round of communication, each player i € P broadcasts z* and leader broadcasts 1.
Let @' be the symbol heard by player i € P49,
13: Each player i € P returns w’, where

ul, if ut # L
w' < { Lg, else if @ # 1.

1o, otherwise
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Algorithm 3 Algorithm parse, run locally by a player ¢ € P to decode and parse the tree code.

Input: Player ¢ has 7 € I'}, its view of the symbols encoded over the tree code.

Output: Player ¢ outputs a transcript m € I'} or fail if it failed to decode the tree code, and
a rewind flag r € {true, false} which is true if the player found a problem with 7.

14: Initialize w to be the empty string, ¢ < oco.

15: Let p < D-TC(7).

16: If p = fail, terminate and return (fail, false).

17: for k € [|p|] do

18: if pr =R then

19: T A= Tl

20: if |7| < £ then

21: l <+ .

22: end if

23: else

24: T 7| pg-

25: if D-TC(7<(k—1)ryc) = fail and Mliﬂ‘ (2", m<|x|) # L and pi, # L then
26: £ < min(¢, |7]).
27: end if

28: end if

29: end for

30: Return (7,4 # 00).

There are two sources of problems if we assume no sender collision-detection. The first
is that players i € P are expected to get their own w’ at Line 4, which they use to detect
erasures experienced by the leader (compute e’ in Line 6). However, as erasures are one-sided,
if at least two different players i # i’ € P talk in the same round, the leader and all listening
players will receive the correct symbol, i.e., L¢, as the value of w’. As such, if an erasure

causes the leader to get an incorrect w9, there is at most one player i € P who is talking.

Thus, almost all players in P are listening, so they will have their own w?, and this erasure
is likely to be detected.

The second issue that arises is that the leader is expected to both talk and listen at
Line 12. Recall that the purpose of algorithm detect-collisions is to run a round of the original
protocol and essentially tell whether 0, 1, or > 2 players in P are talking. The leader acts as
a “noisemaker” in Line 12 to distinguish the case of 0 talking players from the case of > 2
talking players. However, the role of a noisemaker can be handled by any other player, as
long as that player would never have talked in this round otherwise.

This gives rise to the following modification of algorithm detect-collisions: We partition
the parties in P into two non-empty sets P; and Ps. We then have parties in P; perform
algorithm detect-collisions with an arbitrary player in Ps acting as a noisemaker, and vice
versa. This allows the leader to determine whether there were 0, 1, or > 2 players talking in
P1 and in Ps, from which they can tell if there were 0, 1, or > 2 players talking in P.

As there are no other cases in the protocol II’ where a player both talks and uses the
value given to it by the channel, these changes are sufficient to make the algorithm work
with no sender collision-detection.
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A Technical Preliminaries

A.1 Tree Codes

Our algorithms make use of tree codes, first introduced in [26].

» Definition 4 (Tree Codes). Let X and T be two alphabet sets, Rtc > 0 be an integer,
and 6 € (0,1). An (X,T, Rtc,d)-tree code is a function TC : X* — T'Ft¢ such that for any
integer k > 0 and strings z,z' € X*, defining TC(z) = TC(x<1)||TC(z<2)| - - - | TC(x), we
have:

A(TC(z), TC(2)) = 0Rtc - (k — |LCP(z,2')|).

» Theorem 5 ([26]). There exists a constant R > 0 such that for any alphabet sets X, T

and all Rrc > R - llzggl‘/lfll , there exists an (X,T, Rtc,0.4)-tree code.

We will also need a way of decoding tree codes from erasures. Recall the notation I', 1, T,
from above, and let w; ; = (w;);.

» Definition 6 (Decoding from Erasures). Let TC be an (X, T, Ryc,0)-tree code. The decoding
function of TC, denoted D-TC : (T'Ete)* — X* U {fail}, is given by the following: For an
integer k > 0 and w € (DEre)k

z, if 3 unique z € X* Vi € [k],j € [Rrc] s wij € {L,TC;(2<i)}

fail,  otherwise

D-TC(w) = {

> Claim 7. Let TC be an (X, T, Ryc, d)-tree code and let D-TC be its decoding function.
Let k > 0 be an integer and let z € X*. Then, for any 7 € (F?Tc)k such that Vi € [k],j €
[Rrc]: 7i,j € {L,TC;(2<i)}, it holds that D-TC(7) € {z, fail}.

B Analyzing the Protocol

In this section we prove that the simulation protocol IT' given in Section 4 satisfies Theorem 2.
We omit the proofs of lemmas in this section for space. They can be found in the full
version of the paper.
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Iterations and rounds

Observe that our protocol II' has T’ = 10°T iterations and each iteration has R’ = Rtc + 8
rounds of communication: 2 rounds in the call to detect-collisions in Line 4, 4 rounds in
Line 5, 2 rounds in the call to detect-collisions in Line 7, and Rtc¢ rounds in Line 8.

The noise indicator

For ¢ € [T'], r € [R], and i € [n], we define the indicator random variable N, ; to be
1 if and only if the message received by player i in the 7** round of communication in
iteration ¢ is erased due to noise. For a set S C [T”], we shall use Ng to denote the collection
N = {Ntmi}tes,re[R'],ie[n] and sometimes abbreviate Nj7 as N and Ny as N, for all ¢ € [T"].
Observe that our definition implies that the variables in N are mutually independent and
identically distributed, and take the value 1 with probability e.

Note that fixing any instantiation N of N together with the inputs X to the parties fixes
the entire execution of II'. In fact, for all ¢ € [T"], fixing any instantiation N<; of N<; fixes
the execution of the first ¢ iterations of II’. This means that it also fixes the values of all the
variables in these iterations.

Variables

For i € [n] and a variable var in Algorithms 1 and 3,!! we shall use vari(N) to denote the
value of variable var as seen by player i at the end of iteration ¢ when the noise is N. We
shall use ¢ = 0 to denote the values at the start of the execution and drop N when it is
clear from context. As explained above, these values are determined by N<;. We also use
759 1 (N) to refer to the leader’s 74 at Line 10.

The collision-not-as-silence model

To help with our analysis, we define a function combine-CD that intuitively captures the beha-

vior of a broadcast channel with collision-detection. Formally, we have, for 2,22, ... 2" € T%,
lg, ifVie[n]:zi=1
combine-CD(z', -+, 2") = ¢ 27, if 3 unique i € [n] such that 2* # L . (3)

1o, otherwise

For the rest of the text, fix inputs X = (z!,22,---,2") for the players. We abuse
notation slightly and denote by II = II(X) the transcript of the noiseless protocol IT when the
inputs to the parties are as in X and the model uses combine-CD in place of combine (thus,
IT € I'Z). This is without loss of generality as a transcript in the collision-not-as-silence
model only has more information than one in the collision-as-silence model.

B.1 Technical Lemmas and One-Sided Error

A key property of our model is the fact that our noise is one-sided: After collisions are
resolved, the resulting symbol will either be received correctly, or will be replaced by a L.
This means that if a player hears a symbol that is not L, that player will accurately know
that that is the “correct” symbol, and that they were not affected by noise.

'We do not use this notation for variables in Algorithm 2 as that is invoked twice in every iteration.
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This property means that we can make several very useful claims, which we use throughout
the rest of this paper.

» Lemma 8. For allt € [T'], alli € [n], and all instantiations N of N,
T(N) € {fail, 74 (N)}.

As a player i € [n] sets 2% as a deterministic function of ' and 7 at Line 3, we also
directly get the following corollary.

» Corollary 9. For allt € [T'], all i € [n], and all instantiations N of N,

H(N) e {J_7M‘iﬂkd(N)|+1(:ci,thd(N))}.

Likewise, we can also analyse the behaviour of Algorithm 2, during the two calls at Line 4
and Line 7, to see the way the noise can affect the executions of this algorithm.

» Lemma 10. For allt € [T'], all i € [n], and all instantiations N of N,
wj(N) € {L¢, combine-CD(L, z7(N), ...,z (N))}.

» Lemma 11. Fort € [T'] and any instantiation N of N, we have:
efd(N) = Lg = combine-CD(L,ef(N),ef(N), - ,ef(N)) = Ls.

We also show some properties of the symbol s-¢, and how it relates to the transcript that
players maintain.

» Lemma 12. For all t € [T'] and any instantiation N of N such that e}(N) = Lg and
wi4(N) = combine-CD(L, z2(N), ..., z"(N)), we have

s;4(N) = combine-CD(z;*(N), 27 (N), ..., z(N)).

We also analyse the behaviour of Algorithm 3, and in particular how 7w and p behave in
that algorithm.

» Lemma 13. For allt € [T'] and all instantiations N of N,
PN = sEU NI+ (1521 ().

» Lemma 14. For allt € [T'], all i € [n], and all instantiations N of N,
If s+4(N) # R, then

T (N) = mpd(N)[|sp¢ (V).
If st4(N) = R, then
ﬂ-tLil(N) = (ﬂ-jf_d(N))<|ﬂ.lt.d(N)|
B.2 Bad Events
B.2.1 Noise Events

Next, we define and analyze some events based on the variable N.
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The event 8;":2

For t € [T'], r € [R'], the event &7 occurs if the communication in round 7 in iteration ¢ is
erased for a significant fraction of the players (it is “wiped out”). Formally, we have:

WO ., n
g = D Newi 2 15 |- (4)
i€[n]

The event Sf’ci

For t € [T"], i € [n], the event &£ occurs if the communication in the first execution of
detect-collisions, i.e., at least one of rounds 1 and 2, in iteration ¢ is erased for player 1.
Formally, we have:

Sfj =3re[2]: N, =1). (5)

The event &'

For t € [T'], we define the event £ to occur if the communication in the second execution
of detect-collisions (which effectively computes a logical OR of the e'’s), i.e., in at least one
of rounds 7 and 8 in iteration ¢ is erased for the leader. Formally, we have:

(c/‘tor = (37” S {7,8} : Nt,r,Ld = 1) (6)

tc
The event St,,m.

For 0 <t <t < T’ and i € [n], define the following event concerning the rounds 9 to R’ in
each iteration, i.e., the rounds where the leader broadcasts on the tree code:

t R’

c 2Rtc
b = Z Z Nori = 5 t—t)|. (7)

s=t'+1r=9

B.2.2 Bad lterations

We now define sets of “bad” iterations for a given execution. Intuitively, these are iterations
where our protocol does not make progress. For an instantiation N of N, we have:

B™(N)={te[I"]|3Ire[R]: N c&v}.

BE(N)={te[T']| N € &4}

B*(N)={te[T]| N € &}. (8)
» Lemma 15. It holds that:
1. Pr(B*(N) # 0) < 2.257".
2. Pr([BE(N) UBT(N)| = L) <o .

We note that our assumption that 7' < 2™ is only used in Item 1 of Lemma 15.
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B.3 Bad Intervals
B.3.1 Ciritical Players

We now define and show results about players “critical” to the protocol, i.e., those needed to
make sure we make progress in our simulation. For a set S of integers and an integer k define

S<i, to be the set consisting of the k& smallest elements of S. If |S| < k, we define S<; = S.

*

s, we define the set S(m) to be the set of all non-leader players who
would broadcast in the noiseless protocol when their received transcript is . Formally,

For a transcript # € T’

S(r) = {z €P| My, (o, 7) # L}.

» Definition 16 (Critical Players). For m € I}

rs, we define the set of players that are m-critical
as Crit(r) = S(LCP(7,II)) <2.

We note that this definition is made for analysis purposes and no single player can
necessarily compute the set Crit(-).

B.3.2 Bad Intervals

Next, we define the set of possible augmented transcripts and bad intervals.

» Definition 17. For 0 <t' <t < T’ and an instantiation N<y of N<y, define the set:
Aug,(N<y) = {m € Ts, | INw 4 : 74 (Ney) = T}

» Definition 18. Let N be an instantiation of N. We define BT (N) to be the set of all
intervals (t',t] satisfying 0 < t' <t < T’ for which there exists m € Aug,(N<y) and i € Crit(m)
such that Eff, ; occurs when N = N. We also define:

BN = |J (.1
(¢ t]eBT(N)

» Lemma 19. [t holds that:
/ ’
Pr<|B(N)| > 5TO) <107 .

To finish this subsection, we show that B(-) has all the iterations where a critical player
fails to decode the tree code.
» Lemma 20. For any instantiation N of N and all t ¢ B(N), for all i € Crit(7t4(N)), we
have Ti(N) = w4 (N).
B.4 A Potential Function

We now define the potential function that we shall use in the analysis. For ¢t € {0} U[1”] and
an instantiation N of N, we define:

®y(N) =2 |LCP(miy (N),IT) | — |md1 (V). (9)

Our definition clearly implies ®¢(N) = 0 and ®;(N) < ‘LCP(WH_:L(N),H)’ for all N.

Moreover, as either one symbol is appended to or removed from the end of 7t¢ in every
iteration, we have that ®;(N) > ®;_;(N) — 1 for all N and ¢t € [T’]. In Lemma 25 we will
now show that if ¢ is not in one of the bad sets defined above, then the potential increases by
at least 1. But first, we state some helpful lemmas.
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» Lemma 21. For any instantiation N of N and any t ¢ B*(N), we have:
s;4(N) € {R, combine-CD(z;4(N), 27 (N),...,z(N)) }

For i € [n], define the variable #* to be the value of 7 output by Algorithm 3, when run
by player i, with Line 15 replaced!'? by p « D-TC (TLd). This value is only used for analysis

purposes and cannot be computed by the player during the execution of the protocol (as they

may not know 7-4). We now claim several useful properties of #i, and how it relates to 7.

» Lemma 22. Fort € [T'] and any instantiation N of N such that B*°(N) = 0, we have:

(ﬂj € [|7r,';d(N)|] : (wl‘d(N))j # Hj) = (391 €P:#(N)= true>.
We also prove a modified converse version of the previous lemma.

» Lemma 23. Fort € [T'] and any instantiation N of N such that B*°(N) = 0, we have:
(aj € [|m(NV)[] = (m (), # Hj) — <3¢ € Crit(7H4(N)) : #4(N) :true>,

» Lemma 24. Fort € [T'], i € [n] and any instantiation N of N, ri(N) € {#i(N), false}.

Furthermore, if ©i(N) = w-4(N), then ri(N) = #(N).

» Lemma 25. Fort € [T'] and any instantiation N of N such that B*°(N) = 0, we have:

t¢ BE(N)UB"(N)UB(N) = ®;(N)>®;_1(N)+1.

B.5 Finishing the proof of Theorem 2
We are now ready to finish the proof of Theorem 2.

Proof of Theorem 2. Let C' > 100Rtc. Fix ¢, n and I" as in the statement of the theorem.
We claim that the algorithm provided in Algorithm 1 satisfies all the properties claimed by
the theorem. It can be observed that Algorithm 1 takes at most CT rounds of communication,
so it just suffices to just show that Pr(II'™(X) # II(X)) < 27 min(nT),

By Lemmas 15 and 19 and a union bound, we get that an instantiation NV of N satisfies
|BI(N)UB(N)UB(N)| < % and B"°(N) = () except with probability at most

107%']1/ _‘_efﬁT/ =+ 225777, S 2—1’11111(71,%'1’”) S 27min(n,T).
Lemma 25 then states that for all such N, for all ¢ ¢ BY(N) U B (N)UB(N), ®;(N) >

)
O, 1(N) + 1. At the same time, we recall that Equation (9) also gives that for all ¢ € [T"],
O, (N) > Py (N) — 1. Thus, we see that

T _ 9
O (N> (T -—=|—-=>"_-T>T.
7 )< ) 25 =100 ~

Furthermore, we consult Equation (9) to get that
|LCP (759, 1 (N),IT)| > @7+ (N) > T,

which implies that (77%‘5+1(N))<T = II<7. so the leader’s output at Line 10 is equal to II<7.
As this happens except with probability at most 2~ ™("%T) this concludes the proof. <

12VWe stress that Line 25 still uses 7° and not 7.
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