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ABSTRACT
In this work, we present Robots for Social Justice (R4SJ): a framework
for an equitable engineering practice of Human-Robot Interaction,
grounded in the Engineering for Social Justice (E4SJ) framework
for Engineering Education and intended to complement existing
frameworks for guiding equitable HRI research. To understand the
new insights this framework could provide to the �eld of HRI, we
analyze the past decade of papers published at the ACM/IEEE In-
ternational Conference on Human-Robot Interaction, and examine
how well current HRI research aligns with the principles espoused
in the E4SJ framework. Based on the gaps identi�ed through this
analysis, we make �ve concrete recommendations, and highlight
key questions that can guide the introspection for engineers, de-
signers, and researchers. We believe these considerations are a
necessary step not only to ensure that our engineering education
e�orts encourage students to engage in equitable and societally
bene�cial engineering practices (the purpose of E4SJ), but also to en-
sure that the technical advances we present at conferences like HRI
promise true advances to society, and not just to fellow researchers
and engineers.
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1 INTRODUCTION
1.1 Equity in Technology
Like all artifacts, technologies are laden with values and virtues,
preferences and politics [68]. In particular, technologies are espe-
cially laden with the values, virtues, preferences, and politics of
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their designers [18]. This gives designers incredible power to rein-
force or rewrite the patterns, systems, and structures that de�ne
and govern society, especially for technologies deployed and used
broadly[50]. While the systemic impacts of non-embodied comput-
ing technologies (like loan disbursement, recidivism prediction, and
bene�t approval algorithms) have received the most attention in
the literature [23], robotic technologies may similarly impact our
society if deployed as broadly.

Critically, the risks of widespread negative systemic impacts are
critical to consider even for technologies that aim to yield objec-
tively positive bene�ts to their users. Some scholars have recently
discussed, for example, how educational technologies like smart-
boards (which improve student learning outcomes and increase
classroom e�ciency) have led to greater social inequality. Since
smartboards were disproportionately deployed into high-resourced
schools, they disproportionately bene�ted students with high so-
cioeconomic status, thus further increasing economic disparities
along class lines [10, 60]. Many robotic application areas dear to
the �eld of Human-Robot Interaction (HRI), including education,
healthcare, and therapy, run the risk of similarly exacerbating class
and race-based inequality depending on where and how they are
deployed. Although an educational robot might “do good” at an
individual level, if its price tag renders it accessible only to highly
resourced school districts, it may very well “do harm” at a societal
level, widening the existing gap between resources available for
di�erent school districts.

These concerns are further magni�ed for the language-capable
robots centered in much HRI research, whose speech itself re�ects a
set of implicit values, virtues, preferences, and politics [65]. Because
robot speech may lead users to attribute robots with intelligence [6,
14], social agency [28], moral agency [16, 52, 57], and the uniquely
potent combination of these factors [27], robots may be accepted
as informed community members (although cp. [7]), granting them
an outsized potential for persuasion and in�uence [26, 50, 53]. De-
pending on who designs these robots – and the community into
which they are deployed – this provides opportunities either to re-
inforce the customs and norms of those communities or for robots’
designers to exert a colonizing in�uence from afar by imposing
colonial ideologies through robotic technologies [25].

Because of this potential for societal and interpersonal in�uence,
it is critical for robot designers and researchers to consider not
only the direct impacts that our technologies have on individual
users but also how our robots impact entire communities – and
how these community-level impacts can be anticipated and steered
through equitable robot design processes.
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1.2 Equitable Human-Robot Interaction
To grapple with these societal and ethical dimensions of robot
design, a number of researchers have recently presented guide-
lines for designs grounded in di�erent equitable design and so-
cial frameworks from beyond robotics. For example, Ostrowski
et al. [43] presented the HRI Equitable Design framework, which
adapts Costanza-Chock’s Design Justice framework [8] to the �eld
of HRI, expanding on Costanza-Chock’s original design questions
through six additional questions for robot designers. To motivate
this extension, Ostrowski et al. analyze the ways that equity and
social justice have (and have not) been incorporated in past papers
published at HRI venues, and show that societal impact is rarely
considered or discussed. Their resulting framework thus serves to
push designers to center equity by asking questions regardingWho
is included andWho gets to design and bene�t [43].

As a second example, Winkle et al. [67] presented the Feminist
HRI framework, which adapts D’Ignazio and Klein’s Data Femi-
nism [12] to the �eld of HRI, raising the conversation of who designs
and bene�ts to a higher societal level through power structure anal-
ysis. Winkle et al. highlight that designers are not simply makers;
they also hold a power within our society that is wielded through
and embodied in their robotic designs. Feminist HRI provides guide-
lines for how robot designers can examine and challenge this power
structure both in their robot designs and in their research practices.

Finally, Tanksley presented anAbolitionist pedagogy, which lever-
ages theories from Critical Race Theory to actively engage with
anti-black racism in STEM education, especially with respect to
robotics and AI [59]. Speci�cally, Tanksley argues that by incorpo-
rating and prioritizing abolitionist ideologies in classrooms, STEM
students, who are future engineers and designers, can approach
technology more thoughtfully, and more importantly, they will be
equippedwith knowledge and tools to challenge racism and inequal-
ity that are manifested in existing systems [59]. This framework
aims to facilitate a justice-oriented infrastructure, and encourages
educators to design curricula that can guide students to critically
evaluate and probe the technology they might encounter.

TheHRI Equitable Design Framework, Feminist HRI, andAbolition-
ist Pedagogy provide crucial guidelines and tools for researchers and
educators as to how to interrogate and challenge who has power,
who designs, and who serves. Indeed, power structures shape the
needs of communities, and any framework that hopes to meaning-
fully approach robotics from a social justice perspective needs to
examine those power structures as the underlying factor for social
justice concerns. Yet, existing frameworks leave open key questions
regarding the practice and praxis of equitable robotics. Speci�cally,
we argue that the research and design of robots cannot be sepa-
rated from their practical engineering. That is, the questions of who
designs robots, who bene�ts from robots and what ideology or
social hierarchy permeates robot designs, cannot be separated from
the question of how the process of engineering robots is enacted
in order to address the speci�c needs of speci�c communities. In
this work, we thus leverage a recent framework from Engineering
Education, Engineering for Social Justice (E4SJ), to present a fourth
framework for equitable robotics, Robots for Social Justice (R4SJ),
which complements the HRI Equitable Design Framework, Feminist
HRI, and Abolitionist pedagogy from an Engineering perspective.

Presented in Leydens and Lucena’s groundbreaking book “En-
gineering Justice” [35] (see also [32, 34]), E4SJ presents speci�c
criteria for engineering practice that centers Enhancement of Hu-
man Capabilities in Communities. Leydens and Lucena demonstrate
how these principles can be integrated into real-world engineering
practice, and the concrete opportunities and challenges for instill-
ing these principles into engineering practice, from an Engineering
Education perspective.

In this work, we review the past ten years of work published
at the HRI conference through the lens of E4SJ. In doing so, we
identify key gaps in HRI research practice that become visible
through this lens. By taking an E4SJ perspective, our results show
how some communities are overlooked, what capabilities are not
being actively engaged that could be enhanced, and what elements
of E4SJ remain absent from HRI practice. Overall, our results show
how an engineering practice grounded in Robots for Social Justice
(R4SJ) could lead to better engineering of intelligent, interactive
robotic technologies of true societal bene�t by considering not only
the communities served, but also by directing engineering practice
to best enhance the capabilities of those communities.

2 ENGINEERING FOR SOCIAL JUSTICE
2.1 Engineering practices and communities
The �eld of engineering centers and relies on technical and sci-
enti�c knowledge and skills to solve problems. Yet this techno-
scienti�c lens often results in engineering e�orts being isolated
from the societal context in which the products of engineering are
deployed [15, 61]. For engineering e�orts to be successful, it is para-
mount that engineers thoughtfully engage with communities and
society. Armstrong and Baillie [2] argue this by emphasizing the
importance of cultural relativism in engineering practices, noting
that an equitable relationship between engineers and the commu-
nity they interact with is essential for the sustainable success of
engineering solutions [2, 3]. Moreover, engineers must genuinely
understand and respond e�ectively to changing social context [29],
and responsibly engage community members in response to those
changes [13, 49]. If engineering e�orts become de-contextualized
from their socio-technical environment or detached from the com-
munities they impact or intend to serve, they may ultimately and
inadvertently exacerbate the social injustices that impact, constrain,
and structure those communities [37].

Engineering is fundamental to the �eld of HRI. The physical ro-
bot bodies that researchers use, the sensors and actuators that carry
out interactions between robots and people, and the algorithms
and software that determine robot behaviors, are all products of
engineering e�orts. Consequently, research in HRI embodies and
extends these engineering practices. While some research objec-
tives, such as producing new knowledge, might seem distant from
community members, research e�orts have the crucial role of in-
forming, guiding, and shaping future engineering e�orts, and are
therefore intrinsically intertwined with community-centered engi-
neering practices. Thus, in this work, we explore how the practice
of HRI research and engineering could be pursued more ethically
and responsibly by borrowing from and building on engineering ed-
ucation frameworks that center the relationship between engineers
and community members.
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2.2 The E4SJ framework and HRI
Engineering for Social Justice (E4SJ) is a set of engineering practices
that strives to enhance human capabilities through equitable distri-
bution of opportunities and resources while reducing imposed risks
and harms within speci�c communities [35]. Speci�cally, when
viewed through the lens of the E4SJ framework, the central goal of
engineering is that engineers should work alongside communities
to develop engineering solutions that enhance human capabili-
ties in a way that aligns with community priorities. The way that
this goal should be pursued is guided by �ve key principles:

(1) Listening contextually – at the basis of Engineering prac-
tice is listening to and empathizing with di�erent communi-
ties’ perspectives and their constituent struggles, concerns,
desires, and preferences.

(2) Identifying structural conditions – these perspectives
must be understood through the lens of the structural condi-
tions (e.g., racial, gendered, socioeconomic) that constrain
those communities’ opportunities, desires, and aspirations,
as well as the structural conditions that constrain the engi-
neers’ own opportunities, desires, and aspirations.

(3) Acknowledging political agency / mobilizing power
– engineers must understand how communities’ political
power and agency (as well as their own) can be mobilized
and leveraged when developing engineering solutions.

(4) Increasing opportunities and resources – engineers should
work with communities to identify the opportunities (e.g.
health, education, housing, and employment) that could be
improved by leveraging and mobilizing political power, en-
gineering solutions, and other resources, as mediated by
structural conditions.

(5) Reducing imposed risks and harms – engineers should
work with communities to identify how to leverage the iden-
ti�ed resources to develop solutions in a way that is sensitive
to how the solution’s potential risks could be distributed
across the community.

This framework, while originally designed to help cultivate more
equitable practice in the broad context of engineering education,
may be applied to the �elds of Robotics as a form of third-wave
AI Ethics [4, 30] (i.e., focused not solely on moral philosophy or
fairness, accountability, and transparency, but moreso on issues of
power and social justice). E4SJ requires a community-focused ap-
proach, in which the engineer (or designer, or researcher) speci�es
and focuses on a particular community that is structurally disadvan-
taged in particular ways, such as children, AAC device users, farm-
ers, people with disabilities, LGBT+ people, Black people, women,
immigrants, incarcerated people, and so forth. A community-engaging
approach has been shown to be e�ective in helping engineering
students shift their mindset from charity to thinking for the com-
munity, to advocate for social justice, and to develop meaningful
empathy for speci�c communities [48, 66].

Taking this community-focused approach is critical to the de-
velopment of technology that can truly bene�t communities. Tech-
nologies need to be designed with speci�c communities in mind
because di�erent communities have inherently di�erent axiologies
– that is, they have di�erent values, and thus di�erent goals. Navi-
gating this tension requires one to clearly specify the community

that’s being designed for, to have an awareness of this speci�c com-
munity, and to develop a local understanding of that community
(or, at least, explicitly building on the �ndings of others who have
developed and documented this level of understanding). Failure
to do so risks technology only meeting the values and needs of
the technology’s developers and engineers. Similarly, developing
this local understanding forces the technology developer to ensure
that the technology �ts into the lives of the actual people who are
expected to use it.

When viewed through this lens, two key elements stand out to
us as immediately applicable to research practice in HRI: (1) the
research we perform should be motivated by the needs of spe-
ci�c communities in order to help those communities achieve
an equitable distribution of opportunities and resources that they
otherwise lack due to structural conditions (cf. [36]), and (2) the
types of solutions proposed in our research should seek to achieve
this goal speci�cally through means that advance the key human
capabilities di�erentially valued by communities. In particular, Ley-
dens and Lucena suggest that engineers should strive to, through
the design process, advance one or more of the 10 capabilities de-
lineated by Martha Nussbaum, which we discuss in the following
section.

2.3 Human Capabilities
Nussbaum introduced a human development paradigm, which ap-
plies the capabilities approach, and generated a list of central human
capabilities from the following ten aspects [42]:

(1) Life – Ability to live to the end of a life of normal human
length without it being cut short.

(2) Bodily health – Ability to live in good health, with access
to adequate nutrition and shelter.

(3) Bodily integrity – Ability to move freely, be free from
assault, and have sexual satisfaction and reproductive choice.

(4) Senses, imagination, and thought – Ability to use senses
to imagine, think, and reason, informed by an adequate edu-
cation, to produce and experienceworks, events, political and
artistic speech, and religious exercise, of one’s own choice;
and the ability to have pleasurable experiences and avoid
pain

(5) Emotions – Ability to experience and explore positive and
justi�ed negative emotions and feelings towards others.

(6) Practical reason – Ability to develop and engage in re�ec-
tion as to what is “good”, and use the resulting personal
axiologies to engage in goal-driven self-re�ection.

(7) A�liation – Ability both to (a) live, engage socially, and
empathize with others; and (b) be treated with dignity and
respect, and avoid discrimination.

(8) Other Species – Ability to live with and experience concern
for other species (e.g. plants and animals) and the natural
world in general.

(9) Play – Ability to laugh and play.
(10) Control over one’s political and material environment

– Ability to participate e�ectively in political processes af-
fecting one’s life, hold property, seek employment and work
in a human-like, goal-driven, and social way.
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There are important questions that can be raised about the on-
tology (what “is”) of capabilities, such as who gets to decide what
capabilities belong in such a taxonomy. There are important ques-
tions that can be raised about the epistemology (how the “what is”
“is known”) of capabilities, such as how we adjudicate “levels” of
capabilities when those levels have been reached, and who gets to
decide on those levels. And, there are important questions that can
be raised about the axiology (what “is valued”) of capabilities, such
as how di�erent capabilities might be di�erentially valued across
di�erent communities and in di�erent cultures.

Nevertheless, these capabilities serve as a starting point for a
capability-directed discussion of our own �eld’s advancement of
human capabilities. Moreover, by centering axiology, this frame-
work provides a critical �rst interrogation of the most basic ques-
tions surrounding what our �eld chooses to value, and how this
is re�ected in our research. Finally, while the E4SJ method is just
one theoretical framework within which engineers can pursue the
advancement of these capabilities, we argue that it provides a pro-
ductive and nuanced way to discuss those capabilities. Outside the
context of the E4SJ framework, for example, one might be able to
motivate the development of certain technologies through their
ability to enhance a�nity, even if the target users whose a�nity
would be enhanced would be a group doing demonstrable societal
harm, such as organized white supremacists. In contrast, operating
within the context of the E4SJ framework encourages engineers to
specify whose a�nity is being enhanced. And conversely, operating
outside the context of E4SJ, one might be able to motivate which
community the technology is being designed for and with; while
operating within the context of the E4SJ framework encourages
engineers to specify precisely how the technology is bene�ting that
community in terms of that community’s priorities over di�erent
capabilities, and the ways that that community’s capabilities are
uniquely constrained by structural conditions.

As such, in this paper, we use these capabilities, and the spe-
ci�c ways in which the E4SJ framework suggests engineers seek
to advance those capabilities, as a lens for analyzing the state of
Human-Robot Interaction research. As we will show, while all of
the capabilities laid out by Nussbaum stand to align with HRI so-
lutions, in practice most HRI research (at least based on what is
re�ected at the ACM/IEEE International Conference on Human-
Robot Interaction) is not explicitly motivated by these sorts of
capabilities, and the research that is capability-motivated seeks
to advance a narrow set of capabilities, such as preventing harm,
promoting social engagement, caring for human needs, providing
education, and promoting good health. This suggests that the space
of capability-focused solutions explored by HRI researchers may be
overly focused on a few goals at the expense of others due to (1) the
particular axiologies and lived experiences that are common to HRI
researchers and (2) the current HRI research funding ecosystem.

Moreover, as we will show, the way in which capabilities are
typically advanced is misaligned with the community-focused ap-
proach that is proposed by the E4SJ framework. Even when HRI
researchers produce technical advancements oriented around facets
of, say, interaction, their solutions do not typically directly focus
on the interaction needs of particular communities that are other-
wise inequitably stymied by structural forces. Finally, while we will
not deeply discuss it in this work, researchers tend to not include

members of those communities in their research teams or even
(explicitly) build o� of work that does include and engage with
members of those communities.

Accordingly, we believe the E4SJ approach stands to address
these shortcomings in the HRI �eld’s research practice. Speci�cally,
we believe that the key human capabilities delineated by Nussbaum,
when paired with a community-centered view of engineering as
suggested by the E4SJ framework, can serve as guiding principles
for the �eld, helping us to better gauge the promise of solutions
being suggested by ourselves and others in our community from a
social justice perspective.

3 METHOD
To understand the extent to which the HRI community is engaging
in research practices aligned with the principles of E4SJ, we ana-
lyzed the papers published at HRI from 2012 to 20221. While this
obviously does not encapsulate the entirety of the Human-Robot
Interaction and Social Robotics communities, this set of papers was
selected due to the balance it strikes between comprehensivity (all
papers from this conference from this decade are covered) and con-
cision (the small, single-track nature of HRI leads to a manageable
number of papers). In the rest of this paper, we discuss the results
of this analysis and use it to motivate a vision for a more equitable
future of HRI research practice.

The analysis follows these steps: For each paper, the �rst au-
thor assessed whether it (1) identi�ed a speci�c community, aside
from “engineers", “HRI researchers", or “people who happen to be
interacting with a robot in some un(der)speci�ed and mysterious
circumstances”, (2) expressed a motivation aligned with one of the
ten key human capabilities, and (3) expressed a motivation to per-
form some task in a way that aligned with enhancing one of the
ten key human capabilities, even if the main purpose of the work
did not. From the set of papers that met all three criteria, we then
further apply a fourth criterion to only include those that (4) either
included an analysis of the explicit needs of their selected com-
munity, or cited such an analysis from some other work. All four
criteria are inspired by and closely adhere to the E4SJ principles.

To apply the �rst criterion, the �rst author focused on the in-
troduction and related work sections to look for the motivations
articulated in each paper. For example, one work explored how
drones could convey emotions through �ight paths [5], however,
because no speci�c user population was mentioned other than peo-
ple who might be interacting with drones, this paper was excluded
from further analysis. For papers not excluded in this way, the sec-
ond criterion was then applied. For instance, one paper speci�cally
focused on people who need assistive feeding and articulated a
motivation to improve the feeding experience for them [19]. This
paper was therefore retained after considering the second criterion.
For papers meeting both the �rst and second criteria, the third
criterion was then applied by examining each paper’s results. For
example, one work explicitly mentioned children who use robots as
playmates and conducted experiments with children to investigate
di�erences in engagement under di�erent prosodic synchronicity,
�nding the proposed system improved engagement for children

1Papers from HRI 2023 were not included because these e�orts began prior to the
public release of papers from HRI 2023 into the ACM Digital Library



Robots for Social Justice HRI ’24, March 11–14, 2024, Boulder, CO, USA

during play [51]. This work was therefore retained after considering
the third criterion.

Finally, the �rst author examined the papers remaining after
applying the �rst three criteria, and looked for discussions and
considerations of concrete user needs. For instance, a paper that
was motivated by helping dementia caregivers (a speci�c commu-
nity) speci�cally expressed the goal of better understanding how
robots can emotionally support caregivers (enhancing a speci�c
human capability, i.e., emotion; and expressing motivation to enhance
that capability, i.e., through design guidelines for robots to be devel-
oped to help caregivers), explicitly discussed the emotional diligence
required from dementia caregivers, and explicitly discussed the
need to ease this burden (discussion of the concrete needs of this
community) [39]. Because this paper met all four criteria, it was
included in our �nal paper subset for further analysis. While these
decisions were made subjectively, the �rst author did their best to
be systematic and generous, looking for any indication that could
be used to justify inclusion on the basis of the criteria above. Even
with the subjective nature of the analysis, the results discussed in
the following sections establish a general overview of the state of
the HRI �eld and initiate a discussion on how the �eld of HRI could
more intentionally advocate for social justice and equity.

4 RESULTS AND DISCUSSION
Before discussing our result, we acknowledge that many papers
published at HRI are motivated by research questions surrounding
fundamental dimensions of interactivity, such as transparency and
trustworthiness, whose insights can be applied broadly across dif-
ferent domains. Our intent is not to critique these basic research
approaches, but rather to highlight gaps in the HRI literature. How-
ever, as we will argue later, we do believe that even in these types
of fundamental works, researchers should strive to articulate the
communities that could be ultimately served, and the capabilities
could be ultimately enhanced, by their research �ndings.

4.1 Do HRI researchers clearly aim to meet the
needs of speci�c communities?

521 research papers were presented at HRI from 2012 to 2022, with
the Alt.HRI session added in 2016. Of these accepted papers, we
identi�ed 99 papers that speci�ed a user population, and with fur-
ther analysis, we identi�ed 90 papers as clearly considering the user
population’s speci�c needs, instead of merely mentioning the in-
tended bene�ciary communities. The majority of the papers that did
specify intended bene�ciary communities (also illustrated by di�er-
ent sessions of HRI each year) presented technical advancements
designed to help one of the following user groups: (1) Educators
(2) Children with ASD (3) People with certain disabilities (blind-
ness, hearing impairment etc.) (4) Medical personnel supporting
patients su�ering from Dementia, Parkinson’s disease or other med-
ical conditions (5) People in need of comfort, encouragement, and
companionship.

While researchers should avoid designing for particular commu-
nities merely for the sake of novelty, this does suggest that HRI
researchers might be overly focused on a relatively narrow subset
of communities, and that it may be worth broadening the �eld’s

horizons to consider a broader range of possible sites of use. In par-
ticular, we note that the communities that are commonly centered
are those that align with overarching domains or use cases, such as
education and health. In contrast, the communities most systemati-
cally disadvantaged by structural conditions (at least in American
society) – i.e., communities of color and low-income communities
– are notably missing from this list.

This lack of attention to communities that are most structurally
disadvantaged highlights the need to attend to power di�erences
within and between communities. LikeWinkle’s Feminist HRI frame-
work [67], E4SJ emphasizes a need to analyze who has power and
in�uence, and who is most likely to be a�ected by technology, as
captured by E4SJ’s third principle. Because E4SJ is a framework
from the Engineering Education community, however, the way that
power is analyzed is slightly di�erent under E4SJ than under other
recent frameworks. Leydens and Lucena, for example [33], high-
light key education tools like Rainbow Diagrams and Privilege by the
Numbers Activities, that can be used to practically analyze power
di�erentials within communities and between engineers and the
communities they hope to serve. Moreover, E4SJ encourages engi-
neers to �nd ways to leverage both their own power and the power
sources that exist within communities in order to make their engi-
neering solutions e�ective. These considerations were essentially
ignored within the papers that we analyzed. This is important be-
cause engineers themselves do not exist outside of power structures,
and by engaging with community members, a power relationship
is established between engineers and community members.

4.2 Do HRI researchers clearly aim to enhance
human capabilities within those
communities?

Of these 90 papers, 79 engaged with and sought to enhance at least
one of Nussbaum’s 10 human capabilities (Fig. 1), and 10 addressed
multiple capabilities.

• 35 papers presented technologies that either directly or indi-
rectly facilitated Sense, imagination and thought, by helping
users retain information, learn new knowledge, or improve
creativity. For example, researchers considered how adap-
tive tutoring robots could assist in child second language
acquisition [11],

• 16 papers presented technologies that facilitated a�liation
through helping the user develop or improve certain social
skills, and moderate and improve team dynamics. For exam-
ple, researchers considered how a robot mediator can help
resolve interpersonal con�ict [58].

• 21 papers presented technologies that facilitated Bodily health
by o�ering assistive robots and systems to people who are
in need of rehabilitation, therapy, or companionship, or in-
directly o�ering assistance and improvements through sup-
porting medical care professionals. For example, researchers
considered how to improve the teleoperation of assistive
robotic arms for patientswith upper extremity disabilities [24].

• 8 papers sought to facilitate emotion by designing robots
that express emotion, or robot systems that can perceive
user’s emotion. For example, researchers considered how
families interact with the Cozmo robot to better understand



HRI ’24, March 11–14, 2024, Boulder, CO, USA Yifei Zhu, Ruchen Wen, & Tom Williams

Figure 1: Papers directly or indirectly engaging with each of Nussbaum’s 10 human capabilities. Papers engaging with multiple
capabilities were counted multiple times.

the nuanced role that sadness plays in HRI to better future
designs and o�er more thoughtful interactions [46].

• 4 papers presented technologies that facilitated Play by of-
fering robotic assistance to entertain or play with a demo-
graphic. For example, researchers considered how the skills
of stand-up comedians could be used to improve the humor-
ous aspects of human-robot interactions [63].

As mentioned above, while researchers should avoid designing
to enhance particular capabilities merely for the sake of novelty,
this analysis again suggests that HRI researchers might be overly
focused on a narrow range of capabilities, and that it might be
worth broadening the �eld’s horizons to consider a broader range
of possible bene�ts, i.e., to expand the range of what is considered
valued in HRI. In particular, we note that the capabilities that are
commonly centered, namely, Sense, imagination and thought and
Bodily health are again those that align with the overarching do-
mains or use cases of education and health. In contrast, there may
be unexplored opportunities when it comes to possible ways for
robots to enhance the ways that the need for moral reasoning, play,
avoidance of premature death, bodily integrity, and harmony with
other species, uniquely manifest in di�erent communities.

4.3 What other motivations comprise the
axiology of HRI research?

Now that we have discussed the ways in which the axiology of HRI
research papers have aligned with Nussbaum’s capabilities, let’s
consider the axiology of the remaining papers. Virtually all of the

remaining 417 papers had concrete motivations not captured by
the E4SJ framework. These motivations include:

(1) an abstract desire for explainability and understanding of a
robotic system (i.e., Leutert et al. [31])

(2) better understanding of trustworthiness (i.e., Sebo et al. [54])
(3) improving the e�ciency of an existing system (i.e., Milliez

et al. [38])
(4) improving robot perception, cognition, and behavior model-

ing (i.e., Murakami et al. [41])
(5) development of novel algorithmic capabilities (i.e., Mohseni-

Kabir et al. [40])
(6) better understanding of robots’ role in our society and how

we perceive robots in social contexts (i.e., Paepcke and Takayama
[44])

While all of these types of approaches have the potential to help
create a more equitable society, the lack of articulation and discus-
sion of an intended bene�ciary community (and thus, subsequently,
a lack of speci�cation for how that community was intended to
be helped by the technology) evokes a dangerous perspective in
which these advances are cast as bene�cial in and of themselves.
While more theoretical and fundamental work often aims to expand
knowledge and information, it is still possible to envision future
applications and use cases, and subsequently, identify an intended
community to serve.

It is especially important for HRI researchers to be clear about the
speci�c communities they intend to bene�t due to the previously
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discussed ways that well-meaning technologies can increase in-
equity, especially in the exact types of domains that HRI frequently
centers around, like education. Further, while it is true that explain-
ability and trustworthiness are admirable goals in some contexts
(e.g., a robot that shares critical systemic knowledge with undocu-
mented communities ought to be trusted in order to actually help
the community), these principles can be rendered dangerous when
re-contextualized into domains in which explanation-generation
and trust-building mechanisms are deployed in order to coerce
compliance with existing state power structures (e.g., robots de-
ployed by corporate or state actors such as police for the purpose
of surveillance or oppression should not be blindly trusted [64]).

Similarly, e�ciency can be an admirable goal in the context of
making robots a�ordable for low-income communities, serving a
greater number of hospitalized children, enhancing disabled users’
mobility, or reducing energy use in all these domains. But in many
of the domains described in the analyzed papers, increased e�-
ciency would primarily stand to bene�t the wealthy executives and
shareholders who may be exploiting the labor of those interacting
with the robot. For instance, a social justice-oriented approach to
increasing e�ciency in a work environment would need to be mo-
tivated by a community-provided e�ciency concern grounded in
one of Nussbaum’s 10 human capabilities. That is, the bene�ciary
community would be workers, instead of the corporations; the ap-
proach would enhance some aspects of the worker’s capabilities,
instead of merely maximizing output for corporations. Through
this approach, we can rethink who is considered a stakeholder [17],
and who should we prioritize and serve.

Moreover, there is good reason to be skeptical of a complete
emphasis on metrics such as e�ciency, e�ectiveness, and trans-
parency, which are traditionally centered by neoliberal axiologies
and theories of value [47, 62].

5 RECOMMENDATIONS: ROBOTS FOR SOCIAL
JUSTICE

Based on our analyses in the previous sections, we propose the
following high level recommendations, which re�ect a Robots For
Social Justice engineering process (Fig. 2).

• Recommendation 1: HRI Researchers should clearly spec-
ify the communities their research is intended to bene�t.
Even for highly theoretical research, we argue that researchers
should be able to identify some community that would ulti-
mately bene�t.

• Recommendation 2: HRI Researchers should clearly spec-
ify the human capabilities their research is intended to en-
hance for those communities. Even for highly theoretical
research, we argue that researchers should be able to identify
some human capabilities their research would enhance.

• Recommendation 3: HRI Researchers should provide clear
justi�cation, grounded in close, contextual listening (by them-
selves or others), for claims regarding the value and prioriti-
zation placed on those capabilities by those communities.

• Recommendation 4: HRI Researchers should clearly spec-
ify the relevant structural conditions thatmotivate, constrain,
and shape those values and priorities.

Figure 2: 5 R4SJ recommendations and E4SJ criteria

• Recommendation 5: HRI Researchers should map out the
power structures within the communities they wish to serve;
between the community and the other stakeholders with
which they interact; and between the engineers themselves
and these communities and other stakeholders.

Building on the insights of the Design Justice, Abolitionist Ped-
agogy and the Feminist HRI frameworks, Robots for Social Justice
(R4SJ) argues that if we want to ensure that our technologies are
actually helping to build an equitable future, rather than simply
helping those who are already socially and economically empow-
ered, we should cultivate a culture of careful re�ection in which we
do our best to thoughtfully articulate answers to key engineering
questions such as: Who is our technology actually intended to help?
Whose capabilities (and which of their capabilities) are prioritized
by our research e�orts? Do these align with the priorities of the
communities we seek to help? Do our technologies actually help
advance those capabilities? And what risks and harms are imposed
by our technologies? Moreover, E4SJ encourages us to ask these
questions in speci�c ways grounded in engineering practice, lead-
ing to additional questions that are less commonly asked in the HRI
literature, which we list here for consideration:

(1) How do our technologies increase opportunities and re-
sources for our intended bene�ciary communities?

(2) How do our technologies politically empower communities?
(3) What are the structural conditions that constrain the oppor-

tunities, desires, and aspirations of their intended bene�ciary
communities (both in terms of why technologies for those
communities are well-justi�ed, and in terms of how our
technologies stand to subvert those limitations)?

(4) And �nally, how are our proposed technologies grounded
in contextual listening to communities’ stories, values, and
desires?

It is our hope that these recommendations and questions can
serve as a starting point for HRI researchers to actively engage with
communities, and to boldly interrogate the true impact work in our
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�eld could have. Rather than limit the types of HRI research that the
community pursues, we intend suggest additional questions that
should be explicitly answered during the research process. It must
be reiterated that it is not our intention to criticize existing work
that does not meet the criteria for this analysis, and it is not our
intention to minimize the value of and e�ort behind these papers.
Indeed, all of the authors’ own work would fail to pass one or more
criteria laid out above.

6 LIMITATIONS AND FUTUREWORK
Finally, we acknowledge the limitations of our work. The coding
of papers was done by the �rst author due to the vast scope of our
coding e�orts. Despite our clear trends, additional con�dence could
have been gained through the use of multiple coders. There are also
several limitations of the E4SJ framework that carry over into R4SJ.

From Leaders to Listeners — First, we acknowledge the nuanced
and complex nature of relationships between designers and commu-
nity members. There is growing advocacy for designers, engineers,
and researchers to take on the role of facilitators and collaborators
rather than leaders during community engagements. Due to the
scope of this analysis, this relationship was not explored. In the
future, we would like to explore how this relationship typically
plays out for HRI researchers that seeks to enhance human capabil-
ities through contextually listening to and actively collaborating
with a speci�c community (i.e., what roles do HRI researchers typ-
ically play? How do di�erent approaches to collaboration a�ect
participation and outcome?).

The Limits of Contextual Listening — Second, and relatedly, it
is reasonable to critique E4SJ’s clear centering of contextual lis-
tening to communities. On the one hand, this is critical for much
HRI work in the sense that, mere speculations about the potential
bene�ts of one’s work to a particular community without talking
to that community runs the risk of painting a human-centered
veneer over one’s research without doing the work of actually
assessing the alignment between research and communities’ self-
expressed needs, values, and priorities (cf. recent critiques of os-
tensibly human-centered AI initiatives [1, 30]). On the other hand,
researchers doing foundational theoretical work cannot be expected
to do deep participatory design work with speci�c communities,
and there should be no expectation that their work should be im-
mediately deployable in today’s communities. And in fact, some
have argued that doing participatory research on technologies that
cannot be e�ectively and immediately deployed could be actively
harmful, as at worst it could result in the deployment of technolo-
gies that are harmful due to that same nascent status, and at best,
could result in wasting the time of communities without helping
them. With this consideration, it may actually be preferable for
theoretical researchers to tend towards citing the work of others
who have done the work of documenting communities’ needs, val-
ues, and priorities, rather than striving for contextual listening
themselves. Moreover, as Design Justice argues [8], in many cases a
truly equitable and de-colonial design practice would not involve
listening to and designing for or with communities at all, but would
instead involve developing technologies that can be readily hacked

and extended by communities, or End-User Programming Inter-
faces that allow for ready customization and re-programming of
mature technologies [45, 55, 56].

The Perils of Dual Use—Third, another concern is that researchers
could use the type of justi�cations articulated in this work to high-
light potential pro-social uses of proposed technologies while ig-
noring potentially harmful dual-uses by other communities. This
motivates a need for researchers to more broadly and explicitly con-
sider in their papers the wide range of uses potential technologies
might have, both positive and negative (cf. recent discussions of
such sections in NeurIPS papers [9, 20, 21]).

The HRI Community is a Community Too — Finally, in our anal-
ysis, we excluded papers that aim to serve fellow engineers and
researchers. We did this in order to closely adhere to the E4SJ
framework and investigate the need to design for more diverse
communities, and to acknowledge the power that engineers and
researchers hold in this speci�c context. But helping engineers
and researchers is obviously important, and HRI researchers, de-
signers, and engineers certainly represent a community of people
with shared values and interests [cf. 22], if not a particularly dis-
advantaged one due to both the nature of academia and due to the
prevalence of researchers from the global north in the HRI commu-
nity. Future work could even analyze the needs of the HRI research
community itself through the lens of E4SJ.

7 CONCLUSION
In this paper, we presented Robots for Social Justice (R4SJ): a frame-
work for an equitable engineering practice of human-robot interac-
tion, grounded in the Engineering for Social Justice framework. To
understand the new insights this framework could provide to the
�eld of HRI, we analyzed the past decade of papers published at the
ACM/IEEE International Conference on Human-Robot Interaction,
and examined how well current HRI research aligns with the princi-
ples espoused in the E4SJ framework. Based on the gaps identi�ed
through this analysis, we made �ve concrete recommendations and
highlighted key questions needed to guide the introspection engi-
neers, designers, and researchers. We believe these considerations
are a necessary step not only for ensuring that our engineering
education e�orts encourage students to engage in equitable and
societally bene�cial engineering practices (the purpose of E4SJ), but
also for ensuring that the technical advances we present at confer-
ences like HRI are true advances as far as our society is concerned,
not just fellow researchers and engineers. We hope that our work
can serve as an additional instrument in the Equitable HRI toolkit
to help our �eld to pursue a collective research program grounded
in Social Justice and the advancement of key human capabilities.
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