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Abstract

An important milestone for Al is the development
of algorithms that can produce drawings that are
indistinguishable from those of humans. Here,
we adapt the “diversity vs. recognizability” scor-
ing framework from |Boutin et al.,|2022 and find
that one-shot diffusion models have indeed started
to close the gap between humans and machines.
However, using a finer-grained measure of the
originality of individual samples, we show that
strengthening the guidance of diffusion models
helps improve the humanness of their drawings,
but they still fall short of approximating the orig-
inality and recognizability of human drawings.
Comparing human category diagnostic features,
collected through an online psychophysics experi-
ment, against those derived from diffusion models
reveals that humans rely on fewer and more lo-
calized features. Overall, our study suggests that
diffusion models have significantly helped im-
prove the quality of machine-generated drawings;
however, a gap between humans and machines
remains — in part explainable by discrepancies in
visual strategies.

1. Introduction

Drawing is a fundamental human skill; from paintings on
cave walls to the finest pieces of art, generations of hu-
mans have expressed their creative skills and imagination
through drawings (Donald| [1991). Drawings are so deeply
rooted in human cognition that they are routinely used in
a variety of clinical settings — from evaluating emotional
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Figure 1. Can you tell apart human from machine-generated sam-
ples in each pailﬂ? Machine samples are generated using a
(see Section[2.2).

trauma (Koppitz, 1968) and developmental disorders (Ryan-
‘Wenger, 2001) to intellectual deficits (Goodenough, 1926).
Cognitive psychologists and computer scientists have also
used drawing tasks to probe the human ability to learn new
visual concepts from just a single example (Feldman, |1997;
Lake et al., 2015)). From a computational perspective, such
one-shot drawing tasks offer an unprecedented challenge —
to solve the seemingly impossible task of estimating en-
tire probability distributions for novel image categories
from a unique sample. Nevertheless, humans can effort-
lessly produce drawings that are original (i.e., sufficiently
different from the shown exemplar), yet, easily recogniz-
able (Tiedemann et al., [2022) — suggesting strong inductive
biases (Tenenbaum,|1999; |Ullman & Tenenbaum, 2020) that
are yet to be discovered.

While a common criticism of modern Al approaches is
their appetite for large training datasets, significant progress
has been made in the field of few-shot image generation.
In particular, one-shot generative models based on Gener-
ative Adversarial Networks (GANSs) or Variational Auto-
Encoders (VAEs) have started to take advantage of var-
ious inductive biases via specific forms of spatial atten-
tion (Rezende et al., |2016) or the integration of contex-
tual information (Edwards & Storkey, |2016; Giannone &
Winther, 2021 |Antoniou et al., 2017). Furthermore, the re-
cent breakthrough achieved using diffusion models (Song &
Ermon| 2019;|Sohl-Dickstein et al.|[2015) makes them a par-

"For each pair the human samples are (by row): right - left -
left; right - right - left; right - right - left.
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ticularly promising class of models for one-shot generation.
Clever methods for conditioning on a context vector (Gian{
none & Winther, 2021) or using direct guidance from the
exemplar (Ho & Salimans,2022) has led to diffusion models
that can produce near photo-realistic samples — consistently
outperforming the state-of-the-art in one-shot image genera-
tion (see Section [2.2|for more details on one-shot diffusion
models).

The ability of diffusion models to synthesize photo-realistic
images speaks to their great expressivity — which begs the
question: “Can diffusion algorithms also serve as effective
models of the human creative process for sketch drawing
task?”. Addressing this query necessitates a departure from
photo-realistic image generation, as humans are incapable
of producing such images. Instead, retraining generative
models on more human-compatible datasets becomes imper-
ative. Therefore, we consider the one-shot drawing task as it
offers a leveled playing field for both humans and machines.

In this article, we introduce QuickDraw-FewShot
(QuickDraw-FS), a dataset built on the Quick, Draw! chal-
lenge (Jongejan et al., [2016), specifically designed for the
few-shot image generation challenge. Building on the “di-
versity vs. recognizability” scoring framework by Boutin
et al., 2022, we systematically compare humans with one-
shot generation algorithms based on VAEs, GANs, and
diffusion models. We show that diffusion models provide a
better approximation of human drawing ability compared
to VAEs and GANs. We further introduce the original-
ity metric to measure the similarity between an individual
sample and the corresponding exemplar. For a given sam-
ple, the originality score is computed as its {5 distance to
the exemplar in the SImCLR latent space. We analyze the
evolution of samples’ recognizability as a function of their
originality using generalization curves. Our results sug-
gest that strengthening the guidance of diffusion models
helps improve the humanness of their drawings, but they
still fall short of approximating the originality and recogniz-
ability of human drawings. We further conduct an online
psychophysics experiment to identify the most important
image features for individual samples to be recognizable.
Comparing these human-derived importance maps against
those derived from diffusion models reveals a remarkable
difference: humans tend to rely on fewer and more local-
ized features than diffusion models. We suggest that these
differences in visual strategies may be part of the reason for
the remaining gap between machines and humans.

2. Related Works

2.1. Humans-Machines Comparison Frameworks

Researchers have historically used the Omniglot dataset
to compare the generalization abilities of humans and ma-

chines on drawing tasks (Lake et al., 2019). To collect the
Omniglot samples, human participants were presented with
exemplars of novel handwritten characters and asked to re-
produce them as accurately as possible (see Appendix 1
in (Lake et al.,|2015)). A limitation of this experimental
protocol is that it hinders human creativity by prompting
subjects to literally copy the exemplar. In Appendix [B] we
confirm this limitation by comparing the distributions of
intra-class variability for the Omniglot and our proposed
dataset QuickDraw-FS (see Section [3.1]for more details on
the datasets). Another limitation of the Omniglot dataset
is that it contains a reduced number of samples per cate-
gory (n = 20 samples). This prevents us from performing
intra-class analyses that are statistically meaningful.

Different methods have been proposed to compare humans
and machines in the one-shot generation task. [Lake et al.}
2015| use the visual Turing test in which participants are
asked to distinguish human drawings from those generated
by the models (similar to Figure[I). Another approach con-
sists in asking human participants or classifiers (Lake et al.|
20135)) to evaluate the recognizability of individual samples.
However, neither of these methods helps quantify the de-
gree to which models are able to produce samples that are
sufficiently diverse — at least compared to humans. More re-
cently, a “diversity vs. recognizability” framework was pro-
posed to circumvent this limitation via an additional critic
network to evaluate samples’ intra-class variability (Boutin
et al.,[2022). This diversity metric provides a single mea-
sure for an entire class, and hence, it does not provide the
necessary granularity needed to evaluate individual sam-
ples. Here, we refine this diversity metric to systematically
compare the originality of individual drawings produced by
humans and models (Tiedemann et al., 2022).

2.2. One-Shot Generative Models

The one-shot image generation task involves synthesizing
variations of a visual concept that has not been seen during
training. Let x € R be the image data to model, and
y € RP be the exemplar. Mathematically, the task involves
learning the conditional probability distribution p(x|y).
Herein, we mainly focus on diffusion models to learn
p(x]y) (Song & Ermon, 2019; |Sohl-Dickstein et al.,|[2015),
but VAEs (Kingma & Welling, 2013) or GANs (Goodfellow
et al.,2014) models are also succinctly described afterwards.

A diffusion process describes the transformation of an ob-
served data xo € R to a pure noise x; € R” using a
sequence of latent variables {x;}/;' € RP*(T=1)_ This
transformation is parameterized by the approximated tran-
sition probability pg(x¢—_1|x¢) (see Appendix [E.1|for more
mathematical details). The first diffusion model we con-
sider in this article is the conditional Denoising Diffusion
Probabilistic Model ( ), introduced by |Ho et al., 2020\
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The reduces the learning of py(xt—1|x¢) to the op-
timization of a simple conditional auto-encoder ey (with
o : RP x RP — RP, see Appendix|[E.2):

argmin By, ). [ lleo (x2,¥) — e||§] s.t. e ~ N(0,T) (1)

Said differently, g is trained to predict the noise € using a
degraded sample x; and the exemplar y. Equation (I) is a
denoising score matching objective (Song et al., 2020), so
the optimal model €5~ matches the following score function:

1
Vi, log pg- (x:]y) ® ————=€o-(x4,y) (2
t

1-a

In Equation , a; is used to schedule the noise degradation
of x; (see Equation (€) in Appendix [E.T). Training informa-
tion, details on the architecture, and samples generated by
the are available in Appendices [Fjand Il

Dhariwal & Nichol, 2021 have shown that one could im-
prove the conditioning signal of the by guiding
the forward process with a classifier. The second diffusion
model we consider, the Classifier Free Guided Diffusion
Model ( ), adopts a similar idea but replaces the
classifier with a conditional generative model (Ho & Sal;
imans, 2022). The score function of the can be
expressed using the one (see Appendix|[G.T|for more
details):

Vi, log po- ~(x¢]y) = (1 + )V, log pe- (x¢|y)
—7Vy, logpg-(x¢)  (3)

This formulation introduces a guidance scale -y to tune the
part of the distribution that captures the influence of the con-
ditioning signal. Note that in Equation (3), the two terms
on the right hand side are parametrized by the same neural
networks and are trained together (with Vy, log pg~ (x;)
€9+ (x4, @) and Vy, log pg- (x:|y) o €g«(X¢,y), see Ap-
pendix|G.2). In the , 7 is set to 1, except if speci-
fied otherwise. Training information, details on the architec-
ture, and samples generated by the are available
in Appendices|G and

The third diffusion model we consider is the Few-shot Diffu-
sion Model ( ,|Giannone et al., 2022)). In the s
the feature maps of the auto-encoder ¢y are conditioned
with a context vector ¢ = h(y) using a FiLM-like mecha-
nism (Perez et al., 2017). Note that this is different from the

and the that are conditioned by stacking
the degraded samples x; with the exemplar y. We refer the
reader to Appendices [H and [N for more information on the
conditioning mechanism, the architecture, and the samples
of the

For the sake of comparison, we also include in this study
the one-shot generative models presented in |Boutin et al.|

2022: the VAE-NS, the , the and
the . Both VAE-NS and belong to
the family of conditional Variational Auto-Encoders (VAE).
The VAE-NS, also called the Neural Statistician (Edwards
& Storkey, [2016;|Giannone & Winther|2021) is conditioned
on a context set (similar to , see Appendix [K). The
is a sequential VAE which includes an attention
mechanism that learns to focus on important locations of
the exemplar image (Rezende et al.,2016)). The
iteratively generates images using a recurrent network (see
Appendix |L). Both and are
Data Augmentation Generative Adversarial Networks, that
are conditioned on a compressed representation of the ex-
emplar image (Antoniou et al.,2017). The
is based on the U-Net architecture and the
leverages the ResNet architecture (see Appendix [M). The
code to train these models and to reproduce all the results
of this paper is available on https://github.com/
serre—lab/diffusion_as_artist.

3. Methods
3.1. Datasets

Omniglot is composed of binary images representing 1, 623
classes of handwritten letters and symbols (extracted from
50 alphabets) with only 20 samples per class (Lake et al.,
2015). We have downsampled the original dataset to be
50 x 50 pixels. In this article, we use the weak generalization
split, in which the training set is composed of all available
symbols minus 3 symbols per alphabet left aside for the
test set (Rezende et al., [2016). It is called weak because
all the alphabets are shown during the training (but not all
symbols).

QuickDraw-FewShot (QuickDraw-FS) is built on the
Quick, Draw ! challenge (Jongejan et al.,2016), in which hu-
man subjects are presented with object names and are asked
to draw them in less than 20 seconds. The original dataset is
not suitable for the one-shot generation task because some
object categories include more than one visual concept. For
example, the ‘clock’ visual concept includes digital and
analog clocks (see Figure [A.T] for more examples). We
use a clustering method on the original QuickDraw dataset
to isolate distinct visual concepts for each object category
(see Appendix [A.2 for a step-by-step description of the clus-
tering and the filtering method). The resulting dataset, called
QuickDraw-FS, is fully compatible with the one-shot sce-
nario. It is composed of black & white images representing
665 distinct visual concepts. Each of the visual concepts is
described by an exemplar and 500 variations. The training
set is made of 550 randomly sampled visual concepts. The
remaining 115 visual concepts constitute the test set. We
have downsampled the images to be 48 x 48 pixels so that
it could be fed into ResNet blocks without resizing.
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Note that the dissimilarity between the training and test vi-
sual concepts is higher in the QuickDraw-FS dataset than in
the weak generalization split of the Omniglot dataset. Con-
sequently, the one-shot generation task requires a greater
generalization ability in the QuickDraw-FS dataset.

3.2. The Diversity vs. Recognizability Framework

The “diversity vs. recognizability” framework was initially
proposed by Boutin et al., 2022/ to evaluate the performance
of humans and machines on the one-shot generation task.
Within this framework, 2 distinct scores are assigned to the
variations generated from a given exemplar: the diversity,
which assesses the intra-class variability of all variations
of a given class, and the recognizability, which measures
whether the variations fall within the same class as the exem-
plar. Intuitively, an ideal model should fall in the top-right
region of the diversity vs recognizability space (see Figure
1 of [Boutin et al., 2022) : it should produce recognizable
samples (high y-axis values) that are as diverse as possible
(high x-axis values). On the contrary, a model that can only
produce “copy” of the exemplar would fall in the top-left
corner, and a model producing random nonsensical sam-
ples would be located on the bottom-right corner. The
diversity score is computed with a standard deviation across
samples from the same class (see Appendix [P]for more de-
tails). Note that the intra-class variability is not directly
computed in the pixel space, but rather in the feature space
of a SimCLR network (Chen et al.| [2020). The SimCLR
features offer greater invariance to transformations such as
rotation, translation and scaling. We call “recognizability”,
the classification accuracy as evaluated by a one-shot classi-
fier. Herein, we use a Prototypical Net to perform one-shot
classification (Snell et al.,|[2017). The choice of the 2 critic
networks (i.e. the SimCLR and the Prototypical) is validated
and discussed in the Annex S3 of Boutin et al., 2022, On the
QuickDraw-FS dataset, we have adapted the architectures
of the critic networks (see Appendix [C). In this work, we
normalize the diversity metric such that the average standard
deviation across features is equal to one. Such a normaliza-
tion allows us to more faithfully compare the diversity and
recognizability scores across different datasets or different
critic networks (see Appendix D).

4. Results
4.1. Diversity vs Recognizability

Figures [2aland 2b show diversity vs. recognizability plots
for all algorithms described in Section[2.2] We conducted an
extensive hyper-parameter exploration with a total of 1320
and 1212 models trained for Omniglot and QuickDraw-

Zhttps://github.com/serre—lab/diversity_
vs_recognizability

FS, respectively. Each data point represents a single model
whereby the diversity and recognizability scored were aver-
aged over all classes of the test set. The black star in each
plot corresponds to the human ideal model, and the colored
points are the one-shot generative models. Large data points
represent models’ base architectures, with a comparable
number of parameters: ~ 6-7M parameters for Omniglot
(Figure[2a) and ~ 12-13M parameters for QuickDraw-FS
(Figure 2b). The VAE-NS, the , the

and the trained on Omniglot are the
same exact architectures as reported in Boutin et al., |[2022
using original code from these authors. The different hyper-
parameters we have varied to obtain the point cloud for each
model are described in Appendices [F|to[N.

Overall, GANs ( and ) tend to
exhibit low diversity for both the Omniglot (Figure [2a) and
the QuickDraw-FS datasets (Figure [2b).VAEs (VAE-NS
and ) display a higher diversity but also slightly
lower recognizability for both datasets. This observation has
already been made on the Omniglot dataset by Boutin et al.,
2022; Here, we generalize this result to a more complex
dataset (QuickDraw-FS). Furthermore, we also observe a
drop in recognizability between the VAEs trained on Om-
niglot and those trained on QuickDraw-FS: from 86% to
78% for the VAE-NS and from 74% to 61% for the
. This phenomenon is less pronounced for GANs and
diffusion models. This suggests that GANs ( ,
) and diffusion models ( , and
) are easier to scale up, without major architecture
changes, to more complex datasets than VAEs (VAE-NS and
). This observation tends to corroborate the scal-
ing difficulties already reported for the VAEs (Bond-Taylor
et al., 2021; |Vahdat & Kautz, |2020).

We notice that with identical numbers of parameters to
VAEs and GAN:Ss, diffusion models ( s and

) can produce more recognizable samples on Om-
niglot and QuickDraw-FS. This observation aligns with the
latest findings suggesting that diffusion models beat other
models in terms of sample quality (Dhariwal & Nichol,
2021). In terms of diversity, the diffusion models are in be-
tween the GANs and the VAEs. The , the s
and data points consistently fall in a close neigh-
borhood of the human ideal observer (black star) for both
datasets. We conclude that diffusion models provide the
best approximation of human-level drawings. Henceforth,
we will focus on the diffusion models and the human data
on the QuickDraw-FS dataset.

4.2. Generalization Curves

Here, we introduce the originality metric to quantify the dis-
tance between an individual sample and the corresponding
exemplar. This distance is computed using a /3-norm in the
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Figure 2. Diversity vs. recognizability plots for models (colored data points) and humans (black/grey star) for (a) the Omniglot dataset

(1320 models tested) and (b) the QuickDraw dataset (1 212 models tested). Data points for VAE-NS,

S and

on Omniglot were computed using code from Boutin et al., 2022El Each data point corresponds to the mean diversity
and recognizability computed over all classes on the test set. Larger circles correspond to base architectures for which we controlled the
number of parameters (= 6 — 7M for Omniglot and ~ 12 — 13M for QuickDraw-FS). The human data point is computed based on the

test samples of the Omniglot and the QuickDraw-FS datasets.

feature space of a SimCLR network (see Appendix [C|for
more details on the SimCLR architecture). Intuitively, the
higher the distance to the exemplar, the more original the
sample and the higher the inventiveness and creativity of
the corresponding model. We have validated our originality
measure through a series of control experiments with differ-
ent feature extractor networks and different distance metrics
(see Appendix [0). In Figure [0.T] one can see that our origi-
nality metric is qualitatively similar to human judgments.

We draw the reader’s attention to the fact that the originality
and diversity metrics are different. Even though both met-
rics tell us something about the creative process of models,
the “diversity” is an aggregate per-class measure (the intra-
class variability, hence one model as one value of diversity
per class), while the originality” is a per-sample measure
(the distance of one sample generated to the exemplar, hence
we can probe the model at different levels of originality”
for a given class). The former assesses the mean distance
between samples of the category and the corresponding ex-
emplar, and the latter evaluates the mean distance to the
center of the category cluster (see Appendix [P|for more de-
tails). In Figure[3a] we plot the distribution of the samples’
originality for the human, the , the and
the on the QuickDraw-FS dataset. The distri-

bution is highly concentrated in the low-originality region,
which suggests that the model tends to produce samples that
are similar to the exemplar. On the contrary, the has
a distribution spreading towards higher originality (positive
skewness). This indicates that the has the ability to
generate samples that are more dissimilar to the exemplar.
The originality metric informs us about the inventiveness
of the corresponding model, through the distance to the ex-
emplar, but it does not tell us anything about how faithfully
the sample represents the visual concept conveyed by the
exemplar.

To overcome this limitation, we introduce the generaliza-
tion curve. For a given model, the generalization curve
quantifies the evolution of the recognizability at different
levels of originality. It is important to emphasize that a gen-
eralization curve describes samples that are all generated
by the same model. For each class, we sort the samples
into originality bins, such that the samples belonging to the
same bin have a relatively similar distance to the exemplar.
In particular, we arrange the samples into 10 bins with 50
samples in each bin. As a result, the QuickDraw-FS dataset
is split into 10 sub-sets, each containing samples with com-
parable originality levels. We then compute the average
originality and recognizability for each bin (see data points
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Figure 3. (a): Distribution of the samples’ originality computed for the ,

(b) Generalization curves

, and humans. Originality scores

were computed as the /2-distance, in the SimCLR feature space, between a sample and its exemplar. Distributions were estimated from
histograms using a Gaussian density kernel estimation approach. (b): Generalization curves for the , , and
humans. Each data point corresponds to the average originality and recognizability over the samples in each of the 10 originality bins.
Plain lines are smooth interpolations (polynomial regression) between data points. Thumbnails show human and model-generated samples
for 3 different levels of originality. For both panels, base architectures (corresponding to the larger markers in Figures [2a]and [2b) trained
on the QuickDraw-FS dataset were used for all models. Shaded areas are computed using the standard deviation over 3 different runs.

in Figure[3b). We ultimately derive generalization curves by
smoothly interpolating between data points (using polyno-
mial regression). For each model, we report the regression
error in Appendix[Q. These generalization curves are shown
with plain lines for human, the , the and
the on the QuickDraw-FS dataset in Figure [3b] Note
that such curves would not be statistically meaningful on
the Omniglot dataset due to the reduced number of samples
per class (20 samples). Intuitively, an agent with superior
generalization capabilities would be expected to exhibit a
generalization curve that is shifted towards the upper-right
corner. Such an agent would be able to evaluate so accu-
rately the decision boundary that it could produce samples
lying in its close vicinity.

In Figure[3b, we observe that the model is able to
produce samples with the highest recognizability (= 100%)
albeit with the lowest originality (= 0.25). The rec-
ognizability falls sharply as the originality score increases.
The generalization curve spans the longest range in
terms of originality (from 0.40 to 1.15) and recognizability
(from 70% to 97%). The can produce samples that
are different from the exemplar but are also poorly recogniz-
able. The samples are less original but also more
recognizable than the samples. Humans maintain

the best generalization curve in the high-originality regime:
the human curve is above all others for originality values
greater than 0.53. It suggests that humans can produce
samples that are simultaneously more original and more
recognizable than all the models. For an originality score of
0.75, the recognizability of human samples is 96%, that of

is around 92% and that of drops to 87%.
Among all tested models, the best approximates
the human generalization curve.

In Figure @, we study the impact of the guidance scale
(the y coefficient in Equation (3)) on generalization curves.
Increasing the guidance scale has a double effect on the

score: i) it encourages the conditional term (first
term of the RHS of Equation (3)) and ii) it penalizes the un-
conditional term (second term of the RHS of Equation (3))).
When v = 0, the unconditional term in Equation (3) disap-
pears, the score becomes then strictly equivalent
to the one. The base architecture of the is
obtained with v = 1. We observe improved recognizability
and a decrease in originality as we increase the guidance
scale from 0 to 2. This observation is even more pronounced
for high originality values (see the right end of the curves in
Figure 4] for different guidance scales). Overall, we observe
a progressive shrinkage of the originality and the recogniz-
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Figure 4. Generalization curves for humans, the and the
with different levels of guidance () on the QuickDraw-
FS dataset. Each curve represents a different model. The gray
dashed line is the best possible generalization curve for the
models. For readability, we have omitted the data points
(only smooth interpolation curves are shown; see Appendix [Q|for
the corresponding interpolation errors).

ability range as we increase . Interestingly, a similar phe-
nomenon has also been reported on natural images (Dhari+
wal & Nichol, 2021)). The (i.e., when v = 0) spans
an originality range of 0.75 (from 0.4 to 1.15) and a rec-
ognizability range of 27% (from 70% to 97%) whereas the

, with v = 2, spans an originality range of 0.5
(from 0.25 to 0.75) and a recognizability range of 3% (from
97% to 100%).

We note that the generalization curve of the , with
v = 2, provides a good approximation to the human gener-
alization curve for low originality values (below 0.6). But
this model fails to account for human generalization in
higher originality regimes. In Figure[4, we highlighted the
best possible generalization curve for the mod-
els with the gray dashed line. This curve is obtained by
selecting the model with the highest recognizability for all
originality levels. We observe that this curve still shows
a severe drop in recognizability as the samples get more
original. Among all tested models, we did not find one that
is able to reach the recognizability of humans for a high
level of sample originality.

4.3. Comparing Human and Machine Visual Features

To delve deeper into the differences observed between
and humans, we study the diagnosticity of in-
dividual features for each category.

We draw inspiration from attribution methods (Zeiler & Fer-
gus, [2014; |Sundararajan et al., 2017;|Smilkov et al.,[2017;
Fel et al., [2021; Novello et al., [2022; [Fel et al.,[2022a) and
use the score function decomposition of the to
visualize diagnostic features. We denote 87 (x,y) the part
of the score conditioned on the exemplar at each time step
t, and &;(x) the unconditional part of the score. 87 (x,y)
conveys information specific to the y exemplar, while §;(x)
encodes more general properties (e.g., background color,
stroke size, etc). As previously observed in Figure 4, the
misalignment between the conditional and unconditional
signals is strongly related to image recognizability. There-
fore, such a misalignment could be used to identify the most
discriminative features. For a given sample x exemplified
by the exemplar y, we propose a metric, denoted ¢(x,y),
to evaluate the misalignment at every position in the image.

T
&Y (x,y) 8 (x)
) B 4
o(x,y) ; ‘ 167 (x,¥)l2  [10:(%)]|2 @
s.t { 67 (x,y) = Vx, logpe-(x¢|y)
. 5,(x) = Vx, log pg- (x)

This metric is computed by accumulating over all time steps
the absolute value of the difference between the normalized
conditional and unconditional scores. For each category,
we average over 10 misalignment maps to obtain the final
feature importance map. In Figure [5a| we show representa-
tive feature importance maps for the , trained on
QuickDraw-FS, for 25 different categories (see Figure[R.T
for more feature importance maps).

We conducted an online experiment, called ClickMe-
QuickDraw, to get feature importance maps for comparison
with humans. The ClickMe-QuickDraw experiment fol-
lows a similar protocol to the ClickMe experiment initially
used by |[Linsley et al.| 2018 to derive human importance
maps for ImageNet. In ClickMe-QuickDraw, participants
are asked to locate features in an image that they believe are
important for categorizing it. As the participant selects im-
portant image regions, those regions are gradually revealed
starting from a blank canvas and passed iteratively to a clas-
sifier. The participant gets rewarded whenever the classifier
correctly classifies the canvas before the round time is up. At
the end of each round, we obtain a ClickMe map: a map in
which pixel intensities represent the probability of the pixel
being painted by the participant. To obtain the importance
feature map of a category, we average the ClickMe maps
over all participants and images for that category. To keep
a fair comparison with the importance feature
maps, the same images were used as those used to compute
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(2) CFGDM

(b) human

Figure 5. Importance maps (overlaid on exemplars) derived for (a) CEFGDM and (b) human observers for 25 representative visual
concepts. Hot vs. cold pixels indicate image locations that are more vs. less important. Maps for (a) CFGDM were obtained by
averaging over n = 10 misalignment maps ¢(x,y) as defined in Equation (E[) Maps for human observers were obtained using our

ClickMe-QuickDraw online game.

the misalignment maps for the models. Crucially, previous
studies have shown that the ClickMe experimental proto-
col produces feature importance maps that are perceptually
meaningful (Linsley et al.| 2017;[2018). For the ClickMe-
QuickDraw experiment, we collected 1,050 ClickMe maps
from 102 participants. We refer the reader to Appendix [S]
for more details on the ClickMe-QuickDraw experimental
protocol as well as the statistics used to assess the reliabil-
ity of the results. In Figure 5b, we show human feature
importance maps for comparison with the model.

We observe that CFGDM importance maps are more dif-
fuse than those of humans. The CFGDM gives importance
(albeit weak) to the background in the close vicinity of the
object while humans tend to focus only on sparser fea-
tures of the object itself. In general, the category diagnostic
features of humans are also highlighted in the CFGDM
feature importance maps. In short, humans rely on fewer
and more localized features to identify the object category.
For example, humans consider that the ears are diagnostic
of the “cat head” while the CFGDM tends to highlight the
full head contour (37 row, 3"¢ column in Figure . One in-
teresting exception is “golf club”, the CFGDM emphasizes
the club’s head while humans consider that the club’s shaft
is also important. The comparison between the CEFGDM
and humans feature importance maps suggests that they
rely on different visual strategies.

5. Discussion

In this article, we compared humans and machines on a
one-shot drawing task. We extended the “diversity vs. rec-
ognizability” framework of [Boutin et al.,[2022 to compare
samples produced by various generative models against
those produced by humans. We found that diffusion models
( , CFGDM and ) offer a better approximation
to human drawings than VAEs (VAE-NS, VAE-STN) and
GANS ( , ). Other studies have
also reported state-of-the-art performances for diffusion
models (Chahall [2022; [Dhariwal & Nichol, 2021} [Peebles &
[2022). We hypothesize that this success comes from the
fact that diffusion models have to evaluate a simpler mathe-
matical object than VAEs and GANs. The former learns the
progressive transition between 2 noisy states, while VAEs
and GANs have to encode the direct mapping from pure
noise to the data distribution.

We further introduced the originality metric to evaluate the
distance to exemplar for each individual sample. We found
that the CFGDM provides a better approximation to human
drawings in low-originality regimes compared to the

and the . One unique feature of the CFGDM is that it
penalizes the features that are common to all classes in favor
of more diagnostic features. Interestingly, forcing the model
to move further away from non-category specific features
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improves the humanness of generated drawings in a low-
originality regime (see Figure[d). This suggests that humans
might rely on a few features that are strongly discrimina-
tive to solve the one-shot drawing task. This hypothesis
seems to align with the human data we have collected with
the ClickMe-QuickDraw experiment: human feature impor-
tance maps tend to be sparser and tend to emphasize strongly
localized features (see Figure[5b). Additionally, this result
is in line with other psychophysics experiments that have
shown that small but specific fragments of an image are
sufficient to humans for correct categorization (Hegdé et al.|
2008; Ullman et al., 2002)).

Nevertheless, a question remains: how can humans pro-
duce drawings that are both highly original and recogniz-
able? We speculate that this aspect of human drawings
could be the consequence of their attentional strategy. Since
humans seem to focus on a few localized features, non-
important features may vary more freely to provide room
for creativity. This hypothesis is supported by recent hu-
man experiments that have suggested that the alteration of
non-discriminative features has little to no impact on their
recognizability (Tiedemann et al.,|[2022)).

Recent research has established the exceptional zero-shot
generalization capabilities of diffusion models guided by ex-
pressive language embeddings (Saharia et al.,[2022; Ramesh
et al.,[2021; Nichol et al., 2021;|Rombach et al., 2022). Nev-
ertheless, psychophysics studies have shown that humans
demonstrate impressive generalization abilities in drawing
tasks even when the drawings are semantically nonsensi-
cal (Tiedemann et al.| [2022). It suggests that semantic
knowledge is not a prerequisite for human to achieve good
generalization, and our results suggest a similar pattern
in one-shot generative models. However, given the inher-
ently compositional nature of language, we speculate that
semantic knowledge may greatly enhance the model’s gen-
eralization capabilities.

The metrics we have leveraged in this work provide a rig-
orous framework to probe the humans and machines gen-
eralization abilities in the one-shot drawing task. Those
metrics have been carefully designed to avoid the pitfalls
that are inherently related to the task: the law-data regime,
and the dissimilarity between the training and testing visual
concepts (see section 2.1 in[Boutin et al.,|[2022). Neverthe-
less, the evaluation metrics are based on critic networks (e.g.
Prototypical Net or SimCLR) that might not be well aligned
with the human perception. In future work, we plan to cir-
cumvent this issue using human-alignment methods (Fel
et al.,[2022b; Muttenthaler et al., [2022).

By introducing and quantifying samples’ recognizability
and originality, we wanted to shed light on the relationship
between generalization and creativity. We hope the gener-
alization curves of the types introduced in this work may

help provide better benchmarks for future models and help
further close the gap between machines and humans.
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A. Construction of the QuickDraw-FS dataset

A.1. Different visual concepts for the same object category

Ml Ny

alarm clock drums grass moustache

telephone power outlet

Figure A.1. Examples of distinct visual concepts belonging to the same object category

In the Quick, Draw ! challenge, participants have to draw objects belonging to a specific object category in less than 20
seconds (Jongejan et al., 2016). The dataset represents 345 object categories with approximately 150, 000 samples per
category. The total number of drawings in the dataset exceeds 50 million. The participant is instructed on the object category
using words, the object category actually includes more than one unique visual concept. We illustrate this phenomenon
in Figure with some object categories composed of more than one visual concept. This property of the original
QuickDraw dataset makes it incompatible with the one-shot image generation task because it requires all the samples of a
given category to represent the same visual concept.

A.2. QuickDraw-FS processing steps

To circumvent this issue, we have created a new dataset, called QuickDraw-FewShot (QuickDraw-FS), built on the drawings
of the Quick, Draw ! challenge. More specifically, we have re-defined the original QuickDraw object categories so that they
correspond to unique visual concepts. Here are the steps we have followed to create the QuickDraw-FS dataset :

1. We split the original QuickDraw dataset in a training set made of 5175000 drawings (i.e., 345 categories, 15 000
samples each) and a testing set composed of 1725 000 samples (i.e., 345 categories, 5 000 samples each).

2. We train a SimCLR feature extractor on the QuickDraw training set. We refer the reader to Table[I)in Appendix [C|for
more details on the SImCLR architecture.

3. For each object category, we project all the testing samples in the feature space of the SimCLR network.

4. We then apply a K-Means clustering algorithm on the features extracted previously. More specifically, we extract 6
clusters per object category

5. We filter out the clusters with less than 500 samples. This filter prevents us to choose clusters that are not representative
enough of the object category.

6. We filter out the clusters with the largest spreading. The spreading size is computed as the mean ¢5-distance between
the samples and the cluster center. When the spreading size is above 1 800, the cluster is filtered-out. This filter allows
us to discard the junk clusters, composed of exuberant drawings that are all very different from each other. Note that
this filter is triggered very occasionally.

7. We discard the clusters with centers that are not distant enough from the centers of other clusters. We do so by imposing
a minimum ¢»-distance between clusters (set to 700). This rule prevents us to select 2 clusters that represent the same
visual concept.

8. For each cluster, we pick an exemplar. The exemplar is selected as being the closest sample to the center of the cluster.
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The filtering and clustering methods described in bullet points 3 to 8 are repeated for all object categories of the original
QuickDraw dataset. Figure[A.2]illustrates the selection process for a single object category.

cluster 0

cluster 1

cluster 2
The cluster 4 has been 1000+ cluster 3 The cluster 0 has been
filtered-out because it is cluster 4 filtered-out because it is

too close to other cluster’
centers. See bullet point 7.

/

See preprocessing step 6.

cluster 5 //"" too wide.
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Figure A.2. Illustration of the cluster selection process for the samples of the phone object category. The plot represents the PCA
coordinates of the samples in the SimCLR feature space. Two clusters were filtered out by the selection process (clusters 4 and 0). The
center of the remaining clusters corresponds to the exemplar of distinct visual concepts, as illustrated by the thumbnails.

At the end of the cluster selection process, we perform a visual inspection in which we have filtered out 2 junk clusters
(see bullet point 6). The obtained QuickDraw-FS dataset is composed of 332 000 drawings (500 samples for each of the
665 distinct visual concepts). The train set is obtained by randomly sampling 550 visual concepts. The remaining visual
concepts constitute the test set. In Figure we showcase randomly selected samples and their corresponding exemplar.

B

)
B)

2
&
=)

Figure A.3. Samples and exemplars of the distinct visual concepts extracted through the cluster selection process of the QuickDraw-FS
dataset. The top thumbnails represent the exemplars describing the different visual concepts. The exemplars are picked so that they are
approximately located at the center of the clusters (in the SImCLR feature space). The 5 x 5 grid of images showcases variations of the
corresponding visual concepts. Those variations have been randomly sampled in the clusters.
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B. Comparison between Omniglot and QuickDraw-FS

Herein we compare the intra-class variability of the Omniglot samples with the intra-class variability of the QuickDraw-FS
samples. We refer the reader to Appendix [A for more information on the QuickDraw-FS dataset. We show the distributions
of the intra-class variability in Figure[B.T. To obtain such a distribution, we (i) pass the samples into a feature extractor
network (a SimCLR network), and (ii) compute the standard deviation for samples belonging to the same class. To have a
faithful comparison between the 2 datasets, we normalized the features vector so that the standard deviation, across features,
is set to one (see Appendix[D for the reasons of such a normalization).

5
Omniglot
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Intra-class variability

Figure B.1. Probability density of the (normalized) intra-class variability of the Omniglot (green) and the QuickDraw-FS dataset (grey).
The intra-class variability is computed in the latent space of a SImCLR network, as the intra-class standard deviation.

We observe that the grey distribution covers a wider range of intra-class variability compared to the green distribution. The
average intra-class variability is 0.37 for Omniglot and 0.48 for QuickDraw-FS. The maximum intra-class variability is 0.66
for Omniglot and 1.10 for QuickDraw-FS. It suggests that (i) the QuickDraw-FS samples are more diverse than those of the
Omniglot dataset and (ii) the Omniglot samples do not reflect the human ability to produce original and diverse drawings.

This phenomenon could be explained by the way the Omniglot samples have been collected. Participants are presented
with category exemplars and asked to draw, as accurately as possible, a replica of the exemplar (see Appendix 1 in|Lake
et al.| 2015). This experimental protocol implicitly reduces the variability of the samples. For the QuickDraw dataset, the
participants are presented with a word describing the object and are asked to draw the objects without other constraints.
Even if the filtering process we have performed to obtain the QuickDraw-FS dataset should reduce the samples’ intra-class
variability (see Appendix [A), it is still higher than the Omniglot intra-class variability.
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C. Diversity vs Recognizability framework for the QuickDraw-FS dataset

The diversity versus recognizability framework leverages 2 critic networks to i) extract the features to compute the diversity
metric, and ii) evaluate the one-shot classification accuracy for the recognizability. Similarly to Boutin et al.||2022] we use
a SimCLR network (Chen et al.} 2020) to extract features and we leverage a Prototypical Net (Snell et al., 2017) for the
computation of the recognizability. We have increased the size of the critics’ network architecture compared to Boutin et al.,
2022/to adapt to the complexity of the QuickDraw-FS dataset. Here we describe the new architectures of both the SimCLR
and Prototypical Network

C.1. SimCLR on QuickDraw-FS

Table|l|describes the architecture of the SimCLR network (Chen et al.,[2020) trained on the QuickDraw-FS dataset. We use
the Pytorch convention to describe the layers of the network.

Table 1. Description of the SimCLR Architecture

Network Layer # params
Conv2d(In., Out,, 3, padding=1) In. x Out, x 3 x 3 + Out,
BatchNorm2d(Out,.) 2 x Out,,
ConvBlock(In,., Out,) ReLU i
MaxPool2d(2, 2) -
ConvBlock(1, 64) 0.7K
ConvBlock(64, 128) 74 K
ConvBlock(128, 128) 149 K
. Flatten -
SimCLR RelU i
Linear(4608, 256) 1179 K
RelLLU
Linear(256, 128) 32 K

The overall number of parameters of the SImCLR network we are using is around 1.4 M parameters. The features are
extracted on the first fully-connected layer after the last convolutional layer (i.e., of size 256).

All other implementation details (augmentation, training parameters) are the same as those described in Appendix S2 of
Boutin et al., 2022
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C.2. Prototypical Net on QuickDraw-FS

For the Prototypical Net trained on QuickDraw-FS, we leverage a ResNet-like architecture (He et al.,2016). This architecture

is described in Table

Table 2. Description of the Prototypical Net Architecture

Network Layer # params
Conv2d(In., Out,, 3, padding=1) In. x Out, x 3 x 3 + Out,
BatchNorm2d(Out,.) 2 x Out,
RelLU -
Conv2d(QOut,, Out,, 3, padding=1) Out, x Out, x 3 x 3 + Out,

BatchNorm2d(Out,.)
## Shortcut connection

Conv2d(In,, Out,, 1, padding=1)

ResNetBlock(In,., Out,.)

2 x Out,,

In. x Out, + Out,

BatchNorm2d(Out,) 2 x Out,
RelLU _
Conv2d(1, 64, 3, padding=1) 0.6 K
BatchNorm2d(128) 0.12K
RelLU -
ResNetBlock(64, 64) 78 K
ResNetBlock(64, 64) 78 K
ResNetBlock(64, 128) 230 K
Prototypical Net ResNetBlock(128, 128) 312K
ResNetBlock(128, 256) 919 K
ResNetBlock(256, 256) 1246 K
ResNetBlock(256, 512) 3673 K
ResNetBlock(512, 512) 4984 K
AvgPool2d(6, 6 ) -
Linear(512, 256) 131 K
Linear(256, 128) 32 K

The overall number of parameters of the Prototypical Net we are using is around 11.6 M parameters. The loss of the
Prototypical Net is applied to the output of the last fully connected layers (of size 128).

To prevent over-fitting and to adapt to the variability of the QuikDraw-FS dataset, we have randomly applied the following
augmentation: first a horizontal flip, then a vertical flip, and last an affine transformation. The affine transformation is a
combination of a rotation (with an angle randomly selected in the range [—180°, 180°]), a translation (randomly selected in
[—10px, 10px]), a zoom (with a ratio randomly selected [0.5, 1.5]). Note that the augmentation is applied similarly to all the
samples belonging to the same class so that it is virtually increasing the number of classes of the dataset.

All other training parameters are similar to those described by [Boutin et al.,2022|in Appendix S1.

The code for training both critic networks on the QuickDraw-FS dataset is available online at https://anonymous.
4open.science/r/Diffusion_vs_human/.
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D. Effect of the normalization on the diversity metric

The diversity is obtained by computing a dispersion metric in the feature space. More specifically we use a Bessel-corrected
standard deviation, applied in the latent space of a SImCLR network (Chen et al.,2020). This is the exact same setting as
the one described in|Boutin et al., 2022,

This way of computing the diversity metric has 2 main drawbacks: 1) it is unbounded, and ii) it depends on the image size
and on the size of the feature space of the SimCLR network. If we compare models on the same dataset, with a unique
setting of the SimCLR network, those limitations are not problematic. But those drawbacks prevent us to compare diversity
values on different datasets (and thus different SimCLR settings).

To circumvent these problems, we normalize the values of the feature vector so that its standard deviation (in the feature
space) is set to one for each individual sample. This is important to note that this normalization is performed using a standard
deviation computed along the features coordinate. In this case, the standard deviation quantifies the dispersion of the feature
activation. In the calculation of the diversity value, we also use the standard deviation, but that one is computed along the
sample axis. Consequently, the standard deviation used to compute the diversity quantifies the dispersion of the sample (in a
given category).

We run a control experiment to verify that the proposed feature normalization is not changing the model’s relative position
on the diversity axis. To do so, we plot the models’ diversity when the features are normalized (x-axis) or not (y-axis) (see
Figure|D.1). We report a linear correlation of R? = 0.99 and a Spearman rank-order correlation of p = 0.99.

3.0 4

3.11x + 0.03 : R?=0.991, p=0.00e+00

Unormalized diversity
N
o
1

Iy
o
1

T
0.0 0.25 0.50 0.75 1.0
Normalized diversity

Figure D.1. Control experiment to compare the effect of feature normalization in the computation of the diversity value. Each data point
corresponds to the mean diversity for a single model. In this graph, we have included models trained on Omniglot and QuickDraw-FS.

The high linear correlation and Spearman rank-order correlation suggest that the normalization operation is not changing the
models’ relative position on the diversity axis. Therefore, the proposed normalization method allows us to i) maintain the
relative position of the model within a given SimCLR setting, and ii) compare models evaluated with different SimCLR
settings.
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E. Mathematics behind diffusion process
E.1. Diffusion process parametrization

Herein we detail the mathematics behind the diffusion models. Most of the demonstrations below are inspired by other
works (Song & Ermon,[2019; [Sohl-Dickstein et al.,[2015} [Ho et al.} [2020) and are adapted to the few-shot image generation
scenario. Even though those mathematical derivations are not crucial for a good understanding of our work, we include
them to make sure our article is self-contained and complete.

A diffusion process describes the transformation of a pure noise x7 € R” to an observed data xo € R¥ through a sequence
of latent variables {xi};fp:jl e RP*(T=1) Diffusion models include a forward process modeling the transition probability
po(xt—1|Xt,y) and a reverse process that parameterize q(X¢|x¢—1). The directed graphical model under consideration is
shown in Figure [E.}

Figure E.1. The directed graphical model considered in this work. Dotted and plain arrows represent the forward and reverse processes,
respectively. The random variable y is exemplified by the skull exemplar (see bottom thumbnails), and the x; latent variables are
exemplified using skull samples with varying noise levels (see top thumbnails).

The forward process is parametrized as follow (Ho et al., 2020):

q(xelxi—1)  with  g(xelxi—1) = N(xi5 /1 = Bixe1, Bed) st {Br € (0,1}, (%)

s

Q(XLT\XO) =

t=1

In Equation (5), §; controls the step size of the diffusion process. Using the successive product of Gaussian, one can

reparametrize X; to express it without referring to the intermediate latent variables {x; ﬁ;i:

x; = Jarxi_1 + V1 —age with € ~N(0,1)
= ooy 1X4-2y/1 — apay 1€

t
VvV aXg + 1-— Qi€ with ay = 1-— ﬁt and ap = H Qi (6)
i=1

Consequently, we have:

q(x¢|x0) = N (x¢; Vauxo, (1 — ay)I) @)

The reverse process, also called the generative process, is conditioned on the exemplar y to recover the data from the

noise (Ho et al., [2020):

T
_ . po(xe—1]xe,y) =N (x¢; po(xe,t,y),071)
polorly) =2 "(XTMt:Hlp olxirxe,y)  with { poerly) | =plxr) =N(©OT) ®
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E.2. From variational lower bound to auto-encoder optimization

We first express the Variational Lower Bound of the diffusion model using Jensen’s inequality (Ho et al.,[2020):
IEx0~q(x0) 10gp9 (X0|)’) = ]Ex0~q(x0) IOg (/p9 (XO:T‘y)dXI:T)

po(Xo.7]y)
= ]ExONq(xo) log (/Q(X1:T|X0)q(X1:T|XO)dX1:T)

po(Xo.7|y)
= ]EonQ(xo) IOg (Exl‘TNq(xlszO) |:(](X1T|X0)i|>

po(X0:7y)

=—-L
CI(XLT\XO) ) VLB

< ]Exo:TNQ(xo:T) log (

The Variational Lower Bound could be written as a sum of K L terms (Sohl-Dickstein et al., 2015):
q(x1.7[%0) }
po(x0.7]y)

HtT=1 q(x¢|x¢—1)
p(xrly) IT/ pG(Xt 1%,

LVLB = Eq [log

=E, [log

)} using Eq. (5) and

X X
Z]Eq — log po(x7ly) + Zlog Gerfi1) )}

Pa X¢— 1\Xt7

r q(x¢[x¢-1) q(x1]x0) }
—E,[ -1 log —NXtIXt-1) _\XilXe)
di °gp9(XT'y”§ %8 Do 1 y) % Daxolx1, )

q(xe—1|x¢,%0)  q(x¢[%0) q(x1]x0)
=E,| —1lo x +§ lo : +1
71 gpe( T|y g<p0(Xt 1|Xt7 ) Q(Xt—l\Xo)) pe(X0|X17Y)}

T
:Eq — log pe(xry) +Zlogw+z q(xefx0) o M}

—2 po(Xe—1]xe,y —2 q(x¢-1]x0) po(Xolx1,y)
a(xe-1]%¢,%0) | q(xr|x0) q(x1/x0)
=E,| —logps(xr|y) + » log 7]
2|~ logpo(xrly) ; pG(Xt 1%, y)  a(xi[xo) po(xo[x1,y)

T g(xrlx0) | <o (x¢1]%¢, Xo)
—-F logq T|X0 +Zlogq t—1|X¢t, X0

— log pg(x0x1, Y)}
po(x7ly) — Po(Xt—1/X¢t,y) |

T
— E, | KL[g(xr|%0)|lpo(xrly)] + ZKL[q(xt_1\Xt,xo)||p9(Xt—1\Xt>Yﬂ - logpe(onbY)]
I —2
) Lo = —Eq[logpg(Xo\Xl,Y)}
= Z L; with Ly =E4| KL [Q(Xt—l‘xt’ Xo)|lpo (xe—1xt, y)ﬂ ©

&
i
=

Ly =B, [KL[q0erixo)llpo(xrly)]]

To keep notation concise, we consider Ey . ~q(x,.) = Eq in the previous serie of equation. In Equation (E), Lt could
be ignored because it doesn’t depend on 6. L is modeled by Ho et al., 2020 using a separate neural network. L; is a KL
between 2 Gaussians distribution, so it could be calculated with a closed form.

We observe that the probability distribution g(x;_1|x¢, X¢) is actually tractable (Ho et al.,[2020):

Mﬁt V(1 —@t—l)x

fit(X¢,X0) = o+

. - ¢
q(xe—1[x¢,%0) = N(x¢—1; fi(x¢, X0), BeI)  with _ 11__a?t1 - (10)
B =——b
1-— Qi
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With /i (x;, Xo) and I the mean and the variance of q(x;_1|xy, Xo), respectively. Using Equation (@) we can express Xg
in a convenient way:

(x¢ — V1 — ae) (11)

X =

Bl

We can then simplify fi; (x;, Xo) in Equation (10):

1 1-—
it (X¢,X0) = fir = (Xt — \/%6) (12)

Similarly, we can re-parameterize pg(x;—1|X¢,y) because x; is available as input at training time:

1 1-—
to (X, t) = @(Xt - \/%ee(xtat)) (13)

We compute L; (from Equation (9)) by using the closed-form formula of the KL between 2 Gaussian distributions:

[ 1 - 2
Ly =Bq| 5 [l/ie(xt, %0) - NG(Xtat)||2]
_QHUt 15

2
1 1 1_O[t 1 1 — Qi .
-k (X - = 6) - (X — ———==0(Xy, 1 ) using Eqgs. [12]and [13
o2 v\ VIi—a ) el V- (xt,1) , g
[ 1—oy)? _ _ )
:Eq ( _ t) o2 ||6_€6(\/OltX0+\/].—7OZt6,t)H2‘| (14)
[2a:(1 = @) [lof ]l

One could simplify the loss shown in Equation (14)) (Ho et al.,2020):
_ — 2
Ly :Eq[He—eg(\/atxo—i—\/l—ate,t)H2] (15)

= Ey | lle — eoxe, )l (16)
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F. Details on the trained on Omniglot
F.1. Architecture
The and models are leveraging a U-Net (Ronneberger et al.,[2015) to model ¢y. The U-Net is made of an

encoder and a decoder. The architecture is described in detail in Table[3]

Table 3. Description of U-Net architecture of the and
Network Layer # params
Conv2d(In,, In., 7, padding=3) In, X In, X 7 X 7 + Inc,
GroupNorm(In,) 2 x In,
Conv2d(In., 3*In., 3, padding=3)  3*In. x In, x 3 x 3 + 3*Inc,
GeLU -
ConvNexi(In, Out.) GroupNorm(In,.) 6 x Inc,.

Conv2d(3*In., Out,, 3, padding=3)
## Shortcut connection
Conv2d(In,., Out,, 3, padding=3)

3*In, x Out, x 3 x 3 + Out,

In. x Out, x 3 x 3 + Out,.

GeLU

TimeEmbedding(In., Out,) Linear(In,. Out,)

Out, x In.

Conv2d(In., 8*In,, 1, padding=0)
Conv2d(3*In,, In., 1, padding=0)
GroupNorm(In.)
Conv2d(In,, In., 4, padding=1)

LinearAttention(In.)

In. x 8*In. + 8*In,
3*In, X In. + In,
Inc,.

In, X In, x 4 x 4 + In,

ConvNext(Inc., Out,)
TimeEmbedding(192, Out,)
ConvNext(Out,., Out,.)
TimeEmbedding(192, Out,)
LinearAttention(Out,.)
DownSampling(2)

DS_U-Net_Block(Inc,., Out,.)

ConvNext(Inc,, Out,)
TimeEmbedding(192, Out,)
ConvNext(Out,, Out,)
TimeEmbedding(192, Out,..)
LinearAttention(Out,.)
UpSampling(2)

US_U-Net_Block(Inc,., Out,.)

Conv2d(2, 32, 7, padding=3)
DS_U-Net_Block(32, 48)
DS_U-Net_Block(48, 96)

DS_U-Net_Block(96, 192)
ConvNext(192, 192)
LinearAttention(192)
ConvNext(192, 192)

US_U-Net_Block(2*192, 96)

US_U-Net_Block(2*96, 48)

ConvNext(48, 1)

U-Net Omniglot

2K
167 K
577K
1771 K
956 K

82K
956 K
1062 K
297K

60K

The encoder of the U-Net is made with 4 layers: a first convolution and 3 down-sampling layers (called DS_U-Net_Block).
These down-sampling layers are made with 2 ConvNext layers (Liu et al.,[2022) followed by one Linear Attention layer (Li
et al.|[2020). Each of the feature maps of the ConvNext layer is conditioned with time through the TimeEmbedding Block.

The information bottleneck is composed of 3 layers: a ConvNext layer followed by a Linear attention layer followed by
another ConvNext layer.
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After the bottleneck, there are 2 up-sampling layers (called US_U-Net_Block). The up-sampling layers are very similar to the
down-sampling ones except that they increase the size of the feature maps by a factor of 2. Similarly to the DS_U-Net_Block,
each ConvNext layer in the US_U-Net_Block is time-conditioned using the TimeEmbedding layer. In the end, we use a
ConvNet layer to equate the number of channels and the size of the output image.

Overall, the base architectures of the and the on Omniglot have 5.9 million parameters.

F.2. Training details

We schedule the (; coefficient in Equation . o is equal to 1.10~% and 7 to 0.02. The (7 are linearly spanning the time
space between 1.10~% and 0.02. In the base architecture T is set to 600

For the training of the parameters of the U-Net model, we use an Adam Optimizer (Kingma & Ba, |2014) with a learning
rate of 1.10~%. We train the network for 300 epochs, with a batch size of 128

F.3. Explored hyper-parameters

To obtain the scatter plot in Figure [2a, we have varied certain hyper-parameters:

* The T hyper-parameter, ranging from 200 to 900 with steps of 100 (8 values overall).

¢ The number of features of the First ConvNext Layer (48 in the base architecture), ranging from 36 to 120 with steps
of 12 (8 values overall). Note that this hyper-parameter has a strong impact on the total number of parameters of the
U-Net network because the number of features of the subsequent ConvNext blocks depends on the number of features
of the first ConvNext layer (it is multiplied by 2 at every layer).

Overall we have plotted the diversity and the accuracy of 64 models in Figure a.
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F4. samples on Omniglot
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Figure F.1. Samples generated by the on Omniglot. All the exemplars used to condition the generative model are in the red frame.
The 30 concepts have been randomly sampled (out of 150 concepts) from the Omniglot test set. Each line is composed of 20
samples that represent the same visual concept.
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G. Details on the trained on Omniglot
G.1. Loss of the
Dhariwal & Nichol, [2021 proposed to improve the conditioning signal of the using a classifier. To do so, the authors

suggest the following form of conditional probability distribution:
Po.(x[y) o po(x) - po(y]x)' ™7 (17)
In this equation, py (y|x) is a classifier (trained separately). The score function of the corresponding diffusion model is then:
Vi, 10g pg, (xt|y) = Vi, log po(xt) + (1 +7) Vi, log po(y[x:) (18)

The second term of the RHS of Equation @) requires to train a classifier (log pg(y|x;)). Training such a classifier is not
convenient because it has to be trained to recognize degraded samples (the x; are the degraded versions of the original
image). To circumvent this issue, Ho & Salimans, 2022 apply the Bayes’ rule to replace pg(y|x:):

X
polylx,) = Ppo(xe|y)po(y) (19)
p(xt)
Equation now becomes:
Vi, 10g o5 (x:]y) = (1 4+ 7)Vx, log po(xty) — 7V, log po(xt) (20)

G.2. Practical considerations for V, log pg(x;) and Vi, log pg(x:|y)

The loss in Equation @) is particularly convenient as one can train a single model to evaluate both Vy, log pp(x;) and
Vi, logpg(x¢]y). In the section Appendix we have shown that Vy, log pg(x:|y) could be modeled with an auto-
encoder ¢y (ep : RP x RP — RP). We can actually use the same auto-encoder, with a non-informative conditioning
signal, to model also V, log pp(x:). In practice, if we want to model V, log pp(x:|y), we fed the auto-encoder €y with a
concatenation of the noisy input image (x;) and the corresponding exemplars (y). In this case, we use the notation € (x¢,y).
To model Vy, log pp(x:), we fed the network with the noisy image (x;), concatenated with a black image. In this case, we
use the notation €y (x¢, @). In practice, we use a drop-out function, to randomly drop some of the informative exemplars and
replace them with a black image (following a Bernoulli distribution). We set the drop-out probability to 0.1.

G.3. Architecture and training

The architecture and the training details of the model on the Omniglot dataset are exactly the same as those of the
on the Omniglot dataset (see Appendix [F).

G 4. Explored hyper-parameters

To obtain the scatter plot in Figure 2a, we have varied certain hyper-parameters:

* The T hyper-parameter, ranging from 200 to 900 with steps of 100 (8 values overall).

* The number of features of the First ConvNext Layer (48 in the base architecture), ranging from 12 to 96 with steps
of 12 (8 values overall). Note that this hyper-parameter has a strong impact on the total number of parameters of the
U-Net network because the number of features of the subsequent ConvNext blocks depends on the number of features
of the first ConvNext layer (it is multiplied by 2 at every layer).

* The guidance scale with the following values : (0.5, 1, 2, 3, 5). Note, that we do not have to retrain the model to change
the guidance scale, as the change is occurring only during sampling.

Overall we have plotted the diversity and the accuracy of 320 models in Figure 2a,
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G.5.

Figure G.1. Samples generated by the
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H. Details on the trained on Omniglot
H.1. Conditioning

The offers an alternative to condition the models. Instead of conditioning the U-Net network of the

with a single image, the proposed to condition it with a context vector that aggregates the information from a context
set. When the is trained on Omniglot we condition it using a mechanism similar to FiLM (Perez et al., 2017). We
use a U-Net to extract a context vector from the set of samples presented to the model. The context is in the form of a vector,
which is used to condition the intermediate feature maps u; in the U-Net. Note that the feature map u; is obtained
when the U-Net input is x;. We can represent the conditioning as:

p: = m(c)uy + b(c) 21
Here, m and b are learnable and context-dependent neural networks. Additionally, we merge together ¢ with the time-step
embedding, and using that we define a generic per-step conditioning mechanism for each layer.
H.2. Architecture
As the backbone, utilizes the same architecture as the trained on Omniglot.

For the context net, as mentioned above we utilize a U-Net. The architecture of the Encoder U-Net is described in detail in
Table 4l For the described architecture we consider the number of residual blocks to be 2.

The size of the model is 6.6 million parameters out of which 2.5 million parameters are for the encoder and 4.1 million are
for the generative model.

H.3. Training details

The attention resolution, learning rate, optimizer, and batch size we use are the same as that implemented in https://
github.com/georgosgeorgos/few—shot—-diffusion—models. The size of the context channels and hidden
dimensions is set to 128.

We train the model for 300 epochs.

H.4. Explored hyper-parameters

To obtain the scatter plot in Figure 2a, we varied the following hyper-parameters:

* The sample size, ranging from 2 to 6 with steps of 1 (5 values overall)
* The number of time-steps or diffusion steps ranging from 200 to 100 with steps of 200 (5 values overall)

* The number of residual blocks per downsample, ranging from 1 to 4 (4 values overall)

We have trained 100 different models and plotted the diversity and the accuracy in Figure [2al
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Table 4. Description of the Encoder U-Net architecture

Network Layer # params
DownSample() AvgPool2D(kernel_size=2, stride=2) 0
ConvlD(Embg.3*Embyg,1,1) 49.5 K
AttnPool2D(Spg,Emb,,NumHeads,,Out,) QKVAttention(Emb, // NumHeads,.) 0
ConvlD(Emb,,0Outg,1,1) 16.5 K
GroupNorm(32,In..)
if (down) : DownSample() 0
if (down) : DownSample() 0
SiLU 0
Conv2D(In.,Out,,3,1,1)
ResBlock(In., Out., Emb,.., down=False) Linear (ErilbI;[,J2>< Out,) 0
GroupNorm(32,0ut,.)
SiLU 0
Dropout 0
Conv2D(Out,,Out.,3,1,1)
if (In. != Out,) : Conv2D(In.,Out,,1,1)
GroupNorm(32, In.)
Conv1D(In.,3% Ing,1,1)
AttBlock(Inc, NumHeads, NumHeads.) QKVAttentionLegacy(In. / NumHeads,) 0
Conv1D(In.,In.,1,1)
Conv2D(1,In.,3,1,1) 320
ResBlock(In.=32,0ut.=32, Emb,.=128) 26.9 K
ResBlock(In.=32,0ut.=32, Emb.=128) 26.9K
ResBlock(In.=32,0ut.=32, Emb.=128, down=T"rue) 26.9 K
ResBlock(In.=32,0ut.=64, Emb,.=128) 74.2 K
ResBlock(In.=64,0ut.=64, Emb.=128) 90.6 K
TnputBlock() ResBlock(In.=64,0ut.=64, Emb_.=128, down=1"rue) 90.6 K
ResBlock(In.=64,0ut.=96, Emb,.=128) 169.8 K
ResBlock(In.=96,0ut.=96, Emb.=128) 191.2K
ResBlock(In.=96,0ut.=96, Emb_.=128, down=T"rue) 191.2K
ResBlock(In.=96,0ut.=128, Emb,.=128) 304.2 K
AttnBlock(In.=128, NumHeads=1, NumHeads.=64) 66.3 K
ResBlock(In.=128,0ut.=128, Emb.=128) 328.7K
AttnBlock(In.=128, NumHeads=1, NumHeads.=64) 66.3 K
ResBlock(In.=128,0ut.=In., Emb.=128) 328.7K
MiddleBlock() AttnBlock(In.=128, NumHeads=1, NumHeads.=64) 66.3 K
ResBlock(In.=128,0ut.=In., Emb.=128) 328.7K
Linear(32, 128) 42K
SiLU 0
Linear(128, 128) 16.5 K
InputBlock() 1653.8 K
Encoder U-Net MiddleBLock() 723.7K
GroupNorm(32,128) 256
SiLU 0
AttnPool2D(Spy=6,Emb, =128 NumHeads_.=64,0ut;=128) 66.0 K

Note : Blue layers represent variable layers dependent on a certain parameter
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H.5. samples on Omniglot
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Figure H.1. Samples generated by the on Omniglot. All the exemplars used to condition the generative model are in the red frame.
The 30 concepts have been randomly sampled (out of 150 concepts) from the Omniglot test set. Each line is composed of 20
samples that represent the same visual concept.
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L. Details on the trained on QuickDraw-FS
I.1. Architecture and training

The trained on QuickDraw-FS has a similar architecture to the trained on Omniglot (see Appendix[F). The
only difference is that the base architecture we use on QuickDraw-FS has 60 channels in the first ConvNext block. The total
number of parameters of the base architecture on QuickDraw-FS is 13,1 million.

All the training hyper-parameters (batch size, learning rate, beta scheduling) are the same as the on Omniglot.

I.2. Explored hyper-parameters

To obtain the scatter plot in Figure we have varied certain hyper-parameters:

* The T hyper-parameter, ranging from 200 to 900 with steps of 100 (8 values overall).

* The number of features of the First ConvNext Layer (48 in the base architecture), ranging from 24 to 108 with steps
of 12 (8 values overall). Note that this hyper-parameter has a strong impact on the total number of parameters of the
U-Net network because the number of features of the subsequent ConvNext blocks depends on the number of features
of the first ConvNext layer (it is multiplied by 2 at every layer).

We have repeated all this hyper-parameters exploration for 2 different random seeds (i.e., different weight initialization).
Overall we have plotted the diversity and the accuracy of 128 models in Figure
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L.3. samples on QuickDraw-FS
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Figure I.1. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are in the red
frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is composed of 20
samples that represent the same visual concept.
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J. Details on the trained on QuickDraw-FS

J.1. Architecture and training

The base architecture and the training details of the on QuickDraw-FS are exactly the same as those of the
on the QuickDraw-FS dataset (see Appendix [[).

J.2. Explored hyper-parameters

To obtain the scatter plot in Figure 2b] we have varied certain hyper-parameters:

* The T hyper-parameters, ranging from 200 to 900 with steps of 100 (8 values overall).

* The number of features of the First ConvNext Layer (60 in the base architecture), ranging from 24 to 108 with steps
of 12 (8 values overall). Note that this hyper-parameter has a strong impact on the total number of parameters of the
U-Net network, as the number of features of the subsequent ConvNext block is equal to the previous number of features
multiplied by 2...

* The guidance scale with the following values : (0.5, 1, 2, 3, 5). Note, that we do not have to retrain the model to change
the guidance scale, as the change is occurring only during sampling.

We have repeated all this hyper-parameters exploration for 2 different random seeds (i.e., different weight initialization).
Overall we have plotted the diversity and the accuracy of 320 models in Figure
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J.3. samples on QuickDraw-FS
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Figure J.1. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are in the red
frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-ES test set. Each line is composed of 20
samples that represent the same visual concept.
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K. Details on the VAE-NS trained on QuickDraw-FS
K.1. Architecture

For the VAE-NS on QuickDraw-FS we use a similar architecture to the VAE-NS on Omniglot (described in S9 of Boutin
et al.,[2022)). Here, we remind the reader of the main properties of the VAE-NS network.

The VAE-NS network is composed of different sub-networks:
¢ Shared encoder = — h: An instance encoder F that takes each individual datapoint z; to a feature representation h; =

* Statistic network g(c|D, @) : h1, ..., hi. + i, 02.: A pooling layer that aggregates the matrix (hy, ..., hy,) to a single
pre-statistic vector v. |[Edwards & Storkey, 2016 uses sample mean for their experiments. Which is followed by a
post-pooling network that takes v to a parametrization of a Gaussian.

* Inference network q(z|z,c, ¢) : h, ¢+ p,, 02, : Inference network gives an approximate posterior over latent variables.

* Latent decoder network p(z|c; 0) : ¢ — ., 02,

* Observation decoder network p(z|c, z;0) : ¢,z — py
Compared to the Omniglot version, we have increased the number of parameters to fit the higher complexity of the
QuickDraw-FS dataset. In particular, we have increased the number of stochastic layers in the inference network and
the observation decoder network from 1 to 6. The number of stochastic layers controls the number of hierarchical latent
variables we use in the encoder and the decoder. To keep the number of parameters reasonable we have decreased the
dimension of the context vector, i.e., the output size of the static network, from 512 to 128. In practice, we have found that
reducing this dimension has little impact on the performance while reducing drastically the number of parameters. We have

set the dimension of the latent variable to 256. For the base architecture, the size of the last latent variable is set to 80, the
number of context samples is equal to 5, and the number of layers (per stochastic layer) is set to 6.

The base architecture of the VAE-NS has 12.4 million parameters.

K.2. Training details

We have trained the VAE-NS for 300 epochs, using a batch size of 32. We use the Adam optimizer to update the weights of
the network, with a learning rate of 1.1073.

K.3. Explored hyper-parameters

To obtain the scatter plot in Figure we have varied certain hyper-parameters:

* The number of dimensions of the last latent variable, from 40 to 120, by steps of 40 (so 3 different values overall)
* the number of sub-layers that composed each stochastic layer, from 2 to 10 with step 4 (3 values overall.

e the 3 coefficient with values: (0.1, 0.5, 1, 2). We remind the reader that the 3 coefficient in the VAE is used to increase
(or decrease if 3 < 1) to weight of the KL in the ELBO loss (Higgins et al.,2016).

 the number of context samples with values (2, 5, 10). In the VAE-NS, the context samples are used to evaluate the
statistics of a specific category (through the statistic network).

Overall we have plotted the diversity and the accuracy of 108 models in Figure 2b]
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K.4. VAE-NS samples on QuickDraw-FS
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Figure K.1. Samples generated by the VAE-NS on QuickDraw-FS. All the exemplars used to condition the generative model are in the red
frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is composed of 20
VAE-NS samples that represent the same visual concept.

35



Diffusion Models as Artists: Are we Closing the Gap between Humans and Machines?

L. Details on the trained on QuickDraw-FS

The is a sequential VAE that allows for the iterative construction of a complex image (Rezende et al., 2016). At
each iteration, the algorithm focuses its attention on a specific part of the image (x), the prototype (&), and the residual
image (&) using the Reading Spatial Transformer Network (STN,.). Then the extracted patch is passed to an encoding
network (EncBlock) to transform it into a latent variable. This latent variable is concatenated to a patch extracted from the
prototype and then passed to the RecBlock network. The produced hidden state is first passed to DecBlock to recover the
original patch, and then to the STN,, to replace and rescale the patch into the original image. The LocNet network is used
to learn the parameter of the affine transformation we used in the STN. Note that the affine parameters used in STN,,, are
simply the inverse of those used in STN;..

The STN modules take 2 variables in input: an image (or a patch in the case to the STN,,) and a matrix (3 x2) describing the
parameters of the affine transformation to apply to the input image (Jaderberg et al.,[2015). All other modules are made with
MLPs networks and are described in Table 5] In the Table 5| we use the following notations:

¢ s,: This is the size of the latent space. In the base architecture, we set s, = 80.

* spstar: This is the size of the output of the Long-Short Term Memory (LSTM) unit. In the base architecture, we set
spsTm = 400

* s,: This is the resolution of the patches extracted by the Spatial Transformer Net (STN) during the reading operation.
In the base architecture, we set s,. = 15.

* S10c: This is the number of neurons used at the input of the localization network. In the base architecture, we set

Sloc = 150
* s, This is the resolution of the patch passed to the STN network for the writing operation. In the base architecture
S = 12.
For the base architecture, we used Ng.ps = 80. The base architecture of the has 11.9 million parameters. For

more details on the loss function, please refer to (Rezende et al., 2016).

All other training details are similar to the version trained on Omniglot (see Section S8 in the supplementary information of
Boutin et al., [2022).
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Table 5. Description of the VAE-STN architecture

Network Layer # params

2
Linear(3 x s2 + spgrar , 2048) (3 X S +szsTar) X 2048)

+ 2048
RelLU
Linear(2048, 1024) 2097 K
ReLLU
EncBIock(s,., S1.57a7, 52 Linear(1024, 1024) 1050 K
RelLU
Linear(1024, 512) 524 K
RelLU -
Linear(512, 128) 65 K
RelLU -
Linear(128, 2% s,) 256 X8, +2Xs,
Linear(s;oc, 64) Sioe X 64 + 64
RelLU -
LocNet(s;oc) Linear(64, 32) 2K
RelLU -
Linear(32, 6) 0.2K
Linear(s;,s7s - Sioe, 2048) (SLSTM - Sioe) X 2048 + 2048
RelLU _
Linear(2048, 1024) 2097 K
RelLU -
DecBlocKk(Sz,s7 s Siocs Sw) Linear(1024, 512) 525 K
RelLU _
Linear(512, 256) 131 K
ReLLU -
Linear(256, 4 * s2)) 256 x 4xs2 +4%s2
RecBlock(s,, Sy, SL.sTar) LSTMCell(s, + s2, Sp.97) 4 x 2(SZ +S)XSLSTM
" +SLsTm + SLSTM)
EncBlock(15 , 400, 80) 5,4 K
RecBlock(80, 12, 400) 2,998 K
VAE-STN DecBlock(400, 150, 15) 3,552 K
LocNet(150) 11.9K
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L.1. samples on QuickDraw-FS
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Figure L.1. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are in the
red frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is composed of
20 samples that represent the same visual concept.
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M. Details on the and trained on QuickDraw-FS

M.1. Architecture

The DA-GAN architecture used for the Omniglot dataset is derived from Boutin et al.,[2022. For QuickDraw-FS dataset, the
same architecture has been extended as shown in Table [6. and model refers to the version
whose generator is based on the U-Net and ResNet architecture respectively. Therefore, the difference between the two
models is due to the presence of skip connections in model. Following are the details on the DA-GAN’s

generator model:

* s,: It represents the size of the latent space. In the base architecture, we have used s, = 120.

e G(z,z): This is the generator of DAGAN model, which takes an exemplar  and gaussian noise z as input to generate
new samples.

The base architecture of DAGAN’s generator has 10.5 million parameters. All the DAGAN training details are similar to its
Omniglot version (refer to Sections S10 and S11 in the supplementary section of |Boutin et al., 2022,

Table 6. Description of the Data Augmentation GAN Architecture

Network Layer # params
Conv2d(In., Out,, 3, stride=s;, padding=1) Out, X (In. x 3 x3+1)

ConvBlock(In,, Oute, 1) LeakyReLU(0.2), BatchNorm2d(Out..) 2 x Out,
ConvTranspose2d(In., Out,, 3, stride=s;, padding=1) Out. X (In, x 3 x 3+ 1)

DeConvBlock(Ine, Oute, s1) LeakyReLU(0.2), BatchNorm2d(Out..) 2 x Out,

ConvBlock(Iny, In,,)
ConvBlock(In, + Iny,, Out,)
Conv2d(In.+ Out,, Out,)
Conv2d(In.+ 2 x Out,, Out,)
Conv2d(In.+ 3 x Out,, Out,)

DeConvBlock(Iny, In,, 1)
ConvBlock(In.+In,, Out,, 1)
DeConvBlock(Iny, In,, 1)
ConvBlock(In, + In,, + Out,, Out,, 1)
DeConvBlock(Iny, In,,, 1)
ConvBlock(In, + In,, +2x Out,, Out,, 1)
DeConvBlock(In. + 2 x Out,, Out,, 1)

ConvBlock(1, 64, 2)
EncoderBlock(1, 64, 64)
EncoderBlock(64, 64, 128)
EncoderBlock(128, 128, 128)
Linear(s,, 4x4x8)
DecoderBlock(0, 136, 64)
Linear(s,, 7x7x4)
DecoderBlock(128, 260, 64)
Linear(s,, 13x13x2) 10,567,811
DecoderBlock(128, 194, 64)
DecoderBlock(64, 128, 64)
DecoderBlock(64, 65, 64)
ConvBlock(64, 64, 1)
ConvBlock(64, 64, 1)
Conv2d(64, 1, 3, stride=1, padding=1)

EncoderBlock(In,, In., Out,)

DecoderBlock(Iny, In., Out,)

Generator(s)
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M.2. samples on QuickDraw-FS
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Figure M. 1. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are
in the red frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is
composed of 20 samples that represent the same visual concept.
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M.3. samples on QuickDraw-FS
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Figure M.2. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are
in the red frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is
composed of 20 samples that represent the same visual concept.
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N. Details on the trained on QuickDraw-FS
N.1. Conditioning

Unlike trained on Omniglot, for QuickDraw-FS the context net we use to extract context from the set of samples is
an sViT similar to|Lee et al., 2021, Furthermore, unlike trained on Omniglot, the context is not calculated on the
entire set of images, but rather we utilize a per-patch aggregation, wherein we take a mean value of each patch over the
entire set and use that to generate the context vector. We can process any sample size using per-patch aggregation without
increasing the number of tokens needed to condition the U-Net, and more crucially, we are able to composite information
from various different samples simultaneously.

The conditioning mechanism to combine the context with the generator U-Net is the same as that in trained on
Omniglot (see Appendix [H).

N.2. Architecture

As mentioned in Appendix [H, for the backbone, utilizes the same architecture as the

The context net utilized for QuickDraw-FS as mentioned above is an sViT similar to Lee et al.,[2021 where we handle small
sets (1-10) of images. The architecture is described in Table

The size of the model is 12.9 million parameters out of which 5.7 million parameters are for the encoder and 7.2 million are
for the generative model.

N.3. Training details

The attention resolution, learning rate, optimizer, and batch size we use are the same as that implemented in https://
github.com/georgosgeorgos/few—shot—diffusion—models. The size of the context channels and hidden
dimensions is set to 256.

We train the model for 200 epochs.

N.4. Explored hyper-parameters

To obtain the scatter plot in Figure 2a, we varied the following hyper-parameters:

» The sample size, ranging from 3 to 6 with steps of 1 (4 values overall)
* The number of timesteps or diffusion steps ranging from 200 to 100 with steps of 200 (5 values overall)

* The number of residual blocks per downsample, ranging from 3 to 6 (4 values overall)

We have trained 80 different models and plotted the diversity and the accuracy in Figure [2a.
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Table 7. Description of the sViT architecture

Network Layer # params
. . LayernNorm(patch_dim)
SPT(patch-dim, dim) Liflear(patchleim, dim)
PreNorm(dim, fn) LayerN;);m(dlm)
Linear(dim, hidden_dim)
GelLU 0
FeedForward(dim, hidden_dim) Dropout() 0
Linear(hidden_dim, dim)
Dropout() 0
Softmax(dim=-1) 0
Dropout() 0
LSA(dim, heads, dim_head) Linear(dim, dim_head x heads x 3, bias = F'alse)
Linear(dim_head x heads, dim)
Dropout() 0
Linear(128,256) 33.0K
SPT(patch_dim = 320, dim=256) 82.8 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2K
PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2 K
PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2 K
sViT PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2K
PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2 K
PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
PreNorm(dim = 256, fn = LSA(dim = 256, heads = 12, dim_head = 64) 787.2 K
PreNorm(dim = 256, fn = FeedForward(dim = 256, hidden_dim = 256) 132.1 K
mean(dim=1) 0
LayerNorm(256) 512
Linear(256,256) 65.8 K

Note : Blue layers represent variable layers dependent on a certain parameter
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N.5. samples on QuickDraw-FS
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Figure N.1. Samples generated by the on QuickDraw-FS. All the exemplars used to condition the generative model are in the red
frame. The 30 concepts have been randomly sampled (out of 115 concepts) from the QuickDraw-FS test set. Each line is composed of 20
samples that represent the same visual concept.
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O. More details on the originality metric

To compute the originality, we use the /5 distance, in the SimCLR latent space, between the exemplar and the samples. We
validate the originality metric by comparing it with alternative metrics in which we vary the feature extractor network and
the distance metric. As an alternative to the SimCLR network, we consider the Prototypical Net (Snell et al., 2017). For the
metric used to compute the distance between the samples and their corresponding exemplars, we have considered the cosine
distance. For a given category j, composed with samples v and exemplars e’ we define the cosine distance in Equation lb
In this equation, f denotes the feature extractor network.

u-v

(v],e7) = /2= 20(f (), f(e7)) st and C(u,v) = (22)

lull[[o]]

In Table[8] we have computed the Spearman rank-order correlation between all possible combinations of distance metrics
and feature extractor networks: We observe that all combinations of feature extractor network + metrics have a strong

Table 8. Spearman rank-order correlation for different settings

Setting 1 Setting 2 Spearman correlation p-value
Proto. Net + /5 distance  Proto. Net + cosine distance 0.97 4.23. x 10~
Proto. Net + ¢5 distance SimCLR + ¢ distance 0.62 1.14 x 10734
SimCLR + ¢, distance ~ SimCLR + cosine distance 0.85 8.2 x 10712
Proto. Net + cosine SimCLR + cosine distance 0.66 1.02 x 1072t

correlation with each other (p > 0.5) and this correlation is statistically significant (p < 1 x 1073). It suggests that the way
we have defined distance to exemplar is compatible with the other definition. We prefer the SimCLR over the Prototypical
feature extractor, because this is a fully unsupervised network (Chen et al.| 2020), so it is more convenient to train (no need
for labels). Similarly, we choose the ¢5-norm to compute the distance between exemplars and samples because it is more
natural. In Figure[O.T] we show some visual concepts, sorted by originality (in ascending order).
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Figure O.1. Randomly picked samples of the QuickDraw-FS test set. The samples are sorted (ascending order) according to their distance
from the exemplar using the originality metric (SimCLR feature extractor + ¢2-norm). The exemplars are highlighted with a red square.
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P. Link between originality and diversity

We have defined diversity as the intra-class variability, computed with a standard deviation in the SimCLR feature space.
By definition, the intra-class standard deviation is the square root of the mean squared distance between the center of the
samples and the samples themselves. For a given category j, composed of N samples v and a feature space f, the diversity
o is defined as in Equation (23).

N N

0=\ 31 20 (F0h) -+ S50 (23)

i=1 i=1
For a given sample, we have also defined the originality. The originality is the ¢, distance, in the SIimCLR feature space,
between a sample and the corresponding category exemplar. In Equation (24), we write down the formula of average
category originality c;, for a category j represented by an exemplar e7:

2

1 & . , , .
o=y oed) suoed) = |f6d) - 1@ %)

The QuickDraw-FS dataset is built such that the category exemplar is located as closely as possible to the center of the
category cluster. We plot in Figure [P.Ta, the average distance to the center as a function of the average distance to exemplar
for each class and for human, the CFGDM, the and the . We observe a linear relationship between both
distances (the lowest R? is 0.86). We also observe that the slope of the linear regression is not equal to 1 (= 0.67 for human,
=~ 0.61 for CFGDM, ~ 0.58 for and ~ 0.43 for ). It suggests that there is not an exact match between the
center of the category and the exemplar. We observe similar behavior in Figure in which the distance value is averaged
over the originality bins.
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Figure P.1. Scatter plot of the distances to the center as a function of the distances to exemplar for the humans, the CFGDMI, the
and the . (a): is averaged over object category, and (b): is averaged over originality bins.
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Q. Interpolation in the generalization curves

To obtain the data points of the generalization curves we compute the average originality and recognizability for all originality
bins (see Section for more information on the originality bins). We then interpolate between the data points using
polynomial regression (degree 2). The fit of the polynomial curve is made using a least square error method. We report
in Table[9

Table 9. regression errors of the generalization curves

Network v  Least Square Error

human - 4.1 x 1077
- 9.4 x 1075

0 3.7 x 1075

1 3.4x 1076

0.2 3.7x 1075

0.4 2.2 x 1075

0.6 1.3 x 107°

0.8 7.3x 1076

1.5 1.3 x 1076

2.0 1.0 x 1076
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R. More CFGDM importance feature maps

Using the Equation (@), we have computed the features importance map for 100 classes (see Figure[R.I). For each class, we
have averaged the importance maps obtained for 10 different samples generated by the CEFGDM.

Figure R.1. CEFGDM Importance feature map, for 100 categories. The maps are obtained by averaging n=10 misalignment maps ¢(x,y)
as defined in Equation (4)
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S. The ClickMe-QuickDraw Experimental Setup

Your user name is: witty birthday Purpose Instructions Scoreboard

Help the Al recognize this drawing before time runs out!

microwave

Skip this image: it has a strange label or poor quality.

Your score: 29308.93 High score: 29308.93

Figure S.1. Screenshot of the ClickMe-QuickDraw web application

ClickMe-QuickDraw is a web application on which the user (alongside an Al model) plays to win prizes and help us
understand differences in how humans and machines perceive drawings. The goal of the game is to help the Al partner
recognize as many object drawings with as much confidence as possible.

The user helps the Al model recognize objects by revealing parts of images to it. This is done by painting over parts of the
object image that help humans recognize it. When the user clicks on the image, the brush stroke begins dragging the cursor
over the other important parts of the image. These image parts will be revealed to the Al model as the user paints over them,
which will try to classify the drawing based on the regions that were painted over.

For every image guessed correctly, the user receives a score based on the time taken for the Al to recognize the image. The
user will receive no points if the timer elapses before the AI model classifies correctly. The user can skip images that look
strange or do not match their label by clicking the Skip this image button.

S.1. Web Application Design Parameters

Our ClickMe-QuickDraw experiment design followed the paradigm of ClickMe [Linsley et al., [2018; images of object
drawings are presented to the participant for 7 seconds before moving to the next image. We recruited 102 participants
for this experiment, each instructed to annotate the most important parts of images of object drawings to complete the
experiment. All the participants were informed of their participation in the experiment and the elementary drawing skill
required. Participants were mostly selected among undergraduated students. The web app used for the experiment is built
using Node.js and the production version of Python’s Flask web server. As seen in Figure[S.T] the user is presented with the
correct class label and a 256 x 256 image of the drawing. The timer starts when the user clicks on the image and begins
painting over the important parts of the image. As the user highlights parts of the image, the size of each click on the image
is 21 x 21. The timer lasts for 5 seconds, and if the user fails to highlight parts that help the Al correctly classify the drawing,
the drawing is skipped, and another one is displayed.

S.2. Classification Model

The AI model that classifies the highlighted parts of each image is a Lipschitz-constrained network trained to classify
drawing images. The robustness of the model was imperative since we are working with model-generated images from
a single prototype. The Lipschitz-constrained network yielded a classification accuracy of 0.99 on the entire database of
images.
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S.3. Data

The dataset for the web application contained 250 images, with 25 different classes and 10 images per class. The experiment
had 102 participants, with 1050 correct annotations, giving us an average of 41.2 annotations across all 25 classes.

S.4. Reliability Analysis

We verify that the collected annotations (i.e., ClickMe maps) show a strong regularity and consistency across participants.
We calculated the rank-order Spearman correlation between annotations from two randomly selected participants for an
image. The annotations are blurred with a Gaussian kernel (of size 49 x 49). Such a blurring facilitates the comparison and
reduces the noise related to the online application since the brush strokes are drawn with a computer mouse. We repeat
this procedure 1 0000 times and average the per-image correlation. In Figure[S.2] we plot the distribution of the per-image
rank-order Spearman correlation.

1.5

Density

0.5 4

-0.8 -0.4 0 0.4 0.8
Spearman correlation

Figure S.2. Distribution of the per-image rank-order Spearman correlation.
We have filtered out the samples with a Spearman correlation 2 standard deviations away from the mean, which corresponds
to a p-value of 5%. Such a filtering process allows us to remove inconsistent annotation maps. After removing the outliers,

we have a mean per-image rank-order Spearman correlation of 0.47 (p < 5e — 2). This is to be compared to the mean
Spearman correlation between 2 randomly selected annotations, which is 0.05.
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