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electrostatic effect because the benzamidine ligand 
is positively charged and shows strong electrostatic 
interaction with polar protein residues. These 
results show that non-bonded energy contribution 
in the binding energy of trypsin-benzamidine 
complex can be as large as 50-60 kcal/mol. But the 

actual binding free energy is less than 10 kcal/mol 
because our non-bonded energy analysis does not 
include the effect of entropy as well as the 
stabilization of the bound and unbound systems 
through interaction with water and ions.  

 

 
Fig. 3 – (A) The protein-ligand distance from well-tempered meta-eABF method simulation reveals several binding and unbinding 
events. (B) The vdW and electrostatic interaction energies were also calculated, and reveal the electrostatic forces that influence the 
binding of benzamidine. (C) The absolute number of hydrogen bonds formed between trypsin and benzamidine as a function of 
                         simulation time confirms the presence of binding and unbinding events in the enhanced simulation.  
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Fig. 4 – The hydrogen bond occupancy formed between trypsin and benzamidine. 

 

 
Fig. 5 – The bound state and the two intermediate states were observed  

in the WTM-eABF trajectory of the trypsin-benzamidine complex. 
 

To get a mechanistic insight of the binding and 
unbinding process, we tracked the protein residues 
that form hydrogen bonds with the benzamidine in 
the entire trajectory. The percentage occupancy of all 
hydrogen bonds with >0.5% occupancy are shown in 
Figure 4. Apart from the two hydrogen bonds present 
in the bound state with Asp189, Ser190 and Gly219,9 
we observed the appearance of many new hydrogen 
bonds with other residues such as Gly216, Ser217, 
Ser214 and even some residues, distant from the 
binding pocket in the protein sequence like Asp102, 
Tyr94, His57. These residues interact with the 
benzamidine when it is in the process of transition 
between the bound and the unbound states. Previous 
studies by Tiwary et al. 8 and Brotzakis et al.9 have 
also identified these residues to be interacting with 
benzamidine ligand at various intermediate states 
during the dissociation of the complex.  

There are two intermediate states, which we 
captured through the WTM-eABF simulation, 
indicated by the protein-ligand distance of 5-6 Å 
(between 50-80 ns and 460-490 ns of the trajectory), 
and 7-8 Å (between 430-460 ns). We refer to them as 
Intermediate 1 and Intermediate 2 respectively 
(Figure 5).  Intermediate 1 has predominantly 
hydrogen bonding interaction between the 
benzamidine and the residues His57, Tyr94 and 
Asp102, alongside residues near the binding pocket 
such as Ser214 and Gly216, indicating that the 
intermediate 1 is similar in configuration with the P 
state observed by Brotzakis et al. The Intermediate 2, 
on the contrary, has the polar group of the ligand 
facing outward and stabilized primarily by the 
solvation effect of the water and counterions, while 
the interaction with the protein is via hydrophobic 
interactions, much like the B state in Brotzakis et al.9  
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Fig. 6 – The structures of the entry points and the exit points for the two 
binding events observed in our simulation. The entry and exit points are 
defined by the frames where the first hydrogen bond forms and the last 
hydrogen bond breaks, respectively, between the protein and ligand. The 
times mentioned in the figure are from the biased simulation and do not 
                                      correspond to real-time. 

 
We also monitored the hydrogen bond which 

forms first when the ligand is approaching the 
protein and the one which breaks last during the 
dissociation, and the results are depicted in Figure 
6. During the first binding event between ~4-11 ns, 
the first hydrogen bond forms with residue 
Asp189, and it is also the last residue to interact 
with the benzamidine ligand via hydrogen 
bonding. This is indicative of a direct binding and 
unbinding event, where both the entry and exit 
happen without much assistance from the 
neighboring residues. The ligand has to approach 
from a very specific solid angle to follow such a 
binding mechanism, making it less likely to occur 
by random chance. The second binding event, 
which takes place between ~119-332 ns, makes the 
ligand travel across the surface of the protein both 
during association and dissociation. The first 
residue that forms a hydrogen bond to the 
incoming ligand is Gly216, a residue that does not 
form a hydrogen bond in the final bound state. 

Similarly, during unbinding the last hydrogen bond 
to be broken is with His40, which rarely forms any 
hydrogen bond with the ligand in the rest of the 
trajectory. This pathway is much more general and 
does not require the ligand to be positioned along 
any specific orientation. We do observe the 
frequent change of orientation of the ligand during 
the transition between bound and unbound state for 
the second binding event.   

CONCLUSIONS 

We performed enhanced sampling molecular 
dynamics simulations using the well-tempered 
meta-eABF (WTM-eABF) methodology to 
compute the free energy landscape, binding free 
energy, unbinding kinetics and to study the 
mechanism of the association and dissociation of 
the trypsin-benzamidine complex in atomistic 
detail. In about 550 ns of enhanced simulation, we 
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observed two independent association and 
dissociation events for a process that takes place in 
the beyond-millisecond timescale. The topology of 
the free energy landscape computed using this 
approach is in qualitative agreement with previous, 
much more extensive computer simulation studies 
on the same system. The free energy difference 
between the bound and the unbound state does not 
reflect the true binding free energy measured in the 
experiment, as our approach does not take into 
account the effect of spatial entropy of the ligand 
in the unbound state with sufficient rigor, and this 
is an area which requires further investigation in 
future studies. The ~3 kcal/mol difference in the 
binding free energy obtained in our calculation can 
also be due to the use of sub-optimal reaction 
coordinate of the protein-ligand distance. 
Repeating this study with advanced path collective 
variables (path-CV)50 or machine-learning-based 
reaction coordinates like SGOOP can potentially 
increase the accuracy of the computed free energy 
difference.51 Despite this limitation, the dissociation 
kinetics we estimated from our embarrassingly short 
MD trajectory using a very crude Arrhenius equation 
argument is within 2 orders of magnitude of the 
experimental value, an accuracy that is comparable 
with previous studies performed using advanced 
techniques such as Markov State modeling (MSM) 
and machine learning guided infrequent 
metadynamics. We also explicitly showed that the 
contribution of electrostatic energy difference in the 
binding free energy can be very large (50-60 
kcal/mol) due to the interaction of the charged 
protonated nitrogen in the benzamidine with the 
polar/charged residues in the protein. But that effect 
is largely compensated due to the solvation and 
entropic stabilization due to the availability of a 
larger number of microstates for the unbound 
conformation of the ligand. 

To obtain a more detailed understanding of the 
association and dissociation mechanisms, we 
looked at the hydrogen bonds formed between the 
protein and the ligand during the simulation. We 
observed that many residues outside the binding 
pocket also participate in hydrogen bonding with 
benzamidine and will likely determine the binding 
pathway and kinetics. Particularly, the first 
hydrogen bond that is formed during the binding 
process and the last hydrogen bond that is broken 
during the dissociation process can change 
depending on the orientation of the ligand and the 
solid angle at which it approaches the protein. 
From the time series of protein-ligand distance and 
the hydrogen bonding data, we identified two 

intermediate states between the bound and the 
unbound states, whose characteristics are in 
agreement with much more detailed and extensive 
molecular dynamics studies on this system.  

Previously a protocol has been proposed to 
compute protein-ligand binding free energy using 
the novel well-tempered meta-eABF enhanced 
sampling approach, by computing the free energy 
profile of individual bond angle, torsion etc.52 We, 
here, examined the capability of this scheme in 
studying the protein-ligand binding mechanism, 
using a very crude and simple distance-based 
reaction coordinate in one dimension and a single 
MD run. Although following complex protocols 
can improve the accuracy of quantitative 
predictions like binding free energy and kinetics, 
the intermediates and the pathway elucidated from 
our primitive approach is consistent with the more 
extensive computational studies which incur orders 
of magnitude more computational cost. Overall, we 
believe that the WTM-eABF approach can find 
widespread applications, both in academic and 
industrial research, for screening small molecule 
drugs in terms of their therapeutic efficacy. 
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