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1. Introduction

The model: This work concerns a strictly stationary multivariate count valued
time series model. The d-dimensional count time series at time t is denoted by
Xt = (X14,...,Xat)', t € Z, where prime indicates transpose. Count valued
means that X;, € Nyg :={0,1,2,...}; in practice, the counts could encode cat-
egorical or ordinal observations. By strict stationarity, the ith component series
{X;+} has a time-invariant marginal cumulative distribution function (CDF)
for each ¢ = 1,...,d, which is denoted by

We are interested in constructing such series through latent standardized Gaus-
sian series. A simple way to ensure that the desired marginal CDF of the ith
component is F; sets X; , = Fi71(<I>(Zi,t)), where ® denotes the standard Gaus-
sian CDF and FZ-_1 is the inverse of F; defined below. Thus, we define the
functions

Gi(z) = F7H(®(2)), G(2) = (Gi(21),-..,Ga(z4)), 2z €RY,

K2

where

F ' (w) = inf{z | Fi(z) >u}, ue(0,1),
is the generalized inverse (quantile function) of F;. Our multivariate count model
sets

Xt == (Xl,tv “ee ,Xd’t)l = (Gl(ZLt), ey Gd(Zd’t))l = G(Zt), (12)

where Zy = (Z14,...,Z4+)" is a d-dimensional stationary Gaussian series with
zero mean and a unit variance: E[Z; ] = 0 and E[Z7,] = 1. We write
Tz(h) = Rz(h) = E[Zi11Z]), h€Z, (1.3)

for the lag-h matrix autocovariance and autocorrelation functions (ACVF and
ACF) of {Z;}. The ACVF and ACF of the count series {X;} will similarly be
denoted by I'x (k) and Ry (h). Since the X; ;s are not standardized, I'x (h) and
Rx (h) are not necessarily equal in contrast to (1.3). Since the means of X; are
not zero either, I'x (h) = E[X;1,X]] — E[X:4p]) E[X]’ at lag h. We will often
write I'x and Rx to refer to the ACVF and ACF of {X,;} over some or all lags.

While the construction in (1.2) ensures F; as the marginal distribution of X ;,
temporal and cross-sectional (spatial) dependencies are driven by the latent
Gaussian series {Z;} which will allow us to make inference based on second
order properties of the latent process {Z;}. We assume that F; depends on an
unknown parameter vector §; € R¥i. Furthermore, the construction allows to
impose a parametric model on the latent {Z;}, such as vector autoregressions
(VARs) or dynamic factor models (DFMs).

Some advantageous features of the model are worth stating here. Besides
being able to accommodate any count marginal F; whatsoever, negative corre-
lations in the counts are easily achieved. In fact, the model’s correlations are
the most flexible possible in both a positive and negative sense; see Remark 2.2
in Jia et al. (2023).
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Literature review: Modeling discrete time series has been an active research
area and is far less developed than the continuous case. There are several classes
of different models including those based on thinning operators (e.g. McKenzie
(1985), Alzaid and Al-Osh (1993)) and the generalized state-space models (e.g.
Davis et al. (2016)), for example, Markov chain and Hidden Markov models,
Bayesian dynamic models (e.g. Gamerman et al. (2015)) and integer-valued
autoregressive conditional heteroskedasticity modeling (e.g. Ferland, Latour and
Oraichi (2006), Fokianos, Rahbek and Tjgstheim (2009)). A recent survey by
Davis et al. (2021) discusses several of these classes of count models, including
(1.2), and their (dis)advantages. The analysis of multivariate and potentially
high-dimensional count series has received considerably less attention. For a
review of approaches for multivariate counts, we refer to Karlis (2016).

The model (1.2) for d = 1, was popularized by Jia et al. (2023), where several
parameter estimation approaches were suggested (Gaussian pseudo-likelihood
estimation, a Yule-Walker based approach for latent autoregressive models and
particle filtering). For related work by (subsets of) the same authors, see Kong
and Lund (2023) for the seasonal case when d = 1. Livsey et al. (2018) used the
discussed model to predict hurricane counts assuming Poisson marginals in the
case d = 2.

In the multivariate and potentially high-dimensional setting, Kim, Fisher
and Pipiras (2023) used latent Gaussian dynamic factor series in the model
(1.2) for the purpose of gaining insight into and forecasting of count time se-
ries. In Chapter 5 of their dissertation, Kim (2023) considered latent Gaussian
series parametrized by a possibly sparse vector autoregression model. The au-
thor introduced possibly regularized estimation methods for the latent process,
including a numerical study to assess estimation performance.

Other work related to (1.2) uses independent and identically distributed
(i.i.d.) Zis, where ¢t may no longer refer to time but, for example, different
individuals. In psychometrics, models of the type (1.2) have been used exten-
sively for discrete data (e.g. Lebo and Nesselroade (1978)) and related models
are termed “polychoric correlations" for ordinal data. Developed in structural
equation models (e.g. Lee, Poon and Bentler (1992)), they have made their way
into various software packages, e.g. Mplus 7.11 Muthén and Muthén (1998-
2017), and more recently into the popular R package lavaan; see Rosseel (2012).
Applications to psychology under consideration of temporal dependences have
been considered in more recent works; see Kim, Fisher and Pipiras (2023), Kim
(2023).

In the statistical literature, Liu et al. (2012), Mitra and Zhang (2014), Wegkamp
and Zhao (2016), Han and Liu (2017), Fan et al. (2017), Feng and Ning (2019),
and Dirksen, Maly and Rauhut (2022) study Gaussian copula models in possibly
high-dimensional settings. These authors derive theoretical results guarantee-
ing consistent estimation of the latent correlation structure. These publications
concentrate on Spearman’s rho and Kendall’s tau matrices, or subsets of these
quantities. Under suitable assumptions, the entries of the copula correlation
matrix relate to the entries of the Kendall’s tau or Spearman’s rho matrices
through an explicit link function that does not need to be estimated.
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Our contributions: As the literature review shows, the considered latent Gaus-
sian count model has found popularity in the more applied literature. In particu-
lar, the works mentioned above have pushed forward the development of feasible
algorithms to estimate the parameters of the latent Gaussian process under dif-
ferent parametric assumptions including VAR (Chapter 5 in Kim (2023)) and
DFM (Kim, Fisher and Pipiras (2023)). In this work, we aim to give a theoreti-
cal justification of a method that has been proven to work well in practice. The
applied and count time series literatures aside, we also note that our theoretical
results generalize existing results significantly and push forward the analysis
of latent models. In contrast to the existing statistical literature, our results
capture a much more general class of functions and incorporate the potentially
necessary estimation of the transformation.

We are broadly interested in making inferences about I'; from the observed
counts X7, ..., Xr, especially in the high-dimensional setting where d can be
much larger than T. We do so by first considering an estimator I'z of I'z de-
fined informally as follows. As shown below, there is a deterministic function ¢,
depending only on marginal CDF parameters 6;, such that

Ix ={Tz) (1.4)

for all lags h. If é\l is an estimator of #; used to construct Z an estimator of £,
I'z can be estimated via R L
I'; = Eil(rx),

where T x is a standard ACVF estimator of I'x bgsed on Xy,...,Xp. This work
consists of providing concentration bounds on ||I'; — I'z|| in terms of those for
ITx —Ix| and H@ —0;||, where the norms ||-|| are suitably chosen. Concentration
bounds on ||fX —I'x|| and ||§Z — ;]| are extracted from available results in the
literature. To the best of our knowledge, our main results are new even in the
i.i.d. setting (i.e., with no temporal dependence).

The derived concentration bounds for |z —T'z || make inferences possible for
the parameters in I';. We illustrate this with an application to a latent VAR
series {Z;} assuming that its coefficient matrices are suitably sparse. Adapting
a LASSO-type approach, we show how the VAR coefficient matrices can be
estimated sparsely from I'z, and then use our concentration results to establish
consistency of the matrix estimates, including high-dimensional cases. Perhaps
somewhat surprisingly, our results here with a latent {Z;} are of the same flavor
as those in the seminal work of Basu and Michailidis (2015), who worked with
an observable VAR series {Z;}.

Organization: The rest of the paper is structured as follows. Section 2 deals
with some preliminaries, including issues related to (1.4), quantities of interest,
assumptions, and some moment quantities. The main concentration results for
ITz — 'z|| are stated in Section 3, The application to sparse latent VAR se-
ries is considered in Section 4. Section 5 provides a discussion and conclusions.
Technical proofs and additional material is contained in Appendices A-E.

Notation: For the reader’s convenience, notations used throughout the paper
are collected here. The maximum and minimum eigenvalues of a symmetric



/High-dimensional latent Gaussian count time series 5

matrix A are denoted by Apax(A) and Apin(A), respectively. To indicate that
a matrix A is positive (semi)definite, we write A > 0 (A > 0). The matrix
inequality A > B means that A;; > B;; for 7,5 = 1,...,d. A range of different
norms are used here, including the maximum norm and the spectral norm,
defined respectively as ||A||max = maxi<; j<a|4ijl, |4l = vV Amax(A’A) for a
matrix A € R¥<. The ¢;-norm |jv||; = ijl |v;], the Euclidean norm ||v[|? =
Z?Zl |v;|?, and the norm that counts all non-zero elements in ||v||o for a vector
v € R? are also used. For a d x N matrix composed of N d-dimensional vectors
V1,...,UN, We write [v1 : -+ : vy]. Our proofs use the Hadamard product A® B
of two matrices A, B € R4 and the related notations A ® A = A®2, A3 =
(Ai%j)i7j:17,,_,d and A~ = (1/A;;)i j=1,...a- The componentwise application of
absolute values has |A| = (|]A4j])i j=1,....d- For two quantities a and b, we use a 72
b if there exists an absolute constant ¢, independent of the model parameters,
such that a > ¢b. We write V. f for the gradient of the function f with respect
to a vector z € R% When the gradient is evaluated at a specific value Z, we
write V f|-. The derivative with respect to a scalar is denoted as 8%1 f so that

Vo = (g forr ).

2. Preliminaries

This section first relates the autocovariance matrices of the latent and observed
processes in Section 2.1. Our goals are formulated and the estimators are clarified
in Section 2.2. We then state our assumptions and main results in Section 2.3 and
introduce notation that allows our results and proofs to be compactly presented
in Section 2.4.

2.1. Autocovariance matrices and their relationships

Recall that T'x(h) = E[X; 1, X!] — E[X: 1] E[X¢]" denotes the autocovariance
matrix function at lag h of a stationary time series and Rx (h) its corresponding
lag h autocorrelation. Individual entries are denoted by I'x ;;(h) and Rx ;;(h)
fori,j=1,...,d.
The ACVFs of {X;} and {Z,} in (1.2) can be related using Hermite expan-
sions for the components in G:
> c
"
Gi(z) = ]2!
k=0

Hy(z) (2.1)

with the kth Hermite polynomial defined as

k_z%/2 o 2/2
Hp(z) = (=1)ke*/ PR 2,

The Hermite coefficients are

¢k = E(Gi(Zi0)Hi(Zi)); (2.2)
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see Chapter 5 in Pipiras and Taqqu (2017) for more details on Hermite polyno-
mials.

As stated in Proposition 5.1.4 in Pipiras and Taqqu (2017), the autocovari-
ances of {X;} can be written as

Tx(h) = <§:(%g?kRZ@AhV> ; (2.3)

k=1

ij=1,...,d

the corresponding autocorrelation matrix is

> Ci kCik 1 k
Rx(h) = ( = Rz.q;(h) > :
1; k! (FX,M(O)FXJJ(O))% ! iG=1,....d

Following Jia et al. (2023), we write

uk

. N CikClik
L(u) = (Lij(u))ij=1,..a with Li;(u)= E ot :
T U s B (Txa(0)Tx 55(0)3

and, for what we will refer to as the link function,

. > C; kCj
0) = (G (W)ijm,a with Lj(u) = Y 2Rk, (2.4)
k=1 '

From Section 2.3 in Jia et al. (2023), the Hermite coefficients (2.2) admit the
representation

1 Q2
1 - i’"/2H — 1 2 5
C; (& in .
& \/2—3 . k—1(Qin) (2.5)

with Q;,, = ®71(C; ) and C;,, = P[X;; < n]. In general, Q;,, depends on
0;, which contains all CDF parameters for the ith component series. We write
Qn(8;) == Qi and Cp(0;) := C;, to emphasize dependence on 6,. We use a
different notation C;, = P[X;; < n| instead of potentially more natural F;(n)
to bring out the dependence on 6; as the argument (e.g. to be differentiated
with respect to).

Proposition 2.1 in Jia et al. (2023) provides an explicit representation for the
first derivative of ¢ in (2.4). While that result lies in a univariate setting, the
representation here is stated for each individual entry of the covariance matrices
and allows different marginal distributions in each dimension.

Proposition 2.1. Let ¢ be as in (2.4). Then, for u € (—1,1),

1 = 1
0. e — E - (0? 2 Qi Qin )
ij (u) o1 — 02 no.m:oexp < 2(1 - u2)( ino T ijm UQin Qj, )
(2.6)
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As Proposition 2.1 shows, ¢;; has a positive derivative and is therefore mono-
tonically strictly increasing. The function ¢;; maps [—1,1] into [£;;(—1),¢;;(1)]
with £;;(1) = T';(0) and crosses zero at u = 0 due to (2.4). Note, that since
¢;; is a strictly increasing function with ¢;;(0) = 0, negative or positive correla-
tion of the latent process gets inherited by the observed count series. Figure 2
in the supplementary material of Jia et al. (2023) plots several link functions.
Since ¢;; is strictly increasing, so is its inverse g;; = ﬁjjl, which is defined on
[¢;j(—1),£;;(1)]. Later, we extend the domains of ¢ and g to define an appropri-
ate estimator. To use a plug in estimator for the autocovariance matrices, ¢ and
g will need to be evaluated at any point.

Related to (2.6), we introduce, for z,y € (—1,1), the function

1 Nt 1
hij(z,y) = m Z exp (_2(1—95)( zz,no + Q?,nl - 2sz‘,naQ7‘,m)> :

no,n1:0
Observe that £;;(u) = hi; (u?,u). We also define

) = 5= O Zy(a) = e

The corresponding matrix-valued quantities can be defined accordingly; for in-
stance, £'(T'z(h)) = h(T'z(h)®2,T z(h)).

(hij(z, Tz, ()~ (2.7)

Example 2.1. Proposition 2.1 explicitly provides the derivative of the link func-
tion in a general setting that allows any marginal distribution. This representa-
tion simplifies in many cases. For instance, suppose that the marginals in dimen-
sion ¢ have a Bernoulli distribution with success probability p; for i =1,...,d.
Then G in (1.2) is G : R? — {0,1}¢ and its components can be written as
Gi(z) = Ffl(@(z)) = ]1{z><1>—1(1—p,-)}' In particular, @;,, = (1)71(1 —pi) =: qi.
The first derivative of the link function simplifies to

1 1
U — - S 2 _ iy
byu) = 2m(1 — u2)2 P ( 2(1 — u?) @+ 2uqlqj)> .

In particular, for i = j, the expression in the exponential reduces to ¢ /(1 + u).

Example 2.2. Following up on the previous Example 2.1, we simplify even
further by assuming that we have a d = 2 dimensional count series with Bernoulli
marginals and p; = 1 for i = 1,2. Then, G;(z) = F; '(®(2)) = Tisao-101-p)) =

150y fori=1,2. With I'z(h) = (I'z,;;(h))i, j=1,2, we get for the observed count

series
_ 1 farcsin(T'z11(h)) arcsin(I'z 12(h))
27 \arcsin(T'z 21 (h)) arcsin(T'z22(h)) )"

In other words, in this particular case, where the CDF parameters are known, it
is possible to calculate an explicit link function. This example also illustrates how
the count series inherits negative or positive correlation of the latent process.
We refer to Lemma 4.1 in Livsey et al. (2018) and also Section III of Van Vleck
and Middleton (1966) for this example.

Ix(h)
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2.2. Quantities of interest and estimation

Our goal here is to extract information about the latent process {Z;}, including
cases of high-dimensions. Section 4 below estimates coefficient matrices for the
latent process, which is assumed to follow a VAR model.

To take advantage of the sparsity assumed on the latent process, it is crucial
to derive deviation bounds in a specific norm. Introduce the set £(2s) = {v €
R - ||v|| < 1,]|v|lo < 25} and define the mapping

A ||Alls == sup [v'Av|. (2.8)
veK(2s)

Besides submultiplicativity, the mapping in (2.8) satisfies all properties of a
matrix norm. We derive and collect some properties of (2.8) in Section D.1. All
results will be expressed in terms of || - ||s. The mapping allows us to impose
sparsity on a matrix A through the vectors v. Since all properties of (2.8) in
Section D.1 are also satisfied by the spectral norm, our main result remains true
for the spectral norm. This said, results for the spectral norm do not seem to
be particularly relevant in our setting.

We aim to derive concentration inequalities for estimates of I'y = (I'z(r —
8))r.s=1,...,, which collects autocovariances at different low lags. That is, our
goal is to bound the probability

IT; ~Tz|s >0

for 6 > 0. A natural estimator of I'y is Z*I(f x) for a known link function /.
We also use the notation g = ¢~1, and g;; = é_l In principle, fX could take on
any value, even beyond the domain [¢;;(—1), £ ;(1)] of g;;. Therefore, we assume
throughout the paper that g;;(x) = g:;(¢; (1)) for all > ¢;;(1) (and similarly
at the left border).

Assuming that the observations have a zero mean, the autocovariance matrix
Iy = (Tx(r — 8))rs=1,..r can be estimated as I'y = N7'XL Xy with N =
T — L and

X, ... X
Xx = : 5 . (2.9)
Xhy oo X4,

With a slight abuse of notation, we write both I'y = ¢(I'z) and I'x(h) =
(I z(h)).

The link function ¢;; defined in (2.4) depends on the CDF parameter vectors
0; and 0;. We collect these marginal distribution parameters across dimensions
into § = (6,...,0,)" and denote their estimators as 6 and 0; for i = 1,...,d.
Each component series is allowed a different marginal distribution, which poten—
tially depends on a different number of parameters. Let K; denote the number
of parameters for the marginal distribution of the ith component series and set
K = max;—; .. qK;. Explicit dependence on the vectors 6; is often omitted in
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our notations; antipodally, we write Q. (6;) = Q; », and C,,(6;) = C;,, when this
dependence needs to be emphasized. N

Estimates of £ and g and other related functions are written as ¢ and g and
are computed by replacing C; , with C;,, = Cpn(6;) in Q;,, = ®1(C; ). Our
estimator for I'; is written as T 7 = fd(f‘ x) for an unknown link function.

Our main results relate the probability of autocovariance matrix estimator
deviations of the latent process to the analogous probability in the observations.
To state these, several assumptions are needed.

2.3. Assumptions

We will work with two sets of assumptions. The first assumption set applies to
our main result, which relates the probability of how much I'; deviates from I'z
to the analogous probabilities in the observed {X;}. Assumption M.3 is shown
to hold for several common count distributions under Assumption M.2 in the
Appendix E.

Assumption M.1. There is a constant ¢z € (0,1) such that [I'z;;(h)| < ¢z
for h#0,4,7=1,...,d and |FZ,ij(0)| < ¢y for all i # j.

Assumption M.2. Foreach 0; = (0;1,...,0;k,)’, there exists an open neighbor-
hood S of ; such that the moment supy, ¢ g E[| X +|7] = supy,_, Eq, [|X;+|7] < 00
for some p > 2.
Assumption M.3. For each 0; = (6;1,...,0ik,)’, there exists an open neigh-
borhood S of 6; such that
00 L K; P
sup (1-Cnh(6;) 2 Cn(6;)
eiesnz:% 109
_1
= sup Z(P[XM >n])72 50 P[Xi: > n]| < o0.
0:€8 10 = 100

Assumption M.4. For each 6; = (0;1,...,0;Kk,)’, there exist an open neigh-
borhood S of #; and at least one n such that infy,cs Cy (6;) > 0.

Note that we require our moment conditions to hold uniformly in a neigh-
borhood around 6;. This allows us to infer finiteness on a compact subset of the
parameter space of 6;.

The following two assumptions ensure consistent estimation of I'; with a
log(Ld?)/T convergence rate. Other bounds may also lead to consistency. Sec-
tion 4 establishes these assumptions for a causal VAR series {Z,}.

Assumption C.1. There exist finite positive constants ¢; and ¢y such that for
any v € K(2s) and any § > 0,

P[\v’(fx —Tx)v| > cp(s)d] < crexp (—CQNmin{(S, 52})
with N =T — L and ¢o(s) > 1.
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Assumption C.2. There exist finite positive constants ¢; and ¢y such that for
any € > 0,

P[0 — 0]l max > €] < c1dK exp (—e;Tmin{e, e?}) .

The quantity co(s) in Assumption C.1 should be of lower order than ¢ and
describe some kind of lower dimensional structure imposed through the vectors
v € K(2s). We provide a discussion on Assumption C.1 and ¢y(s) in Section 4.3
below. The assumption that cy(s) > 1 has only aesthetic reasons.

2.4. Moments

We now collect some notation used in the proofs of the main results. Proposition
2.1 shows that ¢ is differentiable on the open interval (—1, 1) and gives an explicit
form for this derivative. In our proofs, the on- and off-diagonal elements in the
difference I'; — I' 7 are handled separately. In fact, bounds for the off-diagonal
elements can be expressed in terms of ¢’ due to (2.6).

Our main results are cast in terms of moment conditions for {X;}. The follow-
ing notation allows us to express our results compactly. As the diagonal terms
will be treated separately, quantities used to bound these terms are considered
first. Set

>, - 1
A; = Zn ||v9ici,n||1 = om Zexp <_2u f,n) nHVGiQim”h (210)
n=0

n=0

which is uniformly bounded in a neighborhood of 6; by Lemma D.3 after the
assumptions in M.2 and M.3 are invoked. The second representation emphasizes
the similarity to the subsequently introduced quantities and is further explained
in the proof of Lemma D.3.

Also define

k 1 & 1
) = = Y ewp (~5008 ) 1l 2.1)
n=0

Lemma D.4 ensures that (2.11) is uniformly bounded in a neighborhood of 6;
under Assumption M.2. Furthermore, Assumption M.4 ensures that (2.11) is
uniformly bounded from below since at least one of the summands in the series

expansion is nonzero. We will occasionally write mgf)(u) to emphasize that

ml(-k)(u) depends on 6;. Analogously, we introduce the derivative

k 1 & 1
HOw = = S (<5008 ) R FIVa Qi (212)
n=0

This expression will be further simplified in Lemma D.5 and is uniformly bounded
in a neighborhood of 6; under Assumption M.3. See Section E for further dis-
cussion on Assumption M.3.
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Our probability bounds will be expressed in terms of

A(e) = max sup A; (2.13)
i=1,....d g, cO(e)

for the diagonal terms and the following four quantities:

M(cz,e) = max sup ml(»k) (14+cz),
2:1,...,d91€@(8)
k=0,3
© (2.14)
pulez,e) = max sup p, (l1+ecz),
l?i()?;d 0;€0(e)

1
Mi(ez,e) = max sup 55
ool (m® (1 - ey))

i

") 2 (2.15)
Ms(cz,e) = max sup (mik (1*ch))

T 4
Tlisloieo (mﬁ‘” (1- cz))

with @(8) = {9 S [All,Alg] X - X [AKilaAKiQ] | H9 — 0i||max < E}. Here,
[Ar1, Ao refers to the interval of admissible estimates for the rth parameter in
the vector ;.

Note that Lemmas D.3-D.5 in combination with Assumptions M.2-M.4 en-
sure that the expressions (2.10)—(2.12) are uniformly bounded in a neighborhood
of 6;. Consequently, we can infer that the quantities (2.13)—(2.15) in our prob-

ability bounds are finite on the compact set O(e).

Example 2.3. Returning to Example 2.1, consider the Bernoulli case where
PX;:=1]=p;fori=1,...,d. Then, (2.11) and (2.12) simplify to

(k) 1 1 2) k
m;  (u) = exp [ ——q? i
() N p( 5y % ) lail
and
B ) = 2 exn (L2 Y 1ol | 2| = Clou o)
:uz (U) mexp( 2qu) |QZ| aplql mexp 2U Qz |ql| :

since 6%.6]1' = ﬁ, where ¢(-) is the standard normal density function.

3. Concentration inequalities for autocovariance matrix estimates

This section presents our main results. These results allow one to make inferences
about {Z;} from {X;}. Proofs are delegated to Section A.3 and subsequent
appendices.
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Proposition 3.1. Suppose that Assumptions M.1-M.4 hold. Then, for any
6,0,e,€ >0,

P[ITz =Tzl > Q2)8] 3 PIITx — Txls > § A8+ P[IFx — T > 4]

+ P[0 — Ollmax > 0 A AE]+ P8 — 0], > 3],
(3.1)
T'z) is a function of A, M, p, My, and My as defined

where Q(T'z) 1= Q(4, e,
and ( ) The explicit representation of Q(T'z) can be found

n (2.13), (2.14), a
in Section A.2.

We refer the reader to Section A.1 for an outline of the proof and its associated
challenges. Section A.1 also provides intuition on how 9,6, and & arise on the
right hand side of (3.1). While the result could be simplified by writing, for
instance, P[||§ 012, > 0] = P[||tz)\f 0)|max > 62], we purposely bookkept
second order terms to emphasize the proof’s strategy. For some insight on the
quantity Q(T'z), we refer to Example 3.1 below, where we discuss some of its
behavior in the Bernoulli case.

Note that once we estimate €s for specific marginal distributions, the pa-

rameters might be restricted to a certain interval. Then, 6 does not only have
to satisfy 6; —e < 0; < 0; + ¢ but also comply with the parameter space im-
posed by the marginal distribution. In other words, 6; lies in the intersection of
[0; —€,0; + €] and the parameter space given by the marginal distribution. The
prior knowledge of a set of feasible estimates results in our constants depending
on the set @(5) = {9 € [All,Alg] X X [AKil,AKiz] | ||0*91||max < 5}. Here,
[Ar1, Ao refers to the interval of admissible estimates for the rth parameter in
the vector 6;. Since € is supposed to go to zero, it will eventually be small enough
to ensure for [0; —e, 0;+¢] to be shorter than the interval of admissible estimates.
Similarly, & will be small enough to ensure fxﬂ-j(h) <0+ Ix;;(h) < 4;;(1) for
1 7& 7 since FX,lj(h) < &j(CZ) < &,j(l)
_ To simplify Proposition 3.1, one can work with a single quantity v = d A
0 A e A g, as stated in Corollary 3.1 below. The corollary is a consequence of
Proposition 3.1 and illustrates how convergence rates for the observed process
can be used to extract a high probability bound on deviations between I'; and
ry.

Corollary 3.1. Suppose that Assumptions M.1-M.4 and C.1-C.2 hold. Then,
for any d,8,€,€ > 0, there exists finite constants ¢;1,¢;2 > 0,1 = 1,2, such that
ITz = Tzll, > Q(T2)co(5)3)
<1 exp (—eipNmin {1,02,v/co(s)} + 2slog(Ld)) (32)
+ c,1dK exp (_CQ)QT min{1, uz})

with Q(Tz) = Q(g,e,g,l"z) defined in Proposition 3.1, co(s) > 1 as in As-
sumption C.1 and v =0 N0 ANeNE.
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512 - - 2097152

64 - - 262144

d paxy

fixed cz; =0

70

8- - 32768
! ! ! ! !
0.00 0.25 0.50 0.75 1.00
p/ez

Fig 1: The function M;(cz,0) in (2.15) in dependence of ¢z and the success
probability p.

From Corollary 3.1, one can further infer the existence of constants ¢; and
co > 0 such that

P[IT2 =Tzl > QT 2)eo(s)0]
< c1exp ( — ¢1,2N min {1, V2, 1//00(5)}

+ 2slog(Ld) — c2,2T min{1, v+ log(dK))
< crexp (—eoNmin {1,0%,v/co(s)}),

where we assume that N = max{co(s)/v,v=2, 1} max{slog(Ld),log(dK)}. Choos-

ing § = S=e=¢= 1/ % so that v = 4/ %, we infer the existence of
positive constants ¢; and ¢y such that

P

B2~ sl > QT )eo(s) lgg?”]

< cpexp (—cz min{ N, log(Ld?), \/N log(LdQ)/cg(s)})

< cpexp (—c 10g(Ld2)) (3.4)
= Clq_027
whenever N = ¢&(s)log(q) with ¢ = Ld>.

For a sense of what parts of ||T'z — T'z||s contribute to the probability bound,
we focus on Corollary 3.1 and compare the statement to some existing results.
The first part of the bound, ¢1,1 exp (—cl,gN min {1, V2, V/co(s)} + 25 log(Ld)),
can be separated into two parts. The first summand in the exponential bound is
almost the same as the one in Proposition 2.4 in Basu and Michailidis (2015) for
expressions of the form v'(I'z — I'z)v. This makes use of Gaussianity for {Z;}.
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The only difference is v/co(s). However, v/co(s) results from our second order
terms and is asymptotically negligible as seen in (3.4). The second summand
2slog(Ld) in the exponential arises after applying Lemma F.2 in the supple-
mentary material of Basu and Michailidis (2015); this effectively extends results
uniformly over all sparse vectors v € K(2s).

The major difference between our bounds and existing results for autocovari-
ance estimation of Gaussian series is the summand ¢y 1dK exp (_CQ?QT min{1, VQ}) .
This exponential term comes from estimating the unknown parameters 6 in the
marginal distributions and link function ¢. In particular, for a known link func-
tion, this summand does not show up in the bound; see also Lemma A.2 below.

Example 3.1. Returning to Example 2.3, consider the Bernoulli case where
PX;, =1 =p; fori =1,...,d. We aim to shed some light on the constant
Q(Tz) in (3.1). The quantity Q(T'z) is a function of (2.14) and (2.15) which
are functions of (2.11) and (2.12). In the Bernoulli case, those values depend
on the success probabilities p;, 7 = 1,...,d, and ¢z as in Assumption M.1. As
an example, we consider M;(cz,¢) for known probabilities p; such that e = 0.
Then,

1 1
My(ez,0) = max 5 = max :
i=1,...,d (0) (1 _e ) i=1,...,d 1 ____1 2
m; z Vo P\ Taa=e %
(3.5)
with ¢; := ®~1(1 — p;). In Figure 1, we plot Mj(cz,0) for p:=p; = -+ = pg

and as function of ¢z € (0,1) and p € (0,1). As expected, for strong temporal
and cross-sectional correlation, i.e. ¢z close to one as well as for very small and
large probabilities, the constants can get quite large. In general, with growing
dimension d, and more and more values p; contributing, we can get values close
to the boundary which results in large Q(T'z). One can avoid this phenomenon
by restricting the set of possible values to a closed subset of (0, 1).

4. Sparse estimation for latent VAR processes

In this section, we suppose that {Z;}:cz follows a causal VAR model of order p
(VAR(p)); that is,

r
7y = Z UoZiu+er, tEL, (4.1)

u=1

for some ¥, € R?*? and white noise series {et}+ez characterized by
Ele:] =0, Eleie}] = 3e, Elese}] =0 for s # t. (4.2)
We assume that the VAR(p) process is causal; that is,
det(¥(2)) #0, for |2|<1,zeC with ¥(z)=I3—V1z—--—T,2P. (4.3)

Our goal here is to estimate the transition matrices ¥q,..., ¥, in (4.1) sparsely
in a possibly high-dimensional regime.
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While our main result in Proposition 3.1 is proven in generality without
imposing any assumptions on the observed series, our results here require a
couple of more assumptions.

Assumption V.1. The function G in (1.2) satisfies G : R? — [a, b]%.

Assumption V.2. The parameters in 6; satisfy 6, = E[X; ;| which allows us
to estimate 60; via 0; = % Zthl Xt

These assumptions are satisfied for all discrete distributions having a finite
support and whose population mean coincides with the unknown parameter
characterizing the respective distribution. Examples are Bernoulli, binomial and
hypergeometric distributions. In contrast, it excludes discrete distributions with
an infinite support set like such as Poisson. We refer the reader to the second
part of Section 4.3 for a detailed discussion and potential extensions.

In the two subsequent sections, estimation of the coefficient matrices of {Z;}
(Section 4.1) and their estimator’s theoretical properties (Section 4.2) are pre-
sented. We conclude with a discussion of our results and the required assump-
tions (Section 4.3) and an illustration of the convergence rate (Section 4.4).

4.1. Estimation procedure

To estimate the VAR coefficients sparsely, we adopt a procedure proposed by
Basu and Michailidis (2015). However, their procedure needs to be modified so
as to base inferences on the observations.

The VAR(p) model can be written in a linear models form as

1 z, ... 7 o €41
Zp Zp oy o Zp,) \Y, el
(4.4)
A vectorized version of (4.4) is then seen to be
vec(Yz) = vec(XzBo) + vec(£)
— (Id & Xz) vec(BO) 4+ Vec(f,’)’ (4_5)
or
Y =205+ E, (4.6)

where Y € RVY with N = T — p, Z € RVN¥¥4 with ¢ = pd?, By € RY, and
E € RM4, To estimate ¥q,...,V¥,, we simply estimate 8y € RY in (4.6). To
impose sparsity on the transition matrices, we state the following assumption
on the true vector f.

Assumption V.3. Assume that 5y is an s-sparse vector; that is, ||Sollo =
=t [lvec(¥u)llo = s.
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Following Basu and Michailidis (2015), we define a LASSO-type estimator
for By by
5:argmin<—2B’§+5’I‘5+)\NHBH1) (4.7)
BERY
with N N R
7 = vee(¥z) = vec(g(¥x)),

fZId®fZ =Id®/g\(f‘x),

where vz = (Iz(1),....,Tz(p)"), Tz = (Cz(r—s))rs=1,..p, and their estimated
counterparts 4z and T z are defined analogously. Furthermore, for the observed
series {X;}, we set x = N71X{ Yy and T'x = %X)’(XX, where Vx and Xy
are quantities analogous to Yz and Xz above formed by replacing {Z;}1=1, .
with {Xt}t:L...,T in (44)

In contrast to Basu and Michailidis (2015), the population quantities v and I"
in (4.8) cannot be estimated through the VAR series {Z;}, which is unobserved.
Instead, we need to estimate v and I" from {X;},=1, . 7.

(4.8)

4.2. Theoretical properties

The theoretical properties of B in (4.7) are derived here. We state consistency
results in a possibly high-dimensional regime, allowing d and T to go to infinity.

As suggested in Loh and Wainwright (2012) and Basu and Michailidis (2015),
we first establish consistency under a restricted eigenvalue condition and a devia-
tion bound. Subsequently, we verify that these conditions are satisfied by {Z;}.
Section 4.3 clarifies how our proofs differ from those in Loh and Wainwright
(2012) and Basu and Michailidis (2015).

Restricted eigenvalue: A symmetric matrix [ € R gatisfies the re-
stricted eigenvalue condition with curvature a > 0 and tolerance 7 > 0 if

Tz > allz|®> — 7l|z||? forall = e RY. (4.9)

We write I' ~ RE(a, 7) for short.
Deviation bound: There exists a deterministic function Q(8y) such that

log(q)

15 — TBollmax < Q(Bo) N

(4.10)

The following proposition ensures consistent estimation of the coefficients for
a latent VAR(p) model obeying the restricted eigenvalue condition and devia-
tion bounds. The statement is effectively the same as Proposition 4.1 in Basu
and Michailidis (2015) for observed VAR models but using the estimators (4.8)
instead of those for an observed series.

Proposition 4.1. Suppose that T in (4.8) satisfies the restricted eigenvalue
condition (4.9) (we write ' ~ RE(«, 7)) with s7 < /32 and that (T',7) in (4.8)
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satisfies the deviation bound in (4.10). Then, for any Ay > 4Q(Bo) %,

18— foll < 645°Y, 1B — o]l < 165,
~ ~ o~ 2
(6—&YHB—&)§H&%§

The following two lemmas provide sufficient conditions for when the restricted
eigenvalue condition (4.9) and deviation bound (4.10) hold for a latent VAR
series. To state the lemmas, recall the causality assumption in (4.3) on the
VAR (p) model and set pmax(A) = max|,j—1 Amax(A*(2)A(2)), with A(z) =
Id — Z?:l Aij.
Lemma 4.1 (Verifying restricted eigenvalue). Suppose that Assumptions M.1-
M.4 hold and that the latent process follows a causal VAR model. Then, there are
constants cy, ca > 0 such that for all N = max{co(s)v—t,v=2, 1} max{slog(dp), log(dK)},
with probability at least 1 — ¢y exp (—coN min{1, 12, v/co(s)}),

T ~ RE(a,7),
where
N Amin (e ) - 1 -2 log(dp) o Amin(2e)
o= S (A)’ T =amax{c(s)v,v 1} N V= 54MmaX(A)Q(aZ)CSJ(S)
a1

with Q(Tz) defined as in Proposition 3.1 and co(s) = s.

Lemma 4.2 (Verifying deviation bound). Suppose that Assumptions M.1-M.}
hold and that the latent process is a causal VAR. Then, there are constants
c1,¢o > 0 such that for all N - max{co(s)v—1,v=2,1}slog(dp), with probability
at least 1 — c1 exp (—ceN min{1, 2, v/co(s)}),

= 1
15~ Tollmae < ) 2D (),

where

Q(Bo) = QT z)co(s)

with Q(T'z) as in Proposition 3.1, By in (4.4), eq; denotes the ith basis vector
of R? and co(s) < s.

4.3. Discussion

A discussion on our results, including a comparison to existing literature and
potential relaxations of our assumptions, is now provided.

Comparison to Basu and Michailidis (2015): The statement of Lemma 4.1
is analogous to the one of Proposition 4.2 in Basu and Michailidis (2015).
The proof is very similar and leads to almost the same relation between the
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sample size N = T — p and the dimension d. More precisely, we get N =
max{co(s)r~1,v=2 1} max{slog(dp),log(dK)} and Proposition 4.2 in Basu and
Michailidis (2015) states that N 5 max{r~2,1} max{slog(dp)}. Since the num-
ber of unknown parameters K in the marginal distributions is relatively small,
it is expected that max{slog(dp),log(dK)} = slog(dp). Furthermore, co(s)r~*
is due a second order approximation used in the proofs and will also vanish for
certain choices of v.

The statement of Lemma 4.2 is analogous to the one of Proposition 4.3 in
Basu and Michailidis (2015). This said, the deviation bound is significantly dif-
ferent in our setting and results in a different rate between the sample size
N = T — p and the dimension d. Basu and Michailidis (2015) require N
max{r~2,1}2log(dp), while our relation N = max{co(s)r=t,v=2,1}slog(dp)
includes the sparsity parameter s. However, this relation only impacts the as-
sumptions on the verification of the deviation bound in Lemma 4.2. Proposition
4.1 is however not impacted and requires the same assumptions on N and d as
Proposition 4.1 in Basu and Michailidis (2015). To compare our proof of Lemma
4.2 with that of Proposition 4.3 in Basu and Michailidis (2015), assume that
{Z.,} is observed. Then, estimation in (4.7) is done through

= vec(Yz) = vec(X5Yz),

R (4.12)
F=I,oT,=1I,®X,X;/N.

The estimators in (4.12) simply replace those in (4.8). Basu and Michailidis
(2015) use the fact that 3 — T8y = (I ® X)) vec(E)/N = vec(X,E)/N, with
E in (4.6), to extract a concentration bound on ||X,E/N||max. Since {Z;} is
unobserved in our setting, we need to reduce the issue to inference of auto-
covariance matrices to use our main result Proposition 3.1. Concluding, our
procedure affects the convergence rate for the deviation bound but not for the
main consistency result. As a byproduct, our procedure offers an alternative
proof for the deviation bound in Basu and Michailidis (2015).

Discussion of assumptions part I: Our analysis of the latent VAR setup is
restricted to bounded G; in (1.2) as formalized in Assumption V.1. Our proof
route will verify Assumptions C.1 and C.2 so that Corollary 3.1 can be ap-
plied. While Proposition 3.1 allows us to phrase concentration bounds on the
autocovariance matrices of the latent process through those of the observed
one, it remains to verify Assumption C.1 for an estimator of the autocovari-
ances of the observed process. Since the observed process is a function G of
a Gaussian vector series, bounded G;s permit use of Hoeffding’s inequality for
Markov chains (Fan, Jiang and Sun, 2021). Most existing concentration bounds
for functionals have been developed under Lipschitz continuity; a general result
for our setting requires results for the Hermite polynomials in (2.1). The case
for unbounded functions of Gaussian random variables is more challenging and
has been studied only in special cases. Here, Adamczak and Bednorz (2015)
develop concentration bounds for polynomials of certain degree. However, their
bounds are difficult to compute explicitly since they rely on a generalization
of the Frobenius norm for multi-indexed matrices. Adamczak and Wolff (2015)
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generalized Fan, Jiang and Sun (2021) for unbounded functions, but require
much more restrictive conditions than a Markov chain.

Assumption V.2 is chosen for simplicity. The purpose of this section is to il-
lustrate the usefulness of our main result Proposition 3.1. In principle, we should
be able to prove concentration results for other estimators for the parameters
of the marginal distribution. For example for the variance using the methods of
moments.

Discussion of assumptions part II: We add here a discussion on Assumption
C.1 and c¢o(s) therein. If the causal VAR(p) series {Z;} is observed, Assumption
C.1 is effectively satisfied by Proposition 2.4 in Basu and Michailidis (2015). In
Proposition 2.4 of Basu and Michailidis (2015), co(s) = 2nM(fz, s) with

= SS A
M(fz,s) sC{l,Ti’f,\S\gsfgffﬁﬁ] I fz¢sy(MI,

where f7(g) describes the spectral density of the subprocess {Z(S5)} = {Zt |ie
Stiez with Zy = (Z{,Z;_1,..., Zi_,41)"- In Section 4.4 below, we illustrate our
convergence rate and compare it with the one for observed VAR models.

4.4. Illustration of estimation error

In this section, we illustrate our theoretical results on latent VAR estimation
in a numerical study. We demonstrate how the estimation error of our estima-
tor for the latent VAR (4.7) scales with the sample size T and dimension d. We
simulate d-dimensional count series with marginal Bernoulli distributions and la-
tent Gaussian VAR(1) process. The success probabilities were randomly sampled
from p; € (0.4,0.7),% = 1,...,d. For different values of d (d = 5, 10, 15, 20, 25, 30,
or in terms of the number of parameters, d* = 25,100, 225, 400, 625, 900, resp.),
we generated sparse coefficient matrices U (8y = vec(¥)) with sparsity s (s =
(13,28,43,58,73,88), resp.), that is, the number of non-zero entries; see As-
sumption V.3. Then, we applied (4.7) with tuning parameter Ay = /log(d?)/N
on samples of sizes T' € {200, 300, 400, 500, 1000, 2000}. The ¢o-error of estima-
tion || B — Bol|? is plotted in the first row of Figure 2. The left panel displays
the errors for different values of d, plotted against the sample sizes T. As ex-
pected, the errors increase with the dimension. The right panel displays the
estimation errors against the rescaled sample size (T — 1)/(slog(d?)). Note that
this rate is suggested by our theoretical result in Proposition 4.1. That is, the
result suggests that ||3 — Bo]|? is proportional to s\% = slog(d?)/(T — 1) =
1/((T — 1)/(slog(d?))) and hence is proportional to 1/x if plotted against
2= (T —1)/(slog(d?)).

As discussed in Section 4.3, it is not expected to get a better rate when the
link function is known. The estimation of 6 to get estimates of the link function
should only impact the rate when K (the number of unknown parameters) is
large. To illustrate that, the second row in Figure 2 displays plots for the same
setting as described above but for known link function. As one can see, there is
no significant difference between the plots of the first and second rows.
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As also discussed in Section 4.3, our theoretical results claim that we get the
same convergence rate as when we observe a process which follows a VAR model
and estimate the transition matrices directly from the data. Those results are
proved in Basu and Michailidis (2015). For reference, the third row of Figure
2, displays the results for the observed process following the VAR(1) models in
our simulation study. As one can see, the estimation error does scale well with
the same rate as for the latent models, the difference being in the scale of the
vertical axes where the observed process naturally has smaller estimation errors.

5. Conclusions

This work considered a possibly high-dimensional count time series model whose
correlation structure is determined through the correlation of an underlying
latent Gaussian process. We derived a relation between consistent estimation
of the autocorrelation matrices of the latent process and the autocovariance
matrices of the observed process.

Several theoretical challenges needed to be addressed to ensure consistent
estimation of the latent model. These include estimation of the link function
based on unknown CDF parameters, the non-differentiability of the link func-
tion around unity, and the issue of high-dimensionality; see Section A.1. Assum-
ing that the latent process follows a VAR model, our results ensure consistent
estimation of the transition matrices of a VAR series at the same rate as for an
observable VAR series.

While we illustrated our results on the example of a latent VAR model, our
main result can be used for other models. For instance, it is conceivable to as-
sume that the latent process follows a dynamic factor model where the factors
follow a stationary VAR structure. Consistency results would require concen-
tration bounds on functionals of a dynamic factor model. A similar question
concerns how to derive consistency for possibly unbounded functions of the la-
tent Gaussian process as discussed in Section 4.3.

Further questions include extensions to non-stationary models, particularly
those involving covariates, estimation of related model parameters of the latent
process like the VAR order, and extensions to spatial settings.

Appendix A: Proofs of the main results

We give a short roadmap of the proof of Proposition 3.1 (Section A.1). Sub-
sequently, we restate Proposition 3.1 in terms of explicit constants which are
omitted in the statement (Section A.2) and continue then with the detailed
proofs of our main results (Section A.3).
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Fig 2: Estimation error of the LASSO HB — B||? plotted against T (left column)
and the theoretical rate (T — 1)/(slog(d?)) (right column) for three different
settings: First row: d-dimensional count series with marginal Bernoulli distri-
butions and latent Gaussian VAR(1) process. Second row: d-dimensional count
series with marginal Bernoulli distributions and latent Gaussian VAR(1) process
with known link function. Third row: d-dimensional Gaussian VAR(1).
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A.1. Roadmap

We give here a roadmap of the proof of Proposition 3.1 to emphasize the overall
structure and some of the main tools. Recall that

'y =g(Tx) with g=¢""

In contrast to the link function ¢, its first derivative ¢/ admits a known ex-
plicit representation which is stated in Proposition 2.1. We would like to take
advantage of this representation, and identify the following three issues to deal
with.

First, the derivative ¢'(u) is defined only on the open interval u € (—1,1).
Therefore, we have to deal with the cases u = 1 and u = —1 separately. As-
sumption M.1 excludes both cases for all off-diagonal elements of I";. However,
all diagonal elements of I'z satisfy I'z ., = I'z;(0) = 1 since we assume that
the latent process is standard Gaussian (has variance one). The general strat-
egy will be to apply a first-order Taylor approximation to the diagonal elements
and a second-order Taylor expansion to the off-diagonals. This procedure will
be applied to a range of different functions related to ¢. One of those functions is
g = ¢~!. In order to exclude all diagonal elements and to treat those separately,
we introduce the notation

1 for all h that T'z s = Tz :(0),
Gors(0) = { , or all r, s such that I'z, 2,i(0) (A1)

grs(v), else.

This notation will also be used for functions other than g but refers to the same
edges 7, s to be equal to one.

The second and third issues need a little more context. Our goal is to bound
the distance ||g(T'x) — g(Tx)||s by I x —T'x||s involving the autocovariances of
the observed process. An application of the mean value theorem is not sufficient.
The function g itself is estimated through the unknown parameters 6 of the
marginal distributions. Second, we address this latter issue by controlling the
error we make by estimating #; the procedure is explained in more detail in
Remark C.3. R

Third, consider the simpler problem of proving the bound ||g(Tx)—g¢(T'x)||s <
C|Tx — T'x||s and note that applying the mean value theorem componentwise
yields ||g(Tx) — g(Tx)|ls < [|¢'(2) ©® (T'x — T'x)]||s for some X. Since ¢'(X2) is
not necessarily positive semidefinite, one can show that the optimal C' such that
19(Tx) — g(Tx)|ls < Cmaxi—;,__ alg,i(X)||Tx — Tx||s is of order v/2s. This
would weaken our bounds. For this reason, we will work with a second-order
Taylor expansion; see also Remark C.1 and Wegkamp and Zhao (2016).

The following tree diagram gives an idea of how the subsequent sections
contribute to the different proof steps. Each node of the graph below represents
a distance which needs to be controlled with high probability. With each layer
of the diagram, we reduce the problem further, up to the point where we only
rely on the observed process. The edges represent proof steps which are justified
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in subsequent sections. Note that we omit the consideration of the diagonal
elements, those are studied in Section C.4.

In the fourth and fifth layer of the diagram, the distances have a superscript
r = 1,2. This is due to the use of second-order Taylor expansions applied to
different functions.

IT7 — Tzl

|

150 (Tx) = g4 (T

/ \

150 (Tx) = go(Tx)ls 19+ (Tx) = go(Tx)lls

— b T |

sermies Dy — T [f [€e(Tz) = Le(T2)I[3 16 = Ollmax ITx = Txlls

|

S 3 16 = 617

Note that the statement of Proposition 3.1 involves a series of parameters
d, (5 €,&. While ¢ is supposed to control the difference between T z and I'z, the
remaining ones only appear on the right hand side of the relation (3 1). The

remaining parameters 4, ensure respectively that ||I‘ x — I'x|ls, ||9 0| max

and |[€4(Tz) — £e(T'z)||s are small. See also Remarks A.1 and C.3 below for
further discussions.

A.2. Statements of results in Section 3 with explicit constants

We provide here the explicit constants which enter our main result Proposition
3.1. For completeness, we restate the proposition.

Proposition A.l. Suppose that Assumptions M.1-M.4 hold. Then, for any
8,6,e, >0,

P||T; - Tz > Q(I‘Z)Cﬂ ZP[Tx —Cx|ls > Ad] +P[|Tx — Txlf? > ]
+ P[0 — Ollmax > A AE]+ P[0 — 0]|2,0 > ]
(A.2)
with
Q(Ty) = Q(g,e,g,I‘Z) =4max{D(T'z),4R(Tz), QU(Fz),T(Fz)}maX{SQ(Fz), 1}

and the quantities D, R, S, T, U defined below.
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The quantities entering (A.2) are:
D(Tz) = D(e,Tz) = M} (1/2,£)2 max{3A(¢), 1},

R(Tz) := R(e,T;) = (stl(Qs) + 24n Mg(cz,a)) IT s

S(T2) = S(e.T7) = — = M(cz.e)ulez. ) [T, (A3)
(1-c3)2
T(Ty) = T(z,5.T) = JWMl(c(S),e)Mg(c(S),S),

U(Tz) :=Ul(e,E,Tz) = T(e,max{S*(Tz), 1}§,T2),

for some constant c(g) € (0,1), which depends on 5; here, A, M,y and My, M,
are defined in (2.13), (2.14), and (2.15).

Proposition 3.1/A.1 is a consequence of Lemmas A.1 and A.2 below, which
respectively cover the cases when ¢ is estimated or known.

Lemma A.1. Suppose that Assumptions M.1-M.4 hold. Then, for any §, g, €, >
0,

P [11g+(Fx) = g (Tx)lls > Q1(T2)3)]
3P [ITx ~ Txlls > 0 A8] + P [|Tx — Tx|2 > o]
+P {||§— Ollmax > 0 A e /\5} +P [||§— 0], > 5] ,

where

Q1(T2) = Q1(0,2,8,T2) = 4max{4R(T'z),2U(T2), T(T z)} max{S*(Tz), 1}
with R, S, T, and U as in (A.3).
Lemma A.2. Suppose that Assumptions M.1-M.J hold. Then, for any 9, 5> 0,

P [llga(Tx) = o(Tx) s > Q2(T2)6] 3P [IIPx — Tx[ls > 6 A 3]
+P[ITx —Tx|2 > 9],

where Q2(Tz) = Q2(6,Tz) = max{2R(0,Tz),T(0,6,Tz)} with R,T as in
(A.3).

In the upcoming proof sections, we refer to the statements in Section 3 as
opposed to those in the current Section A.2 but we certainly use the constants

in (A.3).

A.3. Proofs

Proof of Proposition 3.1/A.1. By treating the diagonal and off-diagonal ele-
ments of I'; separately, we get

P[IFz Tzl > QT2)]



/High-dimensional latent Gaussian count time series 25
=P [I5(Fx) - g(Tx)lls > QT3]
~ R 1
<P |I.(Fx) - (Tl > Q)3

+2 [ mx [GFn(0) — s (CxaO)] > DTS (4)

SP[ITx —Tx|s > 6 A 6]+ P[Tx — x| > 9]
+P[|0 = Ollmax > O AEAE] + P[0 — 0|2, > 3. (A.5)
To obtain (A.4), we used the triangle inequality and the fact that for the diagonal
elements of any matrix A € R4 ||I; @ diag(a11, . .., aq4q)ls < max;—1,..d|ail-

To obtain (A.5), the second summand is bounded by Lemma C.15. The rest of
the proof bounds the first summand of (A.4). We have

P |5.(Ex) - 6o (Cx)l. > QT2) 5

<P 13:(Fx) - s F)l > QT)

+P s (Fx) - 9T > Q)]

< P [[3(Tx) — ga(Tx)lls > Qu(T'2)3]

+ P [llga(Tx) = go(Tx) s > Q2(T2)] (A.6)
IP[Tx —Tx|s >3 A0 +P[|Tx — Tx|2 > J]

+ P[]0 = O||lmax > 6 Ae AE]+ P[0 — 0|2, > 6],

where (A.6) follows from

QTz)

= 4max{D(Tz),4R(T'z),2U(T'z),T(T z)} max{S?(T'z),1}

> dmax{4R(c,T2),2U(e,&,T3),T(c,8,Tz)} max{S*(T'z), 1}

= 4max{4R(e,T'),2U(¢,5,T 3), T(c,6,T2),2R(0,T5), T(0,0,T 2)}
x max{S?(T'z), 1}

=4max{Q1(T'z),Q2(Tz)}

with Q(I'z) > 4max{Q1(I'z),Q2(T'z)} and Q1(I'z), Q2(T'z) defined in Lem-
mas A.1 and A.2. The two summands in (A.6) can then be bounded by the
results in Lemmas A.1 and A.2, respectively. O

T(
T(

Proof of Corollary 3.1. The corollary is a consequence of Proposition 3.1. In-
deed, set v =5 Ad Ae AE. Then,

P[IF2 ~ T2ll, > QTz)eo(5)7]
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SP[ITx = Tx|ls > eo(s)v] + P[|Tx = Tx[|2 > co(s)¥]
+ P[I[6 = bllmax > v] + P[II6 = 6] > V] (A7)
< ¢q,1 €xp ( — ¢12N min {17 2 \v/co(s), I//C()(S)}

+ 2s min{log(Ld), log(21e Ld/2s)})

+ c21dK exp (—cz)gT min{v, VQ}) (A.8)
< ¢y,1€xp (—clygNmin {1, v I//CQ(S)} + 2510g(Ld))
+ co,1dK exp (—02,2T min{1, 1/2}) , (A.9)

where (A.7) follows from Proposition 3.1 and since ¢g(s) > 1 in Assumption
C.1, (A.8) is discussed in more detail below, and (A.9) is due to

min{u V2 L V} >min{1 V2 V}
"V oeo(s) eo(s) ) T T eo(s) )

Turning back to relation (A.8), the last two probabilities in (A.7) are bounded
by Assumption C.2. The first two probabilities in (A.7) can be bounded from the
following observation. By Assumption C.1 and Lemma F.2 in the supplementary
material of Basu and Michailidis (2015),

P {Hf‘x —Txls > co(s)y} < c1exp ( — ¢oN min{v, v*}
+ 2s min{log(Ld),log(21e Ld/2s)}),

~ v v
P[ Bo —Tol? } < — ¢y N mi — T
ITx = Tx|l§ > co(s)v| < crexp < ” mm{ co(s) 00(3)}

+ 2smin{log(Ld),log(21e Ld/QS)}) .

Lemma F.2 in the supplementary material of Basu and Michailidis (2015) re-
quires Assumption C.1 to be true for any vector v with |[v|| < 1. A close look into
the proof reveals that it is sufficient to have a result for any vector v € K(2s).
The proof uses a discretization argument to approximate the set [(2s). More
precisely, the authors construct an e-net to approximate K(2s) following Def-
inition 3.1 in Vershynin (2009) and the proofs therein utilizing the concept of
e-nets. Following Lemma 3.5 in Vershynin (2009), there is an e-net which is a
subset of (2s). The proof of Lemma F.2 needs Assumption C.1 to be satisfied
for any vector in the e-net and therefore elements of &(2s). O

Proof of Lemma A.1. For shortness, we set §* = max{S?(T'z),1}d and ¢* =
max{S?(Tz), 1} for some & > 0. With explanations given below, we have

P [11g+(Fx) = go(Tx)lls > Q1(T2)3)]



/High-dimensional latent Gaussian count time series 27
—~ 4
S P ge(Tx) = go(Tx)ll, > Qu(T2)

+P M(ﬁi(rx) —gu(Tx) © (Tx — FX)HS ~ Ql(rZ)ﬂ

+p || e @ -0 > arnf]
+P E e @y T > Ql(rzﬁi] (A.10)

< P[[ge(Tx) — go(Tx)ly > q1(e, 6", T2)57]
+P H‘@'.(FX) —9.(Tx)) ® (f‘X - I‘X)HS > Q2(5>€*»I‘Z)5*}
+P| > 0s(8.T2)d]

Fl(D) o Ty - rx)GQHS > ai(=,5,T2)0] (A1)

gl(2)® (Tx —x)®?

1P [
ZPlle(Tz) = £a(T2)]|s > 6" A*] + P[[[a(Tz) — £a(Tz)|2 > 7]
+P[|Tx —Tx|ls >3 A 8] +P[|Tx — Tx|? > ]
+P[[a(Tz) = ta(T2)ls > "]+ P[|a(T'z) — La(T2)|2 > 67
+ P[0 = Ol max > €]
gl(2) o (Tx - FX)QQHS > Q3(5»FZ)5]

+P|

+P[

()0 (Tx —Tx)%|| > au(d.T2)9) (A.12)
ZPIle(Tz) = £e(T2)]|s > 6" A*]+ P[[la(Tz) — £a(Tz)|2 > 7]
+P[|Tx — Tx|ls > 6 A 8]+ P[Tx — Tx|? > 4]
+P[[a(Tz) = €a(T2)ls > "]+ P[|a(Tz2) — La(T2)|2 > 67
+ P[0 = 0lmax > €] (A.13)
ZPIle(Tz) = £e(T2)]|s > 6" Ac*] + P[[a(Tz) — £a(Tz)|2 > 7]
+P[|Tx — Tx|ls > 6 A 8]+ P[Tx — Tx|? > 4]
+ P[]0 = 0l|max > €. (A.14)

The bound (A.10) follows by applying the second-order Taylor expansion to the
function « — g(z) — g(x) around the true covariance matrix, where 3 is such
that [ —Tx| < |© - f‘X} (entry-wise); see also Remark A.1. To bound the
probabilities in (A.10) further, we aim to use Lemmas C.1, C.2, C.3 and C.4.
The four lemmas respectively introduce the constants qi,¢qs, g3 and g4. In the
following, we argue why Q1(I'z) is always larger than either one of them. This
will give us (A.11). Indeed, note that

Q1(Tz)
=4max{4R(T2),2U(Tz),T(Tz)} max{S*(Tz), 1}
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= 4max{4R(e,Tz),2U(¢,5,Tz), T(c,6,Tz)} max{S*(T'z), 1}

=4max{4R(¢,Tz), 2T (¢, max{S*(T'2),1}5,T2), T (e, g, T'z)} max{S?*(Ty), 1}

= 4max{4R(e,T),2T(e,c*,T2), T(e,,T z)} max{S*(T'z), 1}

= dmax{q(e,*,T), T(c,0,Tz)} max{S?(T'z),1} (A.15)

= 4max{qi(c,e*,T2), q2(e,e*, ), T(0,0,T2),T(c,8,Tz)} max{S?(T'z), 1}
(A.16)

= 4maX{Q1(8a€*7 I‘Z)a Q2(8a€*a FZ)a Q3(5:7I‘Z)7q4(57ga I‘Z)}maX{SQ(I‘Z)v 1}7
(A.17)

where (A.15) follows since ¢a(e,e*,T'z) := max{4R(e,Tz),2T(e,e*,Tz)} as
defined in Lemma C.2. The inequality (A.16) is due to the relation go = 2¢; and
T(0,6,Tz) < T(e,8,T%). Finally, (A.17) follows since gs(6,T'z) = T(0,0,T )
and q4(c,6,Tz) = T(,8,T) as stated in Lemmas C.3 and C.4. Then, (A.12)
can be inferred by applying Lemmas C.1 and C.2 with § = §* and 5 =e*. The
inequality (A.13) follows by Lemmas C.3 and C.4. Finally, note that by Lemma
C.12,

PI8(T2) = 6a(T2)lly > S(T2)8] < PG = Ol > 6 A <],

PI6a(T2) = (T 2)|2 > S*(T2)0] < PIIE = 0] > 0] + P — 0llmax > <.

max

Hence, using (A.14), we can infer

P [115+(Fx) = g (Tx)lls > Q1(T2)3)
3P [I6(T2) = G(T2)]ls > SIT2)(6 AZ)| +PlI(T2) = £a(T2)|2 > S2(T2)q)

+P[|Tx —Tx|s > 6 A0+ P[|Tx —Tx||? > 6] + P[||0 — 0]|max > £]
ZP[Tx —Tx|s > A6 +P[|Tx — Tx|? > 4]
+P[||6 = O||lmax > S AEAE] + P[0 — 0], > ).

O

Remark A.1l. In light of our extensive use of second-order Taylor approxima-
tions applied to the link function ¢ and its inverse g, we pause here to discuss
some differentiability issues. Note first that as a power series with absolutely
summable coefficients, the function ¢;;(u) is differentiable infinitely many times
for u € (—1,1). An expression for its first derivative is given in Proposition 2.1.
The inverse function g;; of ¢;; is defined on (¢;;(—1),4;;(1)) and is differentiable
infinitely many times on this interval, since the same holds for ¢;; on (—1,1).
As an example for differentiability requirements in the proof of our results, we
discuss (A.10), where we applied a second-order Taylor approximation as

9a(Fx) = ga(Px) + 64 Tx) © (Fx — Tx) + 500(%) © (B — )
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for some ¥ such that |X —T'x| < |Effx|. Strictly speaking, this requires twice
differentiability of g on |5 — T'x| < [£—Tx|. However, g;; is twice differentiable
only on (¢;;(—1),£;;(1)) but the estimator T'x can certainly take values outside
of this interval. We assume implicitly for now that r x is close enough to the
true I'x to ensure differentiability. In Lemmas C.3 and C.4, we will address this
issue by intersecting with the event {||T'x — I'x||s < ¢}, whenever we aim to
bound the second-order terms.

Proof of Lemma A.2. By the second-order Taylor approximation of each com-
ponent of g around I'y and subsequent application of the triangle inequality,
we get, for some ¥ such that X — x| < |E - Ix|,

9e(Tx) — go(T'x)

S

~ 1 —~
<||lgr) 0 @x ~Tx)|| +3 o) @ Fx ~Tx)°?
_ P 1 ~
= [ e @x T 5[ @ -T2 (aas)
~ 1 ~
< RO,Tz) [Bx ~Tx| +35 [s0(® 0 Bx -T2 (A.19)

The equality (A.18) follows since ¢'(T'x) = (¢~ ({(Tz)) = (¢)°1(T2); see
Proposition 2.1 for an explicit representation of ¢'. Furthermore, relation (A.19)
follows by Lemma C.6. While the first term in (A.19) is already what appears
in the bound of Lemma A.2, the second term needs to be considered further.
We thus have

P [[lg(Tx) = g0 (Tx) | > Qa(2)0]

~ )
<P |R(0,T2)|Tx —Tx]s > Qz(rz)]

2

+P[[o =) 0 @x -Tx)%| > @a(T2)d]

<P||ITx —Txlls > 5] +P U g/(2) e (Tx —Tx)

j > g3(6, rz)a] (A.20)

<P [|Fx —Txll, > 6] + P [IFx — T | > 6] + P [|Tx — Tx]l, > 3]
) (A.21)

3P [ITx ~Txlls > 578] +P [ITx —Tx|2 > 4],
where (A.20) follows since
Q2(Tz) = max{2R(0,T2),T(0,5,T )} = max{2R(0,Tz),q3(3,T2)}

and (A.21) is a consequence of applying Lemma C.3. O
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Appendix B: Case of latent VAR processes
B.1. Proofs of results in Section j

In this section, we provide all proofs concerning the transition matrix estimation
of the latent VAR(p) process.

The following proof of Proposition 4.1 is exactly the same as the proof of
Proposition 4.1 in Basu and Michailidis (2015) and is only included for com-
pleteness. The actual contributions below are the proofs of Lemmas 4.1 and 4.2.
Those lemmas show that the restricted eigenvalue condition and the deviation
bound can be verified for the latent process based on the observed count series.

Proof of Proposition 4.1. Recall ['=1,8T, from (4.8). Since B minimizes the
objective function, we get that, for all 3,

=287+ BT84+ MllBll < 2607 + B4T50 + Aw ol

The above inequality reduces to
v'Tv < 20'(5 = Do) + An (8ol — 180 +vllr),
where v = Zi’\ — Bo. By the restricted eigenvalue condition

vTo > alol* = 7(N.g)[[o]]} = (@ = 1657(N, q)|[v]* = %IlvH?, (B.1)

where the second last inequality is due to [|v]|; < 4|lvs|li < 4+/s|v|| which
follows by Cauchy-Schwarz inequality. The last inequality in (B.1) follows by
the assumed relationship between 7(N,¢q) and a.

Set S = supp{fo}, such that By ; = 0 for all j € S¢, where S¢ denotes the
complement of S. We write fy s for the corresponding non-zero entries of fy.

By (B.1), v'T'v > 0 for all v € RY. Then,
0 < v'Tw < 20'(5 = T80) + A ([|Boll — 180 + v]l1)
< 20'(3 = TBo) + An(l|Bo,sll — [1Bo.s + vs|l1 — ||Bo,se + vse

< 2[[[[1[[F = TBollmax + An(llvslli — llvse|l1)
AN

1)

< Sl +An (sl = llose )
3\ A
< “5 lloslh = S losel (B2)

since ||§flq60 lmax < Q(5o) % by the deviation bound and since we suppose

that Ay > 49(80)1/ %. Then, (B.2) ensures that ||vge||1 < 3|lvs|/1 and hence

[olly < 4flusll < 4y/s]v]l-
Due to (B.1), the upper and lower bounds on (B.2) and (B.1) lead

A A - A2
o] < 16v/5=X, [olls < 4vsAn o] < 64528, o'Tw < 2An|lv]ly < 12852
[0 (6] [0

O
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Proof of Lemma 4.1. (Restricted Eigenvalue condition) By Lemma B.1 in the
supplementary material of Basu and Michailidis (2015), we have

[ ~ RE(a,7) if Ty~ RE(a,7).

For this reason, it is sufficient to prove the restricted eigenvalue condition for
ry. _

Under Assumptions C.1 and C.2, we apply Corollary 3.1 with § = § = ¢ =
€ = v so that

P|ITz ~Tz|ls > QT z)eo(s)v]

< ¢y,1€xp (70172]\[ min{1, 1/2} + 2s log(dp)) + co21dK exp (—CQ,QT min{1, 1/2})
< c1exp (_0172N min{1, v} 4 2slog(dp) — 2,27 min{1, v+ log(dK))

< c1exp (7CQN min{1, 1/2})

since N =T —p < T and N = max{co(s)/v,v2, 1} max{slog(dp),log(dK)}.
Then,
Amin(Es)

e _ dp
v'(Ty I‘Z)v‘ < Q(Tz)eo(s)v 52 (A) forall veR (B.3)

with probability at least 1 — ¢y exp (—co N min{1, % v/cy(s)}) and choosing

v — )\min(Ee)
B 54NmaX(~A)Q(I‘Z>CO(8).

From (B.3) and by applying Lemma 12 in the supplement of Loh and Wainwright
(2012) we infer

~ Amin(22) 1
/r > /F . min € 2 - 2 .
v'Tzv > 0Tz 72umax(«4)(”vu2+ Slvlly)
Then,
= )\min(z ) )‘min(z ) 1
VT pu > —HIATE) )2 — ZmmAre) 2 g))2 B.4
i (A) 112 ™ B () 5 1111 By

1 -
> al|v]|3 - a max{y~*, 1}4log(dp)||v[| = aflv]3 - rllv]}.  (B.5)

The bound (B.4) follows since v'T zv > )L‘L“L((Zj)) |lv||3 by Proposition 2.3 and rela-

max

tion (4.1) in Basu and Michailidis (2015). With s = [N min{1, v?,v/co(s)}/4log(dp)]

and o and 7 in (4.11), we infer (B.5). O
Proof of Lemma 4.2. (Deviation bound) Note that

H;Y\ - 1—‘BOHmaX < H(F - F)50”max + |W - ’YHmaxa (B-6>
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since v — 'Sy = 0, where v and T are the population quantities of 54 and L.
Let e4,; denote the ith basis vector of R9. Then, considering both summands in
(B.6) separately, we get for the first summand,

(T —T)Bollmax = max |e};(la®@ Tz —T)5|
q,

i=1,...,q

= max [ej(la® (Tz —T2))B|

= max leg. vec((Tz — T'2)By)| (B.7)
i=1,...,q
= i:l,...,prglz;lszl,‘..,d |€;d’i(rz — Fz)Boed,ﬂ7 (B.8)

where 8y = vec(Bp) with By in (4.4) and (B.7) is due to Theorem 2, Section
4 in Magnus and Neudecker (2007). Note that ||Boeq,;|| < 1 since ||Boeg ;| =
| Boea,;ll/llea,;1l < sup, |Bov|l/||lv]| < 1. By using (B.8) and with further expla-
nations given below, for u1 = 3Q(T'z)co(s)d with v; = Boeq,;,

P [T = D)ol > pu]

=P e lai(Tz = Tz)Boeas| > M}
pd
< Y PllehaiPs ~T2)vs] > pu (B.9)
i,j=1

pd
~ 2 ~ 2
<3 (P 60,z =~ Tlegasl > S| + 105z = Pl > 2y

ij=1
~ 2
+P [(epd,i + 'Uj)l(FZ — FZ)(epd,i + Uj)| > 3N1] ) (B.lO)
9 ~ 1
< (pd)3P | Iz —Tzlls > gm
< cy,1€xp (—cl,gN min {1, V2, V/co(s)} + 210g(pd)) . (B.11)

We used a union bound to infer (B.9). The relation 2|v’ Aw| < |v’ Av|+ |w’ Aw|+
|(v+w) A(v+w)| implies (B.10). Under Assumptions C.1 and C.2, Corollary 3.1
and (3.3) with N = max{co(s)v~!,v72, 1} max{slog(Ld),log(dK)} and N =
T —p<T give (B.11).

For the second summand in (B.6), recall from (4.8) that v = vec(vyz) with
vz = (Tz(1),...,Tz(p)'). We further introduce T = (Lz(r—=5))rs=1,....(p+1)
and T%™ = (T2(r — 8))pemt....(p1)-

17 = ¥l max
= H VeC(QZ) - Vec(’)’Z)”max

= H(e/(p+1),1 ® Id)(rzéﬂ - FZJrl)((e(p-‘rl)d,Za s €pr1),(pt1)) ® L) [l max
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Sprl 11
max dp|eil,i(62p+l),l®jd)(:[‘% -I5")

i=1,..., d;j=1,...,
X ((ept1)d2s -+ €(pr1),(p+1)) @ La)€ap,;]
= omax (TG TG ws ), (B.12)
i=1,...,d;5=1,...,dp ’
where w'u = e:i,i(e,(p+1),1®ld) and Wa,; = ((e(erl)d,Q, ey e(p+1),(p+1))®ld)edp,j'

In particular, using (B.12) and with further explanations given below, for pus =
3Q(T'z)co(s)d,

P17 = Yllmax > pe]

- 1 1
=P | (B T >

Ladig=1,..., d;
dp
< 3 Pl (0% — T4 wayl > o] (B.13)
ij—1
dp 9
<> (P {WM(F?I —T5 w4 > 3M2}
ij=1

-~ 2
# gy (B = T3 > S

~ 2
+ P [|(w1,i + w27j)/(I‘Té+1 _ I‘%—Fl)(wLi + wg,j)| > 3#2:| > (B14)

3
< ¢y exp (—eaN min{1, v, v/co(s)} + 2log(pd)) . (B.15)

~ 1
< 3(dp)? P [nr’;“ ), > Nz]

We used a union bound to infer (B.13). The relation 2|v’ Aw| < |v’ Av|+|w’ Aw|+
[(v 4+ w) A(v + w)| implies (B.14). Under Assumptions C.1 and C.2, Corollary
3.1 and (3.3) with N = max{co(s)r~1,v72 1} max{slog(Ld),log(dK)} gives
(B.15). Note that N =T — p < T and log((p + 1)d) = log(1 + 1/p) + log(pd) <
2log(pd).

Combining (B.11) and (B.15), there are constants c1,ca > 0 such that

p [\w — TBollmax > 6@(1“2)00(3)4 < crexp (—caNmin{1, 02, v/co(s)}) .

log(q)

, we get

Choosing v = A(,q

~ 1
15~ Dbl < 6QT 2)eo(s)y |52

with high probability. O




/High-dimensional latent Gaussian count time series 34
B.2. Verification of Assumptions C.1 and C.2

In this section, we verify Assumptions C.1 and C.2 in certain cases. More specif-
ically, we show that Assumption C.1 is satisfied with ¢o(s) = s and for VAR(p)
models whenever the function G is bounded. We refer to Section 4.3 for dis-
cussions on c¢y(s) = s and boundedness of G. We prove that Assumption C.2 is
satisfied whenever the unknown CDF parameters ; can be estimated through
the mean of the observed process. Examples include Bernoulli, binomial and
negative hypergeometric distributions.
Write a VAR(p) model as a pd-dimensional VAR(1) model, that is,

Zt \1/1 cee \pr,1 \pr 7 Et

Zi1 Iy - 0 0 =1 0
. = . . . . +| . or Y; =AY 1+¢;.

Zi—pi1 0 .. I, o) \F 0

(B.16
A VAR(1) model in (B.16) is known to satisfy the Markov property and is
also geometrically ergodic under assumption (4.3); see p. 944 in An and Huang
(1996). Under geometric ergodicity, Theorem 2.1 in Roberts and Rosenthal
(1997) implies that there is a spectral gap A with 1 — A > 0.

For the verification of both Assumptions C.1 and C.2, we will use the following
concentration inequality for bounded functions of general-state-space Markov
chains derived in Fan, Jiang and Sun (2021). The result is expressed in terms of
Ar, the rightmost value of the spectrum [\, \]. We refer to 1 — A, as the right
spectral gap of the Markov chain.

Theorem B.1 (Theorem 3 in Fan, Jiang and Sun (2021)). Let {Y;}:1>1 be a
Markov chain on X with right spectral gap 1 — A\. > 0. For any € > 0 and
bounded function f : X — [a,b],

T

1 & 1
72 FV) = 5 > BIF()]

t=1

P

"1+ max{0, A} (b—a)2/2

_ 2
- 5] < 2exp ( 1—max{0,A.} Te ) .

We start with the verification of Assumption C.2 since it is slightly simpler.
Verification of Assumption C.2: First, consider the expected value and note

that
N 1 L
Ef] =B |7 ;:1 Xl,t] =0,

Then,

P[ max |6; — 6;] > ¢] = P[ max |6; — E[6;]| > €]
i=1,...,d i=1,...,d

[RRER)

< dP[|6; — E[0]] > €]

T
1 ~
< — R .
dP [ ?:1 X, — E[6)]

-
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T T
:dP[ Z Yt——ZE ()] (B.17)
1 —max{0,\.} Te
< _ = .
—2deXp< 1+max{0)\}2b2) (B-18)

where (B.17) follows by choosing the function f as f :y +— (ep; @ €q,i)'G(y).
Then, it remains to verify that f is bounded which follows since f(y) = (ep,; ®
ed:)'G(y) < blep,i @ eq) jap = b, where jg; denotes a dp-dimensional column
vector with all entries equal to one. Finally, (B.18) is a consequence of applying
Theorem B.1.

Verification of Assumption C.1: We consider here the centered random vari-
z}\bles X; = Xy — EX; to estimate I'y. First, note that the expected value of
I'x can be calculated as

ETx
1 1 = N
= F Xy Xx = (N E Z Xt_,.+1Xt’_S+1>
t=p r,s=1,...,p
1
(N Zt r+l G(Zt—s+1),) - EG(Zt—r+1) EG(Zt—s+1)/)>
r,s=1,...,p
1 T-1
= (N Z(E(Gm(Zm,tfrnLl)Gn(Zn,tferl))
t=p
—EGn(Zmt—r+1) EGn(Zn, ts+1))m,n—1,...,d>
r,s=1,...,p
o - Cm,kCn k 0k _
o ( ( k! FZJn,n(r S) )7n,n=1,...,d> o FX’ (Blg)
k=1 r,s=1,...,p

where the first relation in (B.19) follows by applying the Hermite expansion
(2.1) to get

1
T Z E Gm(Zm,tfrJrl)Gn(Zn,tfs#»l)

1 >\ CmkCn
_ > lju L E Hy(Zimt—r1) Hi(Zn i 1)

1 = Cim,kCn
- 3 C’Z#Fz,mn(r — )k (B.20)
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where (B.20) follows by relation (5.1.4) in Pipiras and Taqqu (2017). We now
aim to apply Theorem B.1. Write

P[|v/(Tx — Tx)v| > s8] = P[[v/(Tx — ELx)v| > 6]

— / 1 / 1 ,
= {v (NXXXX ’EﬁXXXx)u‘ > 55}

1 -1 1 T-1
=P “N PIFCORE DD E[f(Y%)]‘ > 8| (B.21)

t=p t=p
1 — max{0, \,} N§2

< B .
< 2exp ( 1+ max{0, .} 8b* ) (B.22)

The function f in (B.21) is characterized below and satisfies |f(y)| < b%4s.
Finally, (B.22) is a consequence of applying Theorem B.1.

To find the function f in (B.21), set v = vec([vg : -+ : v,]) with v, € R?
and G(K) = (G(Zt)/ - EG(Zt)/, .. ~3G(Zt—p+1)/ - EG(Zt_p+1)/)/. Then, the
function f in (B.21) can be determined through the following calculations:

U’X)'(XXU

—[G)  GVpn) i GV DGV, s GVpya) - GV )]

T-1
= <Z(e;,r ® 1)G(Y,)G(Y2) (e, , ® Id)’> v

t=p s=1...p
3 Y e, @ GG @ L) Zf vi)
t=p r,s=1

with f:y = 37 (e, ® I)G(y )é(y)'(e;’s ® I4)'vs. Then, it remains to
verify that f is bounded. Denote Jq as a d x d-matrix with all entries equal to
one and j4 as a d-dimensional column vector with all entries equal to one. Then,
with explanations given below,

p

)l =| D vile),, ® I)G)Gy) (e, , @ 1a) v,

r,s=1

p
<40? Y |vrl(e), ® Ia)Jap(e) @ La)'|vs] (B.23)

r,s=1

p
= 4p° Z |UH(6;,T' ® 14)(Jp ® Ja)(ep,s @ La)|vs]

r,s=1
p
=40 37 [0l © L)y @ Ja) v (B.24)
r,s=1
p
= 46" 3 (@ Ja)ls| (B.25)

r,s=1
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P d d
=40® D il Y losl
j=1

r,s=1 =1
P d
<2v? Z Z (2, +v2 ;) = b’4s, (B.26)
r,s=114,j=1

where (B.23) follows since we assume that |G;(y;) — E G;(y;)| < 2b, (B.24) and
(B.25) use a Kronecker product property in equation (4) on page 32 in Magnus
and Neudecker (2007); and for (B.26) note that ||v|| = 1.

Appendix C: Technical lemmas and their proofs

Our technical lemmas required to prove our main results are separated into re-
sults on the inverse link function and its derivatives (Section C.1), the reciprocal
of the first derivative of the link function (Section C.2) and bounds on the link

function itself and its derivatives (Section C.3). Finally, we consider the diagonal
elements separately (Section C.4).

C.1. Inverse link function and its derivatives

This section provides high probability bounds for expressions of the form

|G @) - @) 0 @x -

, a€{0,1,2}, (C.1)

where the function g is the inverse of the link function ¢, ge is defined in (A.1)
and X is such that ¥ =Tx or |[¥ —Tx| < ‘f‘X — I‘X’. Note that ¢(*) diverges
from our previous notation and denotes the function g itself (a = 0) and its first
and second derivatives (a = 1,2). The following lemma covers the case a = 0 in

(C.1).

Lemma C.1. Suppose Assumptions M.1-M.J. Then, for any 9, 57 e>0,
Pll|ge(Tx) — go(T'x )|, > q1(T'2)d]
3P [I6a(T2) = £a(T2)lls > 6 A 3] + PIIE(T2) — La(T2)|I2 > 9]

+ P[Hé\_ Ollmax > €]

with ¢1(Tz) := q1(,6,T2) = max{2R(e,Tz), T(c,6,Tz)}.

Proof. Noting that g(T'x) = (=1 ({(T'z)) =Tz = -1 ({(T)), we get
[G¢(Tx) — ge(Tx)l,

(1 UT2) = (T 2))|| = |0 (T 7)) = 61U 2))

< H(z,—l)fw(rzn ® (ts(Tz) — 1a(T'2))

S

)

S
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5 [ @) ((rs) a2

S

_ H(Z’)?(‘”(PZ) @ (Lo(Tz) — 1a(T'2))

S

i
S

3 |l@y e e wrs) - Lra)e?

where (C.2) follows by the second-order Taylor expansion of =1 around Z(l" z)
for some % such that |S — ¢(T'z)| < [¢(T'z) — {(T'z)|. For the equality (C.3),
we use (D.46). We further bound the probabilities of the two terms in (C.3)

separately.
P[[ge(Tx) — go(Tx)ll, > q1(T'2)d]

<P _H(Z')?w(rz) © (Iu(Tz) — ﬁ.(rz))Hs > ql(rz)g}

L p [; F() © (0(T ) — 6a(T2))°2

e Q1(I‘Z)g}

<P (@2 VT2 © @7 - 6(T2)|| > R T2)]

+P [ 3/(2) © (£e(Tz) — £u(T2))®?

> T(e, 3, Fz)é}

~

<P { 7.(Ty) — e.(rZ)HS > 5 AS} 4 P[[0u(T ) — €a(T2)|? > 0]

+ P[0 — Ollmax > €],

where (C.4) follows since ¢;(T'z) = max{2R(e,T'z),T(c,5,T'z)}, and (
follows from Lemmas C.11 and C.5 since R(I'z) := R(e,I'z) and ¢(T'z)
T(€,5,Fz).

The following lemma concerns the case a =1 in (C.1).

Lemma C.2. Suppose Assumptions M.1-M.4. Then, for any 9, g,s >0,
P {H@/.(FX) —g.(Tx) o Tx — I‘X)H > Q2(I‘Z)§}
SP[ITx —Tx|s > 6 A 8]+ P[|Tx —Tx|2 > 4]

+P[|[ta(Tz) = €a(T2)|ls > 6] + P[|[a(T2) — £a(T2)|? > ]
+P[|6 — 0| max > €]

with g2(Tz) := qa2(e,0,Tz) = max{4R(¢,Tz),2T(e,6,T z)}.

Proof. With explanations given below, we bound the quantity of interest as

follows:

|@ ) - g @ (Fx - Tx)

S

(.((T2)) = gu(t(T'2))) © (Tx — T'x)

S
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< |[@ers) - gL@rz)) © x - x|
+ | @ (Er2) - gl (UT2) © (Tx ~ Tx)||

) oe (2\.(1—‘2) —4e(T2)) ® (fX — FX)Hs

+ (@) - ()2 E2) @ (Fx ~T)| (C.6)

<5 @@l @) - e +2H|A" \@(rx—m@s
+[|@V @ 0 Bx —Tw)|| + @70 @x -Tx)
(C.7)

where (C.6) follows by the mean value theorem for some ¥ such that | — 4(I'z)| <
|€ (Tz) — {(T'z)| and the last line (C.7) is a consequence of |[A ® B| < (A% +
B®?) and (D.18) in Lemma D.2. The four summands in (C.7) can be handled
through subsequent Lemmas as follows

[H @(Tx) ~g,(Tx)) © (Fx ~Tx)|| > e(T2)9)]

H 2)|© (@(Tz) ~ ()| > a2(T2)6/2]

+P [l 0 @x —T0)%| > w2672
P[0V 0 Bx ~Tw)|| > a:(02)0/4]
+P[[|@2° ) 0 @x ~Tx)| > w(T2)/4]

<P [|@@) 0 @rs) - )| >T(3,T2)]

+P [HI““ o (Fx —Tx)®| > 7T(,3.T2)9
+P [H (I, e (Tx —Ty)
+P [|@) Vs o (Bx - Tx)
P[|[0a(Tz) — £a(Tz)|% > 6] + P[|Tx — Tx || > J]
+P[|Tx — Tx|ls > 8] + P[[6a(Tz) — £a(T2)]s > ]
+P[|ITx — Txlls > 8] + P[0 — 0l|max > €] (C.9)
P[|ITx — Tx|ls > 6 Ad] + P[|ITx — Tx|? > 6)
+P[[la(T2) = £e(T2)ls > 8] + P[|€a(Tz) — £a(T2)[|? > 4]
+ P[0 — 0llmax > €]

>R, rz)a}

> R(o,rz)cs} (C.8)

S

where (C.8) follows since

¢©(Tz) = max{4R(c,T3),2T(c,5,T )} = max{4R(0,T2),4R(c,T2),2T(c,5,T )}
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with R,T as in (A.3). The relation (C.9) follows from Lemmas C.5 C.4, C.10
and C.6 since R(T'z) := R(e,T'z) and ¢4(T'z) = T'(e,6,T ). O

We proceed with finding bounds on (C.1) with @ = 2 and reduce the problem
to expressions of the form

In particular, we distinguish the cases when ¢ is known (Lemma C.3) and when
g is estimated (Lemma C.4).

gl(2)® (Tx — x)®?

S

Lemma C.3. Suppose Assumptions M.1-M.J and let ¥ be such that |¥ — T'x| <
‘I‘X — I‘X‘. Then, for any 6,0 > 0,

dl

gl(2) @ (Tx —Tx)®?

> q3(rz)5} <P [||fX T2 > 5]
+P[|Tx —Tx|s > 9]

with
45(T'7) = 45(3,T ) = l_i(g)zM1<c<5>,o>M2<c<5>,o>,

where My, My are as in (2.15).

Proof. With explanations given below, we get

Pl
-?|{
1 ((Fx - Txll <3 U (IFx - Tl > 3) |
<r[{

+P {Ilfx —Tx|s > 5] (C.10)

gl(2) o (Tx — Tx)*? > %(Fz)ﬂ

gl(2)® (Tx — x)®?

> qg(rz)(s}

gU(2)© (Tx = Tx)%|| > as(T2)0} 0 {ITx = Do max < 43}

<P [ sup |g2(0)]|ITx — Tx||? > gs(C2)d| + P[|[Tx —Tx| > 0]  (C.11)

oceN(d)

<P[Tx —Tx|? > 8]+ P[|Tx — Txl|s > d]. (C.12)
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The bound (C.10) follows since

2[|Allmax =  max  2ley iAeq,
i,7=1,....d ’

by

< max e/, Aeq;| + max |e, . Aeq;
< max Iy e+ max lchAca,

EEREE) IRRRE}

(ed,i =+ ed’j)lA (ed,i + ed,j>
V2 V2

<4 sup [v'Av|=4|A]s
vEK(2s)

+ 2 max
i,j=1,....d

for a matzix A € R¥4 For (C.11), set Q) = {0x,4j | max; j=1, .4l0x:j —
0X,ij| < 26}.

Note that ¢g”(z) = f(£~!(z)) as stated in (D.47) in the appendix. In order
to apply Lemma D.6, we need to find a bound on ¢~1(¢) uniformly over all
o).

The function ¢ is strictly increasing as a consequence of Proposition 2.1.
For strictly increasing functions, its inverse £~ exists and is also strictly in-
creasing. Recall that by Assumption M.1 there is a a constant ¢z € (0,1)
such that |I'z;;(h)| < ¢z < 1. Then, —cz < I'z;;(h) < ¢z and {;j(—cz) <
gQ(FZﬂ](h)) = Fxﬂ‘j(h) < éij(cz) <~€ij(1)~ Since max; j=1,....d |5X,ij — O'X,ijl <
20 we further argue that for o € Q(9),

f;jl(d) < Z;jl(rx’ij(h) + 25) < f;l(&J(l)) =1.
Therefore, for & small, there is a constant c(g) < 1 such that the assumptions
in Lemma D.6 are satisfied and therefore sup_ g, 3, lgt(0)] < q5(Tz). O

The following lemma is the analogue of Lemma C.3 for the estimated coun-
terpart g”.

Lemma C.4. Suppose Assumptions M.1-M.4 and let ¥ be such that |¥X —T'x| <
|I‘X — I‘X‘. Then, for any d,0,e > 0,
Pl e Bx —1x)% > au(T2)9]
<P[Tx —Tx|s > 0]+ P[Tx — Tx|? > J]
+ P18~ Ollmax > €]

with
~ 6 ~ ~
04(Tz) == qu(e,0,Tz) = ———=—Mi(c(6),e)Ma(c(d), £), (C.13)
1—¢(6)?
where My, My are as in (2.15).

Proof. The proof consists of two parts in order to bound §”(X) across all ele-
ments. The matrix ¥ satisfies |X — T'x| < |I‘X - I‘X’ but ¢” is generally not
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bounded on the whole interval (—1, 1). Therefore, we need to control how much

Y. deviates from the true I'y (Step 1). Furthermore, g depends on 6 and needs
to be bounded across all possible values of 6 (Step 2).

Step 1: With explanations given below,
Pl e (Bx —Tx)%| > au(T2)0]

0 ({1Bx ~ Tl < B U {IFx - Pl > 8)

J/(2) e (Tx - Tx)®?

> q4(rz)5}

=" { sup |94(2)] © (Tx —Tx)®?|| > Q4(FZ)6}
L Ulleene) s
N {ITx = Tx[lmax < 43} | +P[|Tx — Tx|s > J] (C.14)

IN

P l6~J/\/[\1(C(5~)a0)]\72(0(5~)a0)|fx STy > Q4(FZ)5]
1— ¢(9)2

+P[|Tx — Tx|s > ] (C.15)

< P[@(0.6,02)||x — Tx |2 > 0a('2)3| + P[|Tx — Txls > 8],
where G4(0,6,T2) denotes the estimated counterpart of q4(0,5, I'z) in (C.13).
The bound (C.14) follows from (C.13). Then, applying the same strategy as to

get from (C.11) to (C.12) but for an estimator g of g, we get (C.15).
Step 2: For the second step, we argue similarly,

P [d(0.6.02)|[Tx — T2 > 0:('z)3]
—p {0502 - Dxl? > (D)5}
1 ({17 Ol < 2} U {17 Bl > 2})]

<P qu, 5.0)|Px — T2 > Q4(FZ)5} A {8 = Ol < s}}
+ P10 — 0]|max > €]
0;€0(e)

<p [ sup q:(0,5,T)|Fx — T2 > q4(rz>6]

+ P[0 — 0limax > €]
<P[|Tx — Tx[? > 8] + P[|8 — 0]lmax > €,

since supg,ce(c) 94(0,0,T7) = qu(€,5,Tz), 0
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We also state the result in terms of Z(I‘Z) — ¢(I'z) instead of Ty —Tx and
omit its proof.

Lemma C.5. Suppose Assumptions M.1-M./ and let ¥ be such that |2 —4Tz)| <
|€(I‘Z) - Z(I‘Z)|. Then, for any 6,6, > 0,
Pl[or® 0 @rz) — £ar2)®2| > aa(T2)]
< P[[[le(T2) = £a(T2)|s > 8] + P[I|fa(T2) — £u(T2)|[2 > 4]
+ P18~ Ollax > €]

with g4(Tz) as in (C.13).

C.2. Reciprocal of the first derivative of link function
This section concerns high probability bounds for expressions of the form

()P © (Fx - Tx)

(C.16)

S

We study the cases when ¢ is known (Section C.2.1) and when ¢ is estimated
(Section C.2.2).

C.2.1. Case of known link function

In this section, we focus on (C.16) given that the link function ¢ is known.

Lemma C.6. Suppose Assumptions M.1-M./J. Then,

[@)2 ) o Fx —Tx)|| < RO.T)|Px -Tx (C.17)
with 1
R(0,T,) = (24me2(cZ,o) + 87rM1(0,O)) IT 2],
and My, My are as in (2.15).
Proof. With explanations given below,
()22 @ (Fx - Tx)
=2 |[(Jar ~ T5)%* © Z.(T5%) © (Tx — Tx) (C.18)
- QWHUM ~TP)% 0 M0 Z,(T5?) o (Tx - Tx) (C.19)
= 1/2 2k ®2 T
<> |( ) HI‘Z ©M 6 Z,(T5?) 6 (Fx —Tx)| (C.20)
k=0
g47rHM@Z.(1“§2)@(fX—rX) (C.21)
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The relation (C.18) is rewritten in terms of the function Z defined in (2.7)
and the matrix J; denotes a d x d-matrix with all entries equal to one. For
the equality (C.19), note that Z.(I‘%Q) is zero on the diagonals. Then, we may
include a matrix M being a 0 — 1 matrix with the diagonal entries equal to
zero. In the next step, we will take advantage of this construction by replacing
Z4(T'2?) by a sum of different functions having either zero or non-zero diagonals.
For (C.20), we applied the Taylor series expansion /T —y =7 (122)3/“. For
(C.21), note that >, ‘(1£2)‘ = 2; see p. 1206 in Wegkamp and Zhao (2016).
Furthermore, since I'y is positive semidefinite, so is I‘%% due to (D.3). An
application of (D.9) proves (C.21) since I'z;;(0) =1 foralli=1,...,d.

We continue bounding the expression in (C.21). Note that due to the defini-
tion of M all diagonal elements are zero. Therefore, with z defined in (2.7),

M® Z,(T3?) @ (Tx —Tx)
= MO ((Zo(T5?) = Za(0)) + (Z(0) — z(0)) + z(0) ) © (Tx —Tx)
= M0 ((Zo(T3) = Zo(0)) + (Zu(0) — 24(0)) + 2(0)) @ (Fx ~Tx)

= ((Zo(0F%) = Z4(0)) + M @ (2(T'z) = 2(0)) + M © 2(0)) © (T ~ Tx),
(C.22)

where (C.22) follows since z(I'z) = Z(0). Combining (C.21) and (C.22), with
explanations given below,

()20 @ Ty - Tx)

S

< 47r( H(Z.(r% — Z.(0) ® (Tx —Tx)

S

+ M@ (2(02) - 2(0) © (Fx - Tx)

S

+ HM@Z(O)@(fX CTy) ) (C.23)

1
< 47T<(].—C2)2M2(CZ’ O) + 2M2(070)
Z

+ 2Ms(ez,0) + 2M, (0, 0)) IT 2], fo - FXHS (C.24)

< (2471' Ma(ez,0) + 87TM1(O,O)> It 2|,

forX‘

o
(1—c)?

where (C.24) follows by Lemmas C.7, C.8 and C.9. O
Remark C.1. We pause here to note that (C.18)—(C.21) are borrowed from
Wegkamp and Zhao (2016) and have served as an inspiration for the rest of the

proofs. Wegkamp and Zhao (2016) consider a semi-parametric elliptical copula
model. Similarly to the link function ¢, the entries of the copula correlation
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matrix (3) relate to the entries of the Kendall’s tau matrix (7") via the for-
mula ¥ = sin (Z7)). Then, sin’ (27) = cos (27) = (Jq — sin® (27))92 =
(Jg — £92)®2 and Lemma 4.3. in Wegkamp and Zhao (2016) provides a result
similar to Lemma C.6, relating consistent estimation of the copula correlation
matrix to that of Kendall’s tau matrix. In their scenario, the cosine function,
however, does not depend on any unknown parameters which need to be esti-
mated. Furthermore, the function and its derivative are bounded on the whole

interval (—1,1).

Remark C.2. One can use a different approach than the one pursued in the
proof of Lemma C.6 to deal with (¢)®~1(I'z) ® (I'x — I'x). An alternative is
to apply a second-order Taylor expansion around zero componentwise so that
()°7HTz) = ()71 0)+ ()7 ) (0) O Tz +5((¢)°~1)"(£) ©T? for some
Y. The challenges here are to show that ((¢/)®~1)(0) is positive semidefinite and
to bound ((¢)©~1)”(X) which involves the third derivative of the link function.
It seems like the quantities arising in our approach in the proof of Lemma C.6
are slightly simpler to handle.

Lemma C.7. Suppose Assumptions M.1-M.4. For z in (2.7) and My as in
(2.15),

HM@z(O)@(forX) S§2M1((),O)Hf‘X7I‘X S (C.25)
Proof. With further explanations given below,
HM ®2(0)® (Tx —Tx) .
< i:rll}‘a.tich( MM ||2(0)® (Tx — Tx) . (C.26)
<2||(0) © (Fx ~ Tx)| (C.21)
< 2M1(0,0)|Tx — Tx||,, (C.28)

where (C.26) follows by (D.8). For (C.27), note that with n = dL, v/ MM’
\/ﬁl = M, with Ml,ij = (n—l)]l{i:j}—i-(n—?)]l{#j} and MQJ‘j = 2nT_1]l{i:j}
"T_Q]l{#j} (which we leave as an exercise), so that max;—i__,(VMM’);
22=1 < 2. The relation (C.28) follows by positive semidefiniteness of z(0)
(proven below) and application of (D.9).

We prove that z(0) is positive semidefnite by expressing it as a vector product.
The matrix z(0) is a dL x dL-dimensional block matrix consisting of blocks of
the form

o] 1 o-1
( Z €xXp (_2( 12,7L0+Q?,n1))>

ng,n1=0 —
0,741 i,7=1,....d B (029)

:(Zexp (-5@) 3 e (- )) Q@ =0

no=0 n1=0 i,7=1,...,d

+



/High-dimensional latent Gaussian count time series 46

with

[e%s} e o-1
Q- (z exp (3@ ) o Do (—é@zm)) . (ca
n=0

n=0

Due to the block structure z(0) = (QQ’)r s=1,..., is also positive semidefinite.
O

Lemma C.8. Suppose Assumptions M.1-M.4. For z in (2.7) and My as in
(2.15),

|30 (1) - 20) 0 (Fx —Tx)|

s (C.31)

< 2(M3(0,0) + Mz(cz,0))[[Tz][s

Ty —I‘XH .
S

Proof. The second-order Taylor approximation of z(y) around zero, applied
componentwise in (C.32) below, gives, for some |X| < [T'z|,

|30 G2 - 20) 0 @x -T)

N 1 N
< HM@Z/(O)QI‘2®(FX7F)() +§ Z/(2)eTY?e (Tx —Tx)
(C.32)
/ n._ 1 " ©2 .
SQHZ (O)QI‘an I'xy —Tx +2||Z.(E)®FZ Ha I'xy —Tx (033)
< 2M,(0,0)|T 2]l | Tx — I‘XH 4 2Ms(ez,0)|Tz ], I x — I‘X‘ . (C.34)
S S

where (C.33) follows by (D.7) and by the same arguments as (C.26) and (C.27)
in the proof of Lemma C.7 to handle the matrix M. The first summand in
(C.34) is a consequence of (D.9) since (—2'(0)) is positive semidefinite and its
diagonals are bounded by M(0,0); see Lemma D.7. The second summand in
(C.34) follows by Lemma D.8 and |[T'2?|s < ||Tz||s which is satisfied due to
(D.9), positive semidefiniteness of I'y and I'z ;;(0) =1 foralli=1,...,d. O

Lemma C.9. Suppose Assumptions M.1-M.4. For Z in (2.7) and My as in

(2.15),
|(zxg) - zi0) o Fx - T)
1 _ (C.35)
< oy Melez 0 [Tzl [Fx -]

Proof. By the mean value theorem there is a ¥ such that |%| < T'2? and

|25 - () © @x —Tx)

|

< |zi@ org?, |[Px - x| (C.36)

S

Z,(2)ory?e (Tx - I‘X)H
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1

S G- aeler 0Tz,
Z

Ty — FXHS, (C.37)

where (C.36) follows by (D.7) and (C.37) is a consequence of Lemma D.9 and
ITS?||s < |IT2]|s which is satisfied due to (D.9), positive semidefiniteness of Iz
and I'z;;(0) =1foralli=1,...,d. O

C.2.2. Case of estimated link function

The following lemma is the analogue of Lemma C.6 for an estimated link func-
tion.

Lemma C.10. Suppose Assumptions M.1-M.J and let My be as in (2.15). For
any 6, > 0,

p [H(Z’)9<—1>(rz) ® (Tx —Tx)

=< Ty —
> 5} <P [R(I‘Z)!I‘X Tyl > 5} 9
+ P[|0 — 0]/max > €]

with

R(X7) = R(e.T7) = (24— Ma(es. ) + 870(0.9)) [Tz, (C.39)

(1-c3)
and My, My are as in (2.15).

Proof. The proof is similar to that of Lemma C.6 by replacing all functions with
their estimated counterparts. In particular, we can follow the proof of Lemma
C.6 up to (C.23), that is,

H(Zl)?(_l)(rz) ®(Tx —Tx) (C.40)

S

<ar(|[(Z(r7) - Zu) © (Fx - Tx)

H||ems) —z0) o @x - Tx)

) (C.41)

S

+ HM ®2(0)® (Tx —Tx)

In contrast to Lemma C.6, the functions in (C.41) are random and one needs to
control the error made by estimating the CDF parameters 6;. Continuing with
(C.41), and with further explanations given below,

Pl|@¢@s e Ex - Tx)

7]

<P [{zm( H(Z(rg?) —Z4(0)® (Tx —Ty)

S

+|[E(r2) — 2 0) © (Px - Tx)

S

S)>5}

+ HM ®2(0)® (Tx — Tx)
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1 ({17 Ol < HU {170l > 2})| (Ct2

fgp[{4ka24rg%-ZJO»CWfX~—rx)

S

+ Mo Ers) - Z0) o (T - Tx)

n HM ©2(0)® (Tx — FX)HS) > 5} A {10 = 0]l max < g}}
+ P16 = 0]|max > €] (C.43)

1 ~
<P (247rﬁMg(cZ,5) + 87TM1(0,6)) IT4[ls|ITx — Tx|| >0
(1—rc3)

+ P[||8 — 0| max > €]- (C.44)

The inequality (C.42) follows from (C.41) and we intersect with the event
{Hgf Ollmax < €} in (C.42) to control the estimation error we made by us-
ing 6;; see also Remark C.3. The bound (C.43) follows as in (C.23). The three
summands in (C.43) can then be handled as in the proof of Lemme C.6 but
through probabilistic versions of Lemmas C.7, C.8 and C.9, and using the fact

that 6; is in an e-region of the true 6;. O

Remark C.3. The step of intersecting with the event {||f — 0||max < €} in
(C.42) is crucial in order to control how much the estimated CDF parameters
deviate from the true model parameters. The function Z in (2.7) is not neces-
sarily bounded for all possible values of . For this reason, we can only ensure
that M (cz,¢e), Ma(cz,e) are finite for small €. A similar approach was pur-
sued in Baek, Diiker and Pipiras (2021). Baek, Diiker and Pipiras (2021) deal
with high-dimensional spectral density estimation under long-range dependence.
In order to consistently estimate the spectral density matrix under long-range
dependence, one needed to control the memory parameter matrix as well; see
Proposition 3.5 in Baek, Diiker and Pipiras (2021) and its proof.

For completeness, we also state the result analogous to Lemma C.10 in terms
of {(Tz) instead of T'x. We omit the proof since it is similar to the proof of
Lemma C.10.

Lemma C.11. Suppose Assumptions M.1-M.J and let My be as in (2.15). For
any d,e > 0,

P [H(?’)?(fl)(I‘z) @ (£e(Tz) — £e(T2))

o~

0(T2) = €a(T2)|| > 8] + PUIE — Ol > <]

.7 6} (C.45)
<P [R(ry)

with R(Tz) as in (C.39).

C.3. Link function and its derivatives

In this section, we provide results for the link function £ and its derivatives.
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Lemma C.12. Suppose Assumptions M.1-M.}. For any 6, > 0,

P [ 1.(Tz) — £o(T'y) > S(rz)a} < P[0 — Ol|max > 5 Ae]
with
S(Tyz):=8(e,T'z) = 4(1182)7M(cz7s)u(cz,5)||l“z||s (C.46)
—2)t

and M, p are as in (2.14).
Proof. We have

lo(Tz) — £o(T2) .

{0) = €0) + (0(T7) = £4(T2)) © Tz

IN

(C2(21) - £4(21)) © T2
(C.47)
(C.48)

= ||(6,(Tz) — £,(Tz)) © T
(L(Tz) ~ €(Tz) <Z<>—£'<>>>@rzs

+|| @) - ey Ty (C.49)

(C1(21) — ¢1(21)) © T2

S

IA

0)—£'(0) © Tz

IN

(T(22) = £(22)) O T

0) = £ (0)oTz||

+]| @) - ey erg? (C.50)

The bound (C.47) follows for 31, such that |X;| < |T'z| by applying the second-
order Taylor expansion to the function = — Z(x) — {(z) around x = 0. The
equality (C.48) follows since £(0) = £(0) = 0 due to (2.4). By subtracting and
adding the function (Z’.(O) —1,(0)) ®T'z and subsequent application of triangle
inequality, we get (C.49). The second summand of (C.49) is explained at the
end of this proof. The bound (C.50) results from the mean value theorem for
some Yy such that |Xo| < |T'z|. It follows from (C.50) that

P[A.

<P[ H 2O - ) oTs|

(Tz) —te(Tz)

> 5(1“2)5}

> S(rz)ﬂ
{2 H @(2) - /(D) & rgQHS > S(Fz)g]
(0)

[H 7(0) — £(0) ©Ty

> s(l"Z)(S]

L P [H(e’:@) — (%) 0T

> S(I‘Z)ﬂ (C.51)

< 2P[[|0 — Olmax > 6 Acl, (C.52)
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where (C.51) follows since S(I'z) > s(I'z) with s(T'z) in (C.55) and the sum-
mands in (C.51) are respectively bounded through Lemmas C.13 and C.14 to
get (C.52).

Regarding the second summand in (C.49), we can always write ||Z’.(O) -
?,(0)||s with diagonals set to zero as || M ® (¢/(0) — £/(0))||s with M being a 0—1
matrix with the diagonal entries equal to zero. Then,

|@©-eopor,

|pre @0 -co)or,

S S

< _max (VMM |[(£/(0) - £(0) ©Tz| (C.53)
<2||@© - ) ors] (C.54)

where (C.53) follows by (D.8). For (C.54), note that with n = dL, VM M* =
VM, = M, with Ml,ij = (n—l)ﬂ{i:j}—l—(n—Q)]l{#j} and M27ij = 2n;1]1{i:j}+

”T_Q]l{#j}7 so that max;—1, ,(VMM*); = 2”7_1 < 2. O
Lemma C.13. Suppose Assumptions M.1-M./J. For d,e > 0,

p [H(Z’(O) — 7)o rZH > s(rz)a] < P[0 = Olmax > 6 A €]
with
s(T'z) :=s(e,I'z) =4 max sup mgo)(l) ‘max  sup ,ugl)(l)HI‘ZHS.

i=1,..dg,cO(e) J=1.d g, c0(e)
(C.55)

Proof. Note that

1 o 1
6/(0) = <27T Z exXp <2( 12,710 + Q?,n1)>> = QQ/ i Oa
i,j=1,...,d

TL(),TL1=O
where Q' = (mgo)(l), . 7mfio)(l)). We write (QQ')y s=1,....r, for a dL x dL block
matrix, where each d x d block is the same matrix Q@Q’. Similar quantities can

be defined for ¢(-) in terms of Q. For some HNJ with |5j —6;] < |§J — 6], we
further introduce R’ = (Ry,..., R4) with

1 & 1~ ~ -
R; = NoT: Zexp <—2 ?,n> (=Qin)(VQn(0)l5,, (05 — 0;)),

where @j,n = Qn(gj) and Q; n = Qn(0;). Using Lemma D.5, R; can be bounded

as

1 — 1~ ~ ~
|R;| < Jon Zexp (2 ?,n> 1Qj.nlll V@n(05)15, 1105 — 0jllmax
n=0

< B (1))18 — Ol max, (C.56)
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where ﬁ;l)(l) is defined as ,ugl)(l) in (2.12) but Q;, replaced with é]n Then,
with explanations given below,

|@0) -y ors

= (@@l - QQ/)T,S:L.A.,L Of 7 s

<1(QQ" - @Q')r s=1,.,1. © Fz NVes=1,..L 0Tz .
= [(QR)rs=1,..1 ® FZ ,,,,, L® Fz (C.57)
=@ QIO R B )pomr, @rZHs

+ H [R:--:RO[Q::Q)rs=1..60Tz (C.58)
< max |Qi| max [Ril[Tz]s+ max Q] max |R Tzl (C.59)
< max i (1) max 5 (1)]0 - eumaxnrzns

+ max m (1) max Y (1)]8 ~ 0lmax [Tz (C.60)

The equality (C.57) results from componentwise application of the mean value
theorem. The relation (C.58) follows by noting that for two vectors a,b € R?
one can write ab’ =[a:---:a]®[b:---:b]. The inequality (C.59) follows by
(D.19) in Lemma D.2. The last inequality (C.60) is due to (C.56).

It remains to get high probability bounds on the two summands in (C.60).
We have

Pl max " (1) max fi)(1)[0 = 0lmas|zl. > s(T2)3/2

= |{ e #00) s 7P OI0 = Ol T2l > (D152
i=1,...d j=1,..d

1 ({17 Bl <} U {17 = Bl > 2})]
<P |{ max A1) max 7010 - Ol T > s(P2)5/2
L L? J=4

A {8~ Ol < a}} I~ Olluas > <]

<P | mox, sy (1) max sup (010 - Ol Tzl > 5(02)5/2]
L.wdg;co(e) J=1,.d g co(e)

+ P10 = 0]|max > €]
< 2P[[|6 = Olmax > 0 A€l

due to the definition of s(I'z) in (C.55). Analogously, we can infer that

Plmax mi® (1) max 75" (1)]0 = Ollma [Tz > 5(T2)5/2
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= |{ o 1) max 7)1 Ol Pzl > s(T2)3/2
i=1,....d Jj=1,....d

N0 = Ollmax < e}| + P[0 — ]| max > €]

<P [ max m{” (1) max sup pt”(1))0 = O]lmax]Tz]ls > s(rz)a/z}
i=1,...,d i=1ndg co(e) 7
+ P[0 — 0]/ max > €]

< P[0 — 0)/max > 0 Ael,

since s(I'z) > 2max;=1,.. 4 ml(.o)(l) max;—1,...,.d SUPg, o e) u§1)(1)||I‘Z||S. O

The following lemma provides a high probability bound on the difference
between the estimated and true second derivatives of the link function.

Lemma C.14. Suppose Assumptions M.1-M.4 and let ¥ be such that |X| <
|T'z|. Then,

P[|(Fe®) - a®) o12?| > 28] <Pl — Ollmax > b6 A

with S(T'z) as in (C.46).

Proof. With further explanations given below,

Pw@Wm—w%m)Qr?

> S(rz)a}

[ 18 —~ . ~
<P [{ S Ml ez, 018 — 0l T2, > S(T2)6
L (1 - Cz)Z
1 8= Bl < 23| + P = s > 2 (©61)
[ 18 ~
<[ Mer uler IT 416 e > s<rz>6}
-(1 _02)2
+ P16 = 0| max > €] (C.62)

< 2P[[|6 = O|max > 6 A€l

where (C.61) follows by Lemma D.10 and (C.62) is a consequence of incorpo-
rating {[|0 — 0||max < €} and [|[T2]|9? < ||ITz||s due to (D.9) and 'z, = 1 for

allr=1,...,dL. O

C.4. Diagonal elements

The lemma stated in this section concerns the diagonal elements of I'z and its
estimators. The arguments follow a strategy very close to the ones used in the
proofs of Lemmas A.1 and A.2. However, we work only with the mean value
theorem rather than a second-order Taylor approximation.
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Lemma C.15. Suppose Assumptions M.2-M.J. Then, for any §,e > 0,

P [nllax 15:1(Tx,11(0)) — gis(Tx,1(0))| > D(T'2)8
P (C.63)

<P [||1“X ~ T, > 5} 4 P[0 — Ol|max > 0 A <]
with L
D(T'z) = M (1/2,¢)2 max{3A(e), 1},
where My and A are as in (2.15) and (2.13).
Proof. As discussed in Section 2.2, we assume that the domain of g (and g) is
naturally extended such that g;;(x) = gi; (¢::(1)) = 1 for all > £;;(1). We then

have 0 < gu(rX 27,(0)) FZ,ZZ(O) < 1.
Therefore, it is sufficient to consider the probability

P | mox [5Fx0) - gaCxs(0)] > DT

=P [ max (1 — Gi(Tx.:(0))) > D(I‘Z)é} . (C.64)

i=1,...,d

Set 6* = D(I'z)d, with explanations given below, the probability on the right-
hand side of (C.64) can be bounded as

p { max (1 — Gi(Tx.:i(0))) > 5*]

“1a
= U i(1-6%) >Tx(0)}
=P {0x,06(0) = T ia(0) + Lig(1) = £is(1) > Lig(1) = Lis(1 = 67) }
=1
=P _._1U d {Tx,ii(0) = Txii(0) + £35(1) — Lis(1) > Oy (cs+ )6} (C.65)
<P [{ i, s ) - P04 2) = )] >
1 ({17 Ol <} U {17 Ol > <})] (C.66)

<P [ME (1/2,2) max [Fxi(0) = Tx.a(0)

£3 sup 3 Ve Cal0) 17— Ol >6*]
0:€0(¢) ,—p

+ P[0 — Ol max > €. (C.67)
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SP[IFx =T, > 6] + P16 — 0llmas > 6 7). (C.68)

Application of the mean value theorem gives (C.65) for some ¢5« € (1 — 6%, 1).
The relation (C.66) is a consequence of intersecting with the event {||6—6||max <
¢} and its complement. For (C.67), we derive a lower bound on £, (u) in Lemma
D.13. Lemma D.12 provides a bound on |Z”(1) — £;;(1)] which is finite under
Assumptions M.2-M.4. Finally, with 6* = D(T'z)d, we can bound the first
probability in (C.67) further to get (C.68). O

Appendix D: Additional results and their proofs

Section D.1 provides results for the mapping (2.8) and its interplay with the
Hadamard product. Section D.2 states some results and their proofs to ensure
that the constants in our main results are finite. Finally, Section D.3 collects
the majority of derivatives of the link function used throughout this work.

D.1. Hadamard product

Our proofs make extensive use of multiple properties of the Hadamard product.
Chapter 5 in Horn and Johnson (1991) provides a survey on the Hadamard prod-
uct. For the reader’s convenience, we collect the properties used in our proofs
here and will refer to those instead of the respective statements in Horn and
Johnson (1991). Let A, B € R¥*? with A = (@ij)ij=1,....a and B = (bi;)i j=1,....d
be symmetric matrices. Then, the following statements are true.

1. Theorem 5.5.18 in Horn and Johnson (1991): If A = 0, then

|40 B < max |aul|B]. (D.1)

2. Theorem 5.5.4 in Horn and Johnson (1991):
A B| <[lAl[BI| (D.2)
3. Chapter 5.2, Problem 3 in Horn and Johnson (1991): If A, B 3= 0, then
A®B 0. (D.3)
4. Theorem 5.5.19 in Horn and Johnson (1991):

|46 BJl < max (VAX); B, (D4)

5. Problem 5.6.P42 in Horn and Johnson (2012): If |a;;| < b;; for all 4,j =
1,...,d, then
Al < 11BI. (D.5)
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Note that Problem 5.6.P42 in Horn and Johnson (2012) actually states that if
0<a;; <bjforali,j=1,...,d, then ||A| < |B|. However, the proof given
in Problem 5.6.P42 in Horn and Johnson (2012) can be easily adapted to our
milder assumptions. A proof of the statement as written in (D.5) can also be
found in the proof of Lemma 4.4. in Wegkamp and Zhao (2016).

The goal here is to prove (D.1), (D.2), (D.4), (D.5) and one additional prop-
erty for the norm (but not matrix norm) defined in (2.8), that is,

A sup v’ Avl, (D.6)
veK(2s)

where K(2s) = {v € R : |Jv]| < 1, |v]jo < 2s}. The following Lemmas D.1 and
D.2 state the same properties for (D.6) as those known for the spectral norm.

Lemma D.1. Let A = (aij)i7j:17,,_,d S R4 gnd B = (bij)iyjzlw_,d S R4xd pe
symmetric. Then,

sup |[v'(A® B)v| < sup [v'Av| sup |v'Bul, (D.7)
veEK(2s) veK(2s) vEK(2s)

sup |[v'(A® B)v] < max (VAA"); sup |[v'Bul. (D.8)
vek(2s) i=1,....d veK(2s)

If A is also positive semidefinite, then

sup |[v'(A® B)v] < max |a;| sup |v'Bol. (D.9)
veEK(2s) i=1,....d veK(2s)

Proof of Lemma D.1. Write D, for the diagonal matrix which corresponds to a

vector v € R? such that D, = diag(vy,...,vq). We further introduce the matrix

Dg(v), ||vllo < 2s, which is a 0 — 1 matrix with the same sparsity pattern as

D,. We prove (D.9) and (D.7) separately and omit the proof of (D.8) since it

follows analogously by using (D.4).

Proof of (D.9): With explanations given below,

sup [V (A® B)v|= sup |tr(AD,BD,)] (D.10)
veK(2s) veK(2s)
= Ssup |tr(ADvDs(v)BDs(v)Dv)|
vek(2s)
= sup [V (A® Ds(v)BDs(v))v|
veK(2s)
< sup [[A® Ds(v)BDs(v)]|
veK(2s)
< max l|ay| sup |[|[Ds(v)BDg(v)]| (D.11)
i=1,...,d vEK(2s)
= max |a;| sup max{Apmax(Ds(v)BDs(v)), —Amin(Ds(v)BDs(v))}
i=1,...,d vEK(28)
(D.12)
= max |a;| sup max{Amax(Ds(v)BDs(v)), Amax(Ds(v)(—B)Ds(v))}
i=10d ek (2s)

(D.13)
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< max |ay| sup [|v'Bul, (D.14)
i=1,....d vEK(2s)
where (D.10) is due to Lemma 5.1.5 in Horn and Johnson (1991) and (D.11)

follows by (D.1). The representations (D.12) and (D.13) can be used since B is
symmetric. Finally, (D.14) follows by the min-max theorem for eigenvalues

SUPp  Amax(Ds(v)BD4(v)) = sup  sup 2'Ds(v)BDs(v)x < sup o' B,
veK(2s) veK(2s) x:||z||=1 veK(2s)

(D.15)

since D, ()2 < lo]l = 1 and |Dy()allo < |Ds()llo < 25.
Proof of (D.7): Proceeding as for (D.9).

sup |[v'(A® B)v| = sup |tr(AD,BD,)|

vEK(2s) vEK(2s)
= Ssup |tr(ADvDs(v)BDs(v)Dv)‘
vEK(25)
= sup |tr(Dy,AD,Ds(v)BDs(v))]|
veK(2s)
= sup |tr(D,Ds(v)ADg(v)D,Ds(v)BDs(v))]
veEK(2s)
— wup [V/(Ds(0)AD,(v) © Dy(v) BD,(0))o]
vEK(25)
< sup ||Ds(v)ADs(v) ® Ds(v)BDs(v)]|
veEK(2s)
< sup ||Ds(v)ADs(v)|[[|Ds(v) BDs(v)|| (D.16)
vEK(2s)
< sup [v'Av| sup [v'Buvl, (D.17)
veEK(2s) vEK(2s)

where (D.16) follows by (D.2) and (D.17) by the same arguments to go from
(D.11) to (D.14). 0

Lemma D.2. Let A, AV,B S RdXd with A = (aij)i,j:17,,,)d, A= (aij)i,j:17,..,d
and B = (bij)i j=1....d-

i) If |a;;| < bg; foralli,j=1,...,d, then
J J

sup [v'Av| < sup [|v'Bul. (D.18)
veK(2s) veK(2s)
(i) If a;; = a;, a;; = a; fori,j=1,...,d and B symmetric, then

sup [0/(A® A® B)v| < max |a;] max [a;| sup [v'Buv|. (D.19)
veEK(25) Jj=1,....d i=1,...,d vEK(25)

Proof of Lemma D.2. We prove the two inequalities (D.18) and (D.19) sepa-
rately.
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Proof of (D.19): The ideas follow the proof of Lemma D.1. With further
explanations given below, we have

sup v/ (A®A® B)|

veK(2s)

< sup |[A®A® D,(v)BD,()|
veEK(2s)

= sup | diag(ai,...,ap)Ds(v)BDs(v)diag(as,...,ap)] (D.20)
veEK(2s)

< max |a]| max \al| sup ||Ds(v)BDs(v)|| (D.21)
J=1,. L. vEK(2s)

< max |aj| max |a;| sup |[v'Buvl. (D.22)
j=lnd T isld pec(as)

Given that A = (a;;); j=1,..a With a;; = a; for j =1,...,d, one has A® C =

Cdiag(ay, ..., aq) so that [A©C| = [|C diag(ay, . . ., aq)|| < max;—1,...q4a;||C]

due to the submultiplicativity of the spectral norm (and similarly for A), which

explains (D.20) and (D.21). The inequality (D. 22) follows from (D.11) to (D.14).
Proof of (D.18): If |a;;| < b;; for all 4,5 =1,...,d, then

d d

sup [v'Av] < sup Z\v,|\aw||v]|< sup Z|vz|bw|v]|< sup |v'Bu|.

veK(2s) veEK(2s) vE veK(2s)

7,7=1 $)i,j=1

O
D.2. Moment conditions
The results in this section ensure that the constants in our main results are

finite. Lemmas D.3, D.4 and D.5 consider respectively the quantities in (2.10),
(2.11) and (2.12).

Lemma D.3. Suppose Assumptions M.2 and M.3. Then, for an open set S,

sup A; := sup ZHHVO Cianlly

0:€S 9zesn g
> (D.23)
1 2
I A —5-Q; Vo Qs < 0o
(ilé% 21 nz:;)eXp < 2qu,n> n| &Qz,n“l o0

Proof. We have

Zn\lve Cn (63l

o0

= > n(P[Xix > n])2 (P[Xi > nl) "2 Vo, Cul0))l,

n=0
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< (B|Xis?)?2 D (P[Xie > n]) 72 [[Vo,Ca(0:)]), (D.24)
n=0
o K;

= (E|X;4|?)2 ;(P[X,,t >n])"2 ; 5 P[X,: > n]| < oo, (D.25)

where we applied Markov’s inequality in (D.24). After taking the supremum
over all 6; in an open set S on both sides of (D.25), the expression (D.25) is
uniformly bounded due to Assumption M.3. For the equality in (D.23), let ¢
denote the Gaussian density and note that

1 1

sy T Gy e
(D.26

since Qi,’ﬂ <I>_1(C’i7n) Wlth Ci,n = P[Xi,t S 7’?,} = E?:O P[Xiﬂg = _j] =

Z?:o Do, +(j) = Cn(6;). Then, the relation (D.26) allows us to write

V&Qi,n = Vei (I)_l(Ci,n) -

> 1 & 1
> [V, Cinll, = —= Y _exp (—Q?,n> n[[Vo,Qinlli-
"0 V2m = 2u

O
The following lemma is similar to Lemma 2.1 in Jia et al. (2023) and coincides

with it for u = 1.

Lemma D.4. Suppose u > 0 and, Assumption M.2 is satisfied for some p > u.
Then, for an open set S and any k € Ny,

K J— 1
sup mz(. )(u) = sup T Zexp (Qu 12'n> 1Qin|F < o. (D.27)
n=0

0,€S 0,€S

Proof. We follow the proof of Lemma 2.1 in Jia et al. (2023). Note that by Mill’s

ratio, we have
1

V2rx’
Then, substituting z = ®~1(y) in (D.28) leads 1 —y ~ e~
y T 1. Taking the logarithm on both sides, we get

22
1—-®(z)~e 2 as r — 00. (D.28)

27 tw)? 1

Varo-i(y)

1 q)il(y)z \/7 —1 .
og(l —y) ~ ———=— —log(v2r®~(y)), asyTl, (D-29)
and can infer )

V2|log(1 —y)|z ~ @7 (y), asytl. (D.30)
Finally, applying (D.29) and (D.30) for y = C;,, and substitution into (D.27)

with Q;., = ®71(C;,,) show that ml(-k) (u) can be bounded (up to a constant)
by

Z exp (21u210g(1 — C’zn)> (2|1log(1 — C’zn)|)%
n=0
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o0

<eY (1= Cip)vllog(l = Cip)l®

n=0

<CZ1— Cip)u 20 ((15) (D.31)
—cZP x> n)u () (D.32)

where (D.31) follows since for any § > 0 and z € (0,1), —log(z) < %, and
(D.32) follows since C;,, = 1 — P[X;; > n]. Using Markov’s inequality with
P[X;; > n] = P[X}, > n?] <E[X; [P /n?, we get

ZP Xiy>n]v 20 < (BI1X,,P) w20 i

(D.33)

e \H
w\w

which converges as long as p(f — 75) > 1 is satisfied. After taking the supremum

of m( )( ) over all 6; in an open set S, the expression is uniformly bounded due
to (D 33) and Assumption M.3. O

Lemma D.5. Suppose u € (0,2) and Assumption M.3. Then, for an open set
S and any k € Ny,

sup i) () 1= sup Zexp( 2 1l 190 il < .

0;€S 0;€S

Proof. Recall Vg, Q; ., = mvgi(]ﬂ(ei) in (D.26). Then,
- 1
> o (- 52@2n ) 1Qunl 190, @unl
n=0 u
_ - ., (6, D.34
S o (5,00 ) @l G IV Cu®l 03

1—wu
V2T E exp( o m)

n=0

Cn(0:)l1, (D.35)

where (D.34) results from substituting (D.26). In order to continue bounding
(D.35), we take advantage of several relations derived in the proof of Lemma
D.4.

> 1—u
> o (- 510 ) Qi 190 a6
n=0 u

<Y (11— Cu(8:) " (2 log(1 = Cu(0:))])* [V, Co(0:) 11 (D.36)

n=0
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k
1—u k ]. Z

< (1-¢ BT = Cy(0; D.

cz (5) 19aca@ls (D.37)

< CZ Xit > 1)) 7|V, Cr(6:)1n (D.38)
K5
ScZ(P[Xi,t>n 52 70, [X; ¢ > n]| < oo, (D.39)
n=0 j=1 ij

where (D.36) follows by (D.29) and (D.30). Since — log(z) < zéi for any 6 >0
and z € (0, 1) the inequality (D.37) follows. In (D.38), we choose ¢ such that

1w _ 7(5 > — for u € (0,2). After taking the supremum over all §; in an open
set S on both mdes of (D.39), the expression in (D.39) is uniformly bounded
due to Assumption M.3. O

D.3. Properties of higher order derivatives of the link function

This section collects and derives all bounds and derivatives of the link function
as needed throughout this paper.

We start with the first two derivatives of ¢;; and its inverse. For shortness
sake, we introduce the following notation:

G?joﬂh (u) : i no + Q] n1 2“@1 ng Q_] nis gnmnl = Qi,no Qj,nl

and
> 1 no,ni
Si)i= 3 e (gt G W),
no,n1:O
s 1 no,n1 no,n1
no,n1 0
> 1 no,n1 no,n1
S0 = Y o (s Gl W) al
no,nl:O

Then, the first derivative of the link function in Proposition 2.1 can be written
as

0 (u) =

]

1
QWW Z exp ( )( i,no + Q] ni QUQi,nij,nl))

no,n1 =0
1

= oy )
(D.41)

In order to derive the higher order derivatives of ¢;;, we first derive the first
derivatives of the quantities in (D.40):

0

5oS10) = o ST + =z S, (D.42)
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0
%SE(U) = —253(u)
U > 1 Gno,nl Gno,’nl 2
TA—we Z exp Tl —w2) (u) ) (G (w)
ng,n1=0
1 = 1 mno,N1 mno,Mn1 no,n1
—I-W Z exp —mGij (u) Gij (u)gij )
no,TLl:O
(D.43)
0 u = 1 no,n1 ng,n1 ng,n1
5uSi0 =~ 3 e (gt @) G
ng,n1=0
1 > 1 Gno,nl n0,11\2
—|—1_u2 Z exp —m ij (u) (gij )%
no,nle
(D.44)

Using the introduced notation in (D.40) and the corresponding derivative (D.42),
we can then write the second derivative of /;; as

noy_ O 1
50 = Pu eyt ™
U U 1
=S u) - ————5 S (u) + ——————55§(u). (D.45
27(1 — u?)2 () 27m(1 — u?)= 7 (u) 2m(1 —u?)2 s ( )

The derived quantities will help expressing the first and second derivatives of
the inverse link function g = ¢~'. For this, note first that

)@ = gy (D.46)
1Y () — g 1 _ gll(ﬁfl(x)) . 1, wi o " (u)
()" (z) = Oz (0~ L(z)) @ 0))? fl(x)) th  f(u) (f/(u))g
(D.47)

The following Sections D.3.1, D.3.2 and D.3.3 consider respectively the deriva-
tives used in Sections C.1, C.2 and C.3. We aim to express all bounds in terms of
M(e,¢), u(e,e), Mi(e,e) and Ma(e,e) in (2.14) and (2.15). All bounds are sim-
ple consequences of finding upper and lower bounds on GZ-O’"I (u). Those bounds
can be derived easily through a?+b% —2uab < a®+b%+2|ab||u| < (1+c¢)(a®+b?)
and a? + b% — 2uab > a® + b* — 2|abl|u| > (1 — ¢)(a® + b?) for 0 < ¢ < 1 and
lul < e

D.3.1. Derivatives I

In this section, we consider the derivatives and their bounds used in Section
C.1.
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Lemma D.6. For f;;(u) in (D.47) and |u| < ¢ for ¢ € (0,1), we have

(m® +c))2

.. < < .
il < 7= max max (m@) (1- c>)6 S 7= M 0)Ms(e,0)
(D.48)
Proof. Using (D.47), (D.45) and (D.41), we can write
|_ 475 (u)
!
(gij(u))?)
PR . uw _gG _ 1 g9
271'(1—71.2)% 51 (’LL) 27r(1—u2)% SQ (’LL) + 27r(1—u2)% SB (U)
(m&(u))
S§ () | S5(u)
— (97)2 S 3 D.4
Cm) v gy " T=w 590) T S5(w) (D-49)
3 m?A+em® 1+e)+m?® 1+e)m® 1+e)+m” 1+e)m® (1+¢)
— _ 2 3
toe (m® (1 —e)ml” (1 - e)
(D.50)
2
6 (m§k> (1+ c))
_1_62]?1%x21max ) 6
(m”a-e)

where the quantities in (D.49) are bounded separately below to get (D.50).
Bound on #(u)

no,n1=0
(Sow (g @) Sow (g @) o
_ % (m” (- e) m§ (1 - c))fl . (D.52)

where (D.51) follows since a? +b? — 2uab < a® + b2 + 2|ab||u| < (1+ |ul)(a® +b?)
for all a,b € R.
Bound on SS (u):

o

3 15500 < 52 Y e (— g Gl ) 165 )

no,’r’Ll:O
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lte ¥ 1— [yl
< 5 Z eXp<2(1—u)( znoJrQJm))( 17?0+an1)

ng,n1=0

(D.53)

§2<m§2><1+c)m§°><1+c)+m< "1+ eym{? (1 +c)>

where (D.53) follows since a? + b% — 2uab > a? +b? — 2|ab||u| > (1 — |u|)(a® +b?)
for all a,b € R.
Bound on S§(u): Similarly as above,

oo

]_ g 1 1 no,n no,n
- < § ___ - (Xm0 0,11
o |SS (U)| = o7 exXp ( 2(1 _ uz)sz ( )) |g |

ng,n1=0

Ly 1— Jul )
<o 2 o (_2(1—u2)( 2o+ Q200 ) 1QineQjina | (D.54)
no,MN1=

i (1 e)mg? (1+ )
< m(2) (I1+¢) m§-0) (I1+¢)+ mgo) (I+¢) mf) (I1+¢),

where the last inequality follows from |Q; n,Qjn,| < (Q7F,,, +Q3,,)/2 < Q7 ., +
2
Jmi”
Finally, for the last relation in (D.48), note that 1 + ¢ < 1?10 O

D.3.2. Derivatives IT
In this section, we consider the derivatives and their bounds used in Section
C.2.

Lemma D.7. For z;;(y) in (2.7), —=2"(0) = (—2;;(0)): =1,
inite and

4 s positive semidef-

.....

|z/--(0)| < max M < M>(0,0) (D-55)
-_, d - ’ : ’

Proof. The componentwise derivative of z can be derived as

zi;(y) = a% < i exp (—;GZ}“’"I (y))>_1

no,nle
00 1 -2 e} 1
:_< 3 oo (—QG;;w”l(y)D > e (50w ) aym
’ng,nlzo TLQ,TLl:O

(D.56)
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In particular, 2’ evaluated at zero, gives

Zqo':),nl:o C€Xp (_%( im0 + Q2 nl)) Q’L nij ni

—(0)=
<Zn07n1:0 exp (_5( ) + QJ "1))) J=1,....d
/
[ _mPm my (1) mi (1) mg'M) |,
= Taeees 3 FERRRE, 2 | 7
(Pm)  (mPm) ) (=) ()
Furthermore,
oo M)
o)) = (e (308, Qun)” (mm)
i o [eS) 4 - 4
(Eoew (DT (m00)
O
Lemma D.8. For z;(y) in (2.7) and |y| < ¢ for c € (0,1),
2
(o ()
zi:(y)] <3 max e 3Ms(c,0). (D.57)
i=1,. (0)
“(m”0-0)
Proof. Continuing from (D.56),
zi5()
o] 1 -2 o] 1
—5(£ () £ wliomn)ee
no,n1= =0 no,n1:0
. -3 o . 2
i ( o (- <y>)> ( > oo (-3 w) g>
no,n1= =0 ’n(),’nlz(]
1 I 1
ne,n1 m0,M1 n0,m1 2
(Zmlderw) £ (b
no,TLl:O no,nlz()
(D.58)
Then
oo ex —fG”O’"1 im0 @iy )2
)] < 3 S0 (O ) Q@i o
(ZZ‘;M:O exp (-G (y)))
°© _ exp(—1iz¢ ”L-I- n imo@jmny )’
< 32710,71170 p( 2 ( 0 QJ 1)) (Q7 QJ’ ) (D60)

(550 moep (1422, + @2,.))
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Zn OEXP( zc 22n) : Zn Oexp(— 5 3) ?n
2
(302 g exp (—%CQM) Sosoexp (—12Q3 )

<3 mi? (ekz) mi” (i)

(mgo)(l - c)mgo)(l - c))2

(m ()

<3

(D.61)

where (D.59) follows from (D.58) and the Cauchy-Schwarz inequality. Finally,
(D.60) is a consequence of a? + b? — 2uab < a? + b* + 2|ab|ju| < (1 + c)(a? + b?)
and a? + b? — 2uab > a® + b — 2|ab||u] < (1 — ¢)(a? + b?). O

Lemma D.9. Suppose there is a constant ¢ € (0,1) such that |T'z;;(h)| < c
for all i # j and h # 0. Then, for Z;j(x) in (2.7) and |z| < ¢? for ¢ € (0,1),

1

1Zi;(x)| < mMﬂC» 0). (D.62)

Proof. Set 0;5 :=T'z;;(h). Then, for i # j and h # 0,

-1
) > 1

! = — - Gr™M(g..
le<x) - ax ( Z_ exp( 2(1 71:)G'Lj (Jlj)>>

o0 Gnoﬂn . -1 GnU’"l .
Enom:o exp 2(1 x) (035) 2(1—x)2 ij (0i5)

3 .
(Zno,nlzo exp( 2(1— x)GnO nl(aij))>

Note that G;(L]p,n1( ) = 1 no + Q] n 2uQi,nng,n1 > (Qi’nou + Qj,n1)2 > 0.
Then, with explanations given below,

| Z;;()]
_ > im0 XD (=5GP (Uz'j)) s G (04))]
 (Er e (—aks G (aij)))2
1 om0 XD (——( Tno T Q) (1+0)(QF,, + Q7))
SR (e (ot (@2, + @)

(D.63)

<<1—1r:2>2<ie"p<‘2<l+c )Ze"p< HCWQ*"))_Z

) Leo (55t
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> 1-¢ = 1-¢
— 2 — 2 2
+ Z exp (_ 2 j,n) Z €Xp <_ 9 z’,n) i\n
n=0 n=0

() ol? () o () ()

(ml(.o) (1-e¢) m'® (1- c))2

T (1-2)2 4

max maXx

1— c2 2 r=0,2:=1,...,d +
1= (m® (1~ e))

where (D.63) is a consequence of a? + b? — 2uab < a® + b% + 2|ab|ju] < (1 +
c)(a? +b?) and a? + b? — 2uab > a® + b? — 2|ab||u| < (1 — ¢)(a® + b?). O

D.83.8. Derivatives I11

In this section, we consider the derivatives and their bounds used in Section C.3.
We define A(0), M(c,0) and p(e,0) as M (e, 0) and p(c,0) in (2.13)-(2.15) with

the true 6 replaced by some 6, further specified in the proofs below. Similarly,
we define 57 (u), S$ (u) and S9(u) as the estimated counterparts of Sy (u), S (u)

and S§(u) by replacing 6; with 0;.

Lemma D.10. Suppose |u| < ¢ for c € (0,1). Then, the second derivative of the
link function given in (D.45) satisfies, for some 8;,0; such that |0;—0;| < [0;—0;],
|0j 70j| < |t9] 79” and "Z,L| < CfOT'C € (0,1),

. 18  — ~ .
|63 (u) = £ (u)] < mM(& 0)i(e, 0)[10 — | max- (D.65)
Proof. From (D.45), we have
|63 (w) — €5 (w)]
u -~ u ~
=|——(S -5 - (58§ (u) — 5§
T i = i) — e ($ ) S5 )
1 ~
+ _ g _ SQ
T B — S5
1 = ~ .
< (181 (u) = S1(w)| + |55 (u) — S5 (u)| + |55 (u) — 5% (u)]) (D.66)
2rr(1 —¢?)2
<t max (V0,855 + 1 V6.8 W)] g 5|
T 2m(1 — €2)3 ig=1,...d 021 1(9,6,) 11 002 (6:.6,) 1
119085016,y 1) 18— Ol (D.67)
18 (k)

~ ~(k) o
S (1-e)3 k:O??.(,S i:rrllé?idmi (1+e) kg(l)??.(,?) i:rrllf.i?idui (14 ) [0 = Ollmax
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18 ~ - ~
= mM(q 0)z(e, 0)]|0 — 0] max-

We counsider the first summand in (D.66) in detail. The remaining ones can be
handled analogously.

|5 () = S (w)]
= (Vo.S1(w)l g, 5,y 05 — 03) + (Vo,S1(w)| 5, 5,05 — 03)]
< V0,51l G, 5, 1185 = O5llmax + 11V, S1(w)] 5, 5. 111165 = Oillma

<, joax Ve, Si(u)lg, gl max 165 = 0l max-

sJ =Ly I 7

The subsequent relation (D.66) can then be bounded through Lemma D.11
below. O

The following Lemma D.11 provides bounds on the derivatives of (D.40) with
respect to the model parameters 6.

Lemma D.11. Suppose |u| < ¢ for ¢ € (0,1). Then, the derivatives of the
quantities (D.40) with respect to the model parameter 6; can be bounded as

IV, S1(w)llL + Vo, 55" ()1 + | Vo, 5§ (u) |1

18
< 27 max  max m( )(1 +¢) max max NE )(1 +¢)
1—¢2" k=0,..3i=1,...d k=0,...,3i=1,..

with m® | ¥ in (2.11) and (2.12).

Proof. We consider the three quantities separately.
Bound on ||V, S1(u)]1:

10,51 ()]s
= 1 Mn0o,MN1
=19 32 oo (g )
< Y e (ot w)) | (@ — 1) 190 Qu s
0 2(1_u2) v 1 — 2 »10 J,m1 i 1,n0
no,ni1=

1 > 1—|ul
S{-ea Z exp (—2(1_u)( Pno Q7 nl)) |Qiine — uQjny IV, Qino 1

no,n1=0
- 11— CQ — 2(1 + C) Jn — 2(1 i C) i,n i,n i ingll1
2
—|—nz_oexp< 2(1 Yo ) |an| Zexp( ) m) ||V9iQi’nO||1>
1
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(k) (k)
ST 27r]£1;a0)<11_rr11a§dm (1—1—0)1?130?( Jmax (I+c¢). (D.68)

Bound on ||V, SS (w)||1:

IV, 55" (u)]l1

3 L no,n mn0o,n
= Vo, > exp (_MG@O’ 1(“)) G (w)|h
no,mn1=0
S D e —
= 2(1 _ u2) (%)
’I’Lo,n1:0
no,n 1
X |G () (1 — 2 (@i — qu,n)> ‘ 1V0, Qinolls
+ i exp —#an,nl(u)
0 21 —w?) ¥
no,n1=
1
X | =12 (@in = uQjn) | 1V, Qinolh
1 > 1—ul )
< U e ;
<7 = 2 Oexp( 20— ) @+ @)
no,n1=
2(Q% ny + @) Qo + Q1 DIIV0, Qi I
Ly ~ lul
Tz Z OeXP <—2(1_u2)( im0 +le)>
no,N1=

X |Qi-,no - qu,ﬂl ‘ HV‘97 Qiﬂlo ”1

0 0 3
31_0227r< D+ +e)+m? 1 +e)u® 1+e)
+mP Qo) Qo) +ml (1 +e)u (1+e)
+m90+@@”u+@+m?a+@@”u+@>

<

12 (k) (k)
1_6227rkir(1)‘71x31n11axdm (1—|—c)kir(1)z,xxgz_nlla>.< i (14+¢). (D.69)

Bound on ||V, S5 (u)|1:

Vo, S5 ()1

o0

1 no,n no,n
= ||V, Z exp (‘MGijD’ H(u )) 97"
’I’L(),nlzo

oo

ng,n1=0
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1 no,n

x u2 (Qi,no _qusnl)g’Lj()’ ! ||V9iQign0H1

= 1
T e (—MG"" " )) Qs V6, Qunoll
no,’ﬂl_o
1 = 1—|ul
S{— a2 Z exp <_2(1—u)( zno+Q]n1))
no,n1:0

X (|1Qing — uQjny || QingQjny | + 1Qjn: NIV, Qi |1

(€3] &) (2 1
<
< —2r(m A+ 1+ o) +m 1+ ) u” (1+¢)
+mP 1+ (o) +m (14 ) (14 )
(k) (k)
<7 _6227r]£n%)<21rr11axdm (1+¢) A, max (I+¢). (D.70)

Finally, combining (D.68), (D.69) and (D.70), we infer that
Ve, S1(u)ll1 + V6, S5 () |1 + [[Ve,55 (u)

18 (k) (k)
S T I S () I e ()

D.3.4. Derivatives IV

In this section, we consider the derivatives and their bounds used in Section
C.4.

Lemma D.12. Suppose Assumptions M.2 and M.3. Then, for some 52 such
that |92 — 92| < |91 — 91|,

1035(1) — €35(1)] < 3A(0)]|8 — 6| (D.71)
Proof. Note that ¢;;(1) can be written as

£i(1) = 30 T = Var[Xi )
k=1
—i(Qn—i—l)P X4 > ] (ZP it >n>
n=0
oo o0 2
=3 @n+1)(1-Cu(6:) - (Z(l cn(@))) (D.72)
n=0 n=0

and is a function in 6;. Using (D.72), its partial derivative with respect to 6;
can be derived as

oo

Vo, Lii(1) = Y (20 + 1)V, Cr (6; —22 1= Cn(6:) Y Vo, Cr(65)
n=0

n=0
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= i@n +1—2E[X;4])Ve,Co(67). (D.73)

n=0

The estimated counterpart Zn(l) of £;;(1) is then given by replacing 6; with
its estimator 6; in (D.72). Using the representation (D.72) and the derivative
(D.73), we can write

0;

7:(1) - <Z (2 + 1 — E[X)V0,Ca(60)

,0; — ai> (D.74)

||§_ ellmam
0;

< 3ZHHV9 0:)lh

where we applied the mean value theorem in (D.74). O

1
Lemma D.13. On the diagonal, the reciprocal of ¢’ satisfies z’ @ < M2 (1/2,0)
with My as in (2.15).

Proof. For the diagonal elements of the first derivative £, we can find a lower
bound across all u € (—1,1). That is,

E/ ( ) ( i,mo + Qz ni QUQi,noQiJH))

1
exp
27r\/1 — 2 no;_o ( 2(1 - u?)

>Zexp< Ttu zno>
>2exp 200) =mi(1/2)

1

such that M2 (1/2,0) with M; as in (2.15). O

1
2 () ;S
Appendix E: Discussion on Assumption M.3

In this section, we verify Assumption M.3 for mixture Poisson, Conway-Maxwell-
Poisson, binomial and negative binomial distributions.

For shortness’ sake, we state an inequality for discrete random variables used
in the subsequent examples in a small lemma at the end of this section.

Example E.1 (Mixture Poisson). The mixture Poisson distribution is given by
M \ )\k
— — —Am M —
—k]—mee o k=0,1,...,
m=1

with mixture probabilities p = (p1,...,pn) such that Zm 1Pm =1, pm >0
and A = (Aq,...,An), A > 0.
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In order to verify Assumption M.3, set 8; = (0;1,...,0:00) = (P, A). Then,
with explanations given below, there is a constant ¢ > 0 not depending on any
model parameters such that,

2M

o , )
sup 1-C,(0;)) 2 —C,(0;
s 321 Cul) E:j g Cnl6)
1 1 _1
< . C13) 2 2 . .
Sc sup | max, - ((E|Xm| ) (1+/\1 )+1) < (E.1)

Boundedness on S follows by Assumption M.2 and since the functions = — %

and x — % are both locally bounded on (0,00). We turn to explaining the

inequality in (E.1). With more details given below and with constant ¢ > 0 not
depending on any model parameters and possibly changing from line to line,

oo 2M )
Z(l_cn(gi)>_§z aTCn(HZ)
n=0 j=1 K
o] 2M 8
=Y (PXiy>n)"2> o5 PIXie > 7
n=0 j=1 v
1 & .
<m_1a v (P[X;t >n)) 2 (P[X; > n]+P[X; e =n)) (E.2)
o ™ =0
= i P[X; =
= max i Z P[Xi,t > n}f + [X’L,t n]l
m=1, Pm 2= P[X;: >n]?
L (¢ R o (PlXie =n]\?
= — P[X; 2 P[X;; =n])? :
- (Z oo > 0]+ D (X =) (rres) )
1 > 1 > 1 n %
< max — PlX;:>n])2 +¢ PlX;;=n])2 | — E.3
e L <n0< o> e S P =) (. ) (E.3)

|

n=0 n=1

1 N o0 o0 B 2 1
S e (c(Em,tF’)% +1+c <§ nPP[X =n]Y n ) A ?
(E.5)
1 3\ 1 —1
=c max — ((B[Xy[)} (1+A77) +1),
m=1,....M Dy,

where (E.4) follows by Lemma E.1 and (E.5) by Holder’s inequality. We consider
(E.2) and (E.3) separately. The bound (E.2) follows since

2M 2M ) oo
2 |gg,, PP > 1| =2 |5 2 Pl =H]
j=1 J j=1 J k=n+1
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M
=2 3p Z mee " k;l Z mee " ]g“
j=1 J k=n+1m=1 Jkn+1m1
M oo /\k 1 /\k
{zw+zqu,ww‘
7j=1lk=n+1 j=1 |k=n+1 _1) k!
M oo
:Z Z e j +Zp] Jm
j=1 |k=n+1
Sm:rrll??ijvjpm Z Zpﬁ Ajnij! P[Xzyt:”}

k=n+1 j=1

1
max — P[X;; > n]+P[X;; =n].
m=1,....M D,

For the bound (E.3), assume without loss of genarality that Ay > -+ > M.
Note that the ratio between probability function and tail distribution behaves
asymptotically as

M _ Ar
_ YmeiPme T E
- %) M AR
Zk:n+1 Zm:l Pme m?
e AT M “Am A
pre” *1 T+ Zng Pme€ ]
AP At M K
—A1 Am Am S —Am 2m
p1e (n+1 ) + Zm 2 Pme (n+1)! + Zk:n—i—2 Zm:l Pme k!
n
e~ AT Pm o=Am+A1L [ Am
b1€ n! (1+Zm 2p1 <A1) )

n+1

plei)\ (A_;'_l)lM ()‘17 sy )\M)

1+me 2 p? 7>\m+>\1 (Tm) n
N MMy ) IV

where M, (A1,...,An) in (E.6) is defined in (E.7) below. Furthermore, the last

k
relation follows since 1! +1) — 0 for k>n+2and ( ) — 0asn — oo. We
conclude with the deﬁnltlon of Myy(M,..., Am),

)\ n+1
My, dag) =1+ Z P At (m>

o 41 A1
k
k—(n+1) Pm Xt Am) (n+1)!
+ Z Al Z <A1> o
k=n-+2 m=1
(E.7)

Example E.2 (Conway-Maxwell-Poisson). The Conway-Maxwell-Poisson dis-
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tribution is

)\k

PR =M= Gz

e J
k=0,1,..., with Z\v)=>_ A')V,
]
=0

for \,v > 0. Let 6; = (0;1,6;2) = (\,v). Then, with explanations given below,
there is a constant ¢ > 0 not depending on any model parameters such that,

o

sup Y (1= Cu(6:)"2 Y |7—

0:€S "o

1 1

< sup 2c ((E 1 Xi.42)2 + 1) < E|Xi: +E| log(Xi’t!)|> < 00. (E.8)
A\ v)es A

Boundedness on S follows by Assumption M.2 and since the function z — < is

locally bounded on (0, c0). We turn to explaining the inequality in (E.8). With
more details given below,

o] 2
_1 0
Z(l - Cn(ai)) 2 Z 90 Cn(ei)
n=0 j=1 Y
) 2 a
=Y (PXiy>n)"2> a5 P > 1)
n=0 j=1 H
= _1 0 0
= Y (P[Xie > n)7% (|55 PIXia > nl| +| 2 P[Xie >l
n=0
= e
<2 Z(P[Xi,t > n])_f ()\ P[Xi’t > ’I’L} E |Xi,t| + P[Xi’t > n] E | lOg(XZ‘,t!)>
n=0

(E.9)
1
—QZ Xi4 > n))® (AE|Xi,t|+Elog(Xi,t!)|>
1 1
<20 ((B1Xuaf)? +1) (T EIXuel +E1og(xi,01).

where the last step follows by Lemma E.1. The bound (E.9) is obtained as
follows. The derivative with respect to A can be bounded as

0 0 2\F
ox ezl =gy 2 lm
© Ak—1 00 NG o i1
= ki_ j .
k:z,;ﬂ (K)rZ (A, v) ,f:zn:ﬂ (k!)VZ(/\,z/)QJZ:; DR
A2\ o R & ju S -
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S)\Z (kv ]z::oj )\y)

S X P[Xi’t > n] E |Xi,t|~

The derivative with respect to v can be bounded as

0

5 P[Xi,t > n]
o L
" ov k:znﬂ K)Z(\v)
= ZOv)? k:zn;l(—l)log(k )(k') Z(A\v) + k;ﬂ ngolog(ﬂ)w
= Z000) k;11og &) ”JZ::O ()" +,€Zn:+1 e Zlog

M
<2 Z & Z(nv) VZ Zlg GYZ(nv)
= 2P[Xi,t >nlE \ log( Zt)|
Note that E | log(X; +!)| maximizes the Conway-Maxwell-Poisson likelihood func-
tion and does not have an analytic solution.
Example E.3 (Binomial). The binomial distribution is

N
PlXis=H = (k)p’“(l—p)N"“, k=0,1,...,N.

In order to verify Assumption M.3, note that we assume that the number of
trials IV is known and 6; = p for the unknown probability of success in each trial.

Then, with explanations given below, there is a constant ¢ > 0 not depending
on any model parameters such that,

sup Z 7%

0:€S .,

0

N
- < N .
28, < csup ((E|X

peS P

Con(6) 8y 4 1) < c0. (E.10)

Boundedness on S follows by Assumption M.2 and since the function z — %

and is locally bounded on (0,1). We turn to explaining the inequality in (E.10).
With more details given below and with constant ¢ > 0 not depending on any
model parameters,

oo

< XS prx > (E11)
n=0
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where (E.12) follows by Lemma E.1 and (E.11) is true since

B 0 < (N _
apP[Xi’t>n]:%k_%;_l(k)pk(l_p)]v K
N
= % ()@t - Rt Y
k=n+41
N
_ N\ ke yv-kk(L—p) — Np
_k_zn:+1<k)p (1-2) p(1—p)

N
< — P[Xiyt > TL}
p
Example E.4 (Negative binomial). The negative binomial distribution is

k -1
P[Xz,t:k]:< +’r1 )(1_p)kpr’ k:0717"'7

r—

for r € N. Let 0; = (0;1,0;2) = (p, 7). Note that in contrast to Example E.3, both
the number of failures until the experiment is stopped and the success proba-
bility in each experiment are assumed to be unknown. Then, with explanations

given below, there is a constant ¢ > 0 not depending on any model parameters
such that,

> 1| O
sup 1-C,(0;)) 2 —C,(0;
s S1-Colo ™Yo
1 T
< swp (@ +1) (£ + loxtr]) (B.13)
(p,r)€S p

Boundedness on S follows by Assumption M.2 and since the functions = — %,
x — x and z — |log(x)| are locally bounded on (0, 00). We turn to explaining
the inequality in (E.13). With more details given below and with constant ¢ > 0
not depending on any model parameters,

i(P[Xm > n))”z (’;pp[xi,t > n]

0

n=0
P, sah-F S (BT e (T kL k
<3epcat (T aw (Fo g )
(E.14)

<fj<1>[xi,t>n1>é > (et (Srieso))  mas
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M

(P[X.s > n)) PX;, > 1] (p T |1og<p>|>

n=0

M

(PP > (£ Dogo] ) < (@163 +1) (L o+ 1080
(E.16)

n=0

The inequality (E.14) follows by calculating the two derivatives with respect to
p and 7. The results are given in (E.17) and (E.19) below, respectively. Then,
(E.15) is due to r > 1 — p since r € N. The last line (E.16) follows by Lemma
E.1.

The derivative of P[X;; > n] with respect to p is calculated as follows

o J— k+r—1 &
P[X -2 1— p)kpr
5, P1Xie > 7] apk_zn;l< i )( p)*p
= (k+r—1 1. .
= > ( il )(—k’(l—p)k 'p"+ (1 —p)rrpt)
k=n-+1 r

Il
(]
Y
o
S +
<
=
—_
N———
—~
—_
|
G
~~
ko
S
7N\
T3
|
—_
1B
i
N————
—
o]
—
N

0 L0 = (k+r—1 kor
ar P>l =50 3 ( )(1p>p

Ml r—1
T (T s KT G
< 50t (AT o (1)
(E.18)
-2 (T (Frean). @)

where the derivative of the binomial coefficient in (E.18) can be written and
bounded as

0 (k+r—1 b1 .
(" >_Zk! [I =i

=17 ey

k
Z“”’"‘J M G+r—i

|
Pl s
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z’“: L (ktr—1\ _k(k+r—1
o k+r—j r—1 - r—1 '
We state here a generic result which has found extensive use in showing that

Assumption M.3 is satisfied.

Lemma E.1. For a nonnegative discrete random variable X, there is a constant
¢ > 0 such that

1

Z (X >n])? <c(E|X]*)? +

Proof. We make use of the following formula for moments of discrete random
variables

EXp:Z((n+1)p—np)P[X>n], forp=1,2,.... (E.20)
n=0
Then,
ST(PIX >n))7 =D (n?PIX >n))2n~' + (P[X > 0])2
n=0 n=1
1 1
[ee} 2 o0 2
< <Z n?P[X > n]> (Z n—2> +1 (E.21)
n=1 n=1
o 2 71_2 2
< Z((n +1)2 =n3)P[X > n] () +1  (E.22)
n=0
— (BIXP) 41,
where (E.21) is a consequence of applying Hélder’s inequality and (E.22) follows
since n? < 3n% +3n+ 1= (n+ 1) — n3 which allows us to use (E.20). O
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