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To resist government and corporate use of facial recognition to surveil users through their personal images,
researchers have created privacy-enhancing image filters that use adversarial machine learning. These “sub-
versive AI” (SAI) image filters aim to defend users from facial recognition by distorting personal images
in ways that are barely noticeable to humans but confusing to computer vision algorithms. SAI filters are
limited, however, by the lack of rigorous user evaluation that assess their acceptability. We addressed this
limitation by creating and validating a scale to measure user acceptance — the SAIA-8. In a three-step process,
we apply a mixed-methods approach that closely adhered to best practices for scale creation and validation in
measurement theory. Initially, to understand the factors that influence user acceptance of SAI filter outputs,
we interviewed 15 participants. Interviewees disliked extant SAI filter outputs because of a perceived lack of
usefulness and conflicts with their desired self-presentation. Using insights and statements from the interviews,
we generated 106 potential items for the scale. Employing an iterative refinement and validation process with
245 participants from Prolific, we arrived at the SAIA-8 scale: a set of eight items that capture user acceptability
of privacy-enhancing perturbations to personal images, and that can aid in benchmarking and prioritizing
user acceptability when developing and evaluating new SAI filters.
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1 INTRODUCTION
Advances in computer vision (CV) have enabled algorithmic surveillance at an unprecedented scale,
both by governments and corporations [39, 86, 140]. In response, researchers have explored using
these same advances to subvert computer-vision based surveillance by creating privacy-enhancing
image filters through the use of adversarial machine learning (AML) (e.g., [24, 25, 115]). AML
encompasses a suite of techniques to create “adversarial examples” of inputs into machine learning
models that aim to look nearly identical to people but cause the model to mis-classify the input
(evasion attacks) or learn false associations during training (poisoning attacks) [71, 83, 107]. These
properties present an opportunity for improving image privacy in the face of CV-based surveillance.
Today, an emerging class of privacy-enhancing image filters use AML to perturb images in a manner
that minimally alters the image while aiming to thwart automated detection and recognition (e.g.,
[24, 25, 115]). Prior work coins the phrase “Subversive AI” (SAI) to describe this use of AML to
disrupt surveillance of end-users by institutional actors [31].
Fawkes, one of the earliest SAI projects, was met with much public interest; it was featured in

the New York Times and has been downloaded nearly a million times [61]. The broad appeal of
Fawkes poses a unique opportunity to increase user adoption of privacy-enhancing technologies.
Indeed, several more SAI filters have been developed and/or published to build on this success (e.g.,
[24, 24, 25, 82, 105, 114, 133, 141]). Yet, to date, these SAI filters have primarily been evaluated on
technical attack efficacy (e.g., how effectively they cause commercial computer-vision systems to
misclassify adversarial inputs), and have not been systematically evaluated with the human users
they claim to protect.

Decades of prior work in usable privacy and security suggest that privacy and security technolo-
gies designed without centering end-user awareness, motivation, and ability are unlikely to see
sustained use or widespread adoption [15, 32, 33, 77, 103, 109]. Moreover, prior art in the broader
CSCW, computer-mediated communication (CMC), and HCI literature is clear that self-presentation
is a primary concern for people when sharing personal information online [35, 108, 119]. Thus,
one hypothesis is that without consideration of user preferences in developing SAI filters, user
acceptance of the privacy-enhancing perturbations introduced by these filters will be low. Indeed,
SAI filters approximate user acceptance by optimizing for metrics that are easy to measure without
user input, like pixel distance — the smaller the change made, the better for user acceptance. Prior
work suggests, however, that user acceptance of novel technologies is multi-faceted[32, 36, 122]
and, thus, unlikely to be captured solely by these simple metrics [112, 113]. Absent a standard
measure for user acceptance of privacy-enhancing filter perturbations, SAI researchers face a large
cost to answer seemingly simple questions like: “Do people find the perturbations introduced by
Fawkes acceptable for images they want to share online?” To address this challenge, we introduce a
validated psychometric scale to measure user acceptance of privacy-enhancing image perturbations:
the subversive AI assessment scale, or SAIA-8.
Psychometric scales “measure [behavioral] phenomena that cannot be observed directly.” [37]

Indeed, the HCI literature contains many measures that aid in bridging the gap between quanti-
tatively focused research and human factors [65, 69, 95, 125, 134]. Following best practices from
measurement theory literature[7, 62], we employed an inductive approach to scale development
that spans three steps:construct exploration, item generation, and item refinement.
In the first step, construct exploration, we qualitatively investigated factors that contribute to

privacy-enhancing image filter acceptance. We interviewed 𝑁 = 15 participants to gather candid
reactions to SAI filters and more naive privacy enhancing approaches (e.g., blurring faces). Overall,
participants reacted negatively to the SAI perturbations and shared skepticism toward the claimed
privacy benefits. Our exploration and analysis of SAI filter reactions uncovered four factors that
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contributed to interviewee acceptance of SAI filters — aesthetics, identity modification, shareability,
and skepticism of protection. We also found that the goal of “minimal pertubration” is counter-
productive for end-user acceptance. When perturbations made by SAI filters were not clearly visible,
users were not convinced of the effectiveness of the filter at protecting their privacy. When the
perturbations were visible, users often disliked the changes made to their images, describing the
outputs as having an “uncanny valley” effect.

In the second step, item generation, we generated 𝑄 = 106 potential items from a combination of
qualitative analysis insights and paraphrased statements from participants, distributed across the
four factors from our qualitative analysis. The potential items were presented to 𝑁 = 47 participants
with survey experience for feedback on content validity, allowing us to reduce down to a set of
𝑄 = 53 high-quality items.

In the third step, item refinement, we arrived at the final eight items through iterative application of
measurement theory principles [7]. We performed four sequential iterations of refinement wherein
we solicited responses from, in total, 𝑁 = 215 participants on the Prolific study participation
platform1. Each iteration was analyzed on the basis of item heuristics: difficulty, discrimination,
reliability, correlation, and validity [1]. The final SAIA-8 scale (see Table 2) achieved a Cronbach
𝛼 = 0.87.

To validate that our final scale measured acceptance, we conducted a convergent validity analysis
with 𝑁 = 30 participants [22]. This analysis investigated the degree to which the scale adhered
to proxies of acceptance we identified from the interviews. We found that the SAIA-8 strongly
correlates with the proxy for identity modification, and weakly correlates with the proxies for
aesthetics and shareability, but not with the proxy for skepticism of protection — an expected result,
since we removed items related to general privacy concerns in the final scale. Accordingly, the SAIA-
8 can be viewed as a measurement of user acceptability of privacy-enhancing image perturbations
based on three factors: aesthetics, identity modification, and shareability. Moreover, it can be
non-redundantly paired with a scale to measure general privacy concerns and attitudes (e.g., the
IUIPC [88]).

In summary, our work makes the following contributions:
• We introduce, to our knowledge, the first validated psychometric scale measuring user
acceptability of privacy-enhancing image perturbations: the SAIA-8.

• We build and extend prior literature analyzing how people feel about different privacy-
enhancing image filters, particularly emphasizing newer techniques powered by adversarial
machine learning.

• Based on our interview data and responses to the SAIA-8, we distill key design insights and
implications for creating more user acceptable privacy-enhancing image filters.

2 RELATEDWORKS
Image privacy has long been an area of interest in social computing. Subversive AI is the latest in a
long tradition of prior work seeking to help users obscure, encrypt, or otherwise protect sensitive
information in personal images (image privacy-enhancing technologies, or image PETs) [57, 84, 85].
To date, SAI technologies have primarily been developed optimizing for technical attack efficacy
and human imperceptibility [31, 116]. This lack of focus on user-needs, in turn, likely negatively
affects widespread user adoption [32]. Part of the challenge is that there remains no standard
measurement for human-acceptability that is applicable to privacy perturbation tools, making it
difficult and expensive to evaluate SAI filters from a human-centered perspective. We review the

1https://prolific.co
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Fig. 1. Schematic diagram for the research flow

prior literature on image privacy-enhancing technologies and the role of psychometric scales in
human-centered design, and discuss how our work builds on and extends these threads.

2.1 Image Privacy-Enhancing Technologies
The rise of ubiquitous surveillance and facial recognition models motivated the research and devel-
opment of image PETs [131]. These tools aim to give users greater autonomy over the distribution
and use of their images. In the past, this goal was achieved through use of well-known and under-
stood processes – e.g., steganography, encryption, obstruction, nudges [3, 20, 30, 49, 56, 57, 85, 100,
102, 135]. However, few image PETs gained widespread adoption outside of privacy-focused users
thanks in part to their usability and perceived usefulness [29, 46, 73, 109].
In the last few years, researchers have approached the problem of institutional privacy surveil-

lance by appropriating AML techniques [24, 25, 82, 105, 114, 115, 133, 141]. These techniques claim
to provide protection from algorithmic observation by perturbing pixels in an image to disrupt
model inference [107, 123]. Aside from the primary goal of disrupting algorithmic surveillance,
these models are fine-tuned to favor “imperceptibility” as AML practitioners have done in the past.
“Imperceptibility” is often quantified through Pixel p-Norm, Earth Mover’s Distance, Structural
Similarity Index, or Deep Net Embedding [112]. Sen et al. challenged the appropriateness of using
these heuristics to capture human perception, finding them to be insufficient approximations of
human perception [113]. While work continues to develop a metric that better approximates human
perception[50], the literature fails to challenge this primary assumption. These measures, while not
explicitly stated as such, serve as a hypothesized proxy for human acceptability — i.e., perturbation
perception is assumed to negatively correlate with human acceptance. We challenge this hypothesis,
confirming through our investigation that acceptability for SAI filters is a multi-faceted construct
that goes beyond the visibility of perturbations [36, 122]. Moreover, we design and validate the
first scale, to our knowledge, that aims to measure the human acceptability of image perturbations
made to improve privacy.
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2.2 Human-Centered Evaluation
The HCI community has long held a role in computer science research to examine and explain
technological advancements through a sociotechnical perspective [33, 89, 106, 139]. Indeed, ML and
security advancements have struggled with acceptance due in part to a lack of consideration for
human factors [11, 34, 91]. The usable security and privacy community has a running character –
“Johnny” – for their evaluations of security advancements [15, 48, 60, 96, 109, 132]. Technologies like
encryption or cryptographic signatures could serve to greatly improve user security and privacy, but
such technologies are often considered a hindrance by users [10, 47, 98, 130]. In recent years, the HCI
community took a greater interest and role in the design and evaluation of human-centered privacy
tools [27, 41, 80, 85]. Relatedly, ML applications are often viewed as “black boxes” with little to no
intuitive description associated with the decisions they make [23, 43, 81, 138]. Thus, the adoption
of ML within image PETs creates a unique intersection of acceptability challenges from both
disciplines, making existent acceptance measures insufficient. Our work explores this intersection
of acceptability, accounting for factors in acceptance which illustrate a need for human-centered
design in the development of privacy-enhancing image perturbations.
However, integration of human factors into SAI filter research would require extensive experi-

mentation. Fortunately, psychometric scales can capture difficult-to-observe behavior in a way that
can easily integrate into development pipelines [7, 16, 51, 53, 62, 64]. Indeed, the HCI literature
contains many behavioral measures that aid in bridging the gap between quantitatively-focused
research and human factors [65, 69, 95, 125, 134]. In the realm of privacy and security, psychometric
scales can determine privacy concerns[17, 88], security intentions[42], level of value for others’
privacy[55], and security attitudes[44]. Efforts to quantify behavior in psychometric scales serve to
ease the integration of human factors into highly technical systems. The SAIA-8 scale continues
this tradition by giving researchers interested in privacy-enhancing image perturbations a low-cost
method of integrating a human perspective into their development pipeline.

2.3 Factors in Image Sharing
There are a variety of complex factors that contribute to a persons’ motivation to share personal
information online [9, 94, 127]. Prior literature has investigated how one’s preferred presentation
of self influences sharing on social platforms [35, 45, 66, 101, 111]. Additionally, work has explored
how a person’s ideas about privacy can influence sharing behaviors [4, 139]. Also, social pressures
have been found to contribute to sharing amongst several groups [13, 28, 52, 54, 68, 124]. These
behaviors are further complicated by the introduction and use of computational photography and
aesthetic image filters found on contemporary social media sites [12, 70, 72, 99, 129]. Here, we
contribute to the literature by exploring how factors in image sharing could be altered through the
use of an image privacy enhancing technology.

3 STUDY 1: QUALITATIVE EXPLORATION
The first step in psychometric scale development is the creation of questionnaire items either
through deductive or inductive means [62]. The deductive approach involves generating scale
items based on prior work which provides a strong theoretical foundation for the construct of
interest — in our case, human acceptability of anti-surveillance perturbations made to images. The
inductive approach involves a ground-up approach to item generation based on inferences made
from analyzing qualitative data sourced from, e.g., interviews or prior literature. We employed the
inductive approach because, to the best of our knowledge, there is no widely accepted theory for
what drives human acceptability of privacy-enhancing image modifications. Without this theory,
there would be no strong basis to deductively generate candidate items for inclusion in the scale.
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We conducted semi-structured interviews with 𝑁 = 15 participants to model their reactions to
and acceptability of privacy-enhancing perturbations. In our analysis, we identified four themes
which we reference for item generation:Aesthetics, Identity Modification, Shareability, and Skepticism
of Protection. Aesthetics captures participants’ reactions to the visual composition of the image —
e.g., color, clarity, noise. Identity Modification captures participants’ feelings on how the filter altered
the subjects’ identity presentation — e.g., health, age, gender. Shareability captures participants’
preferences towards sharing the filtered image with an intended audience. Finally, Skepticism of
Protection captures participants’ perceptions of how the filtered output addresses their privacy
concerns and whether they believe they provide privacy protection. Based on these four themes
and the interview transcripts, we generated 𝑄 = 106 candidate scale items formatted as statements
with a 5-point Likert agreement response. [21, 92]

3.1 Data Collection
We collected candid reactions to a set of existing anti-surveillance image filters with hour-long
semi-structured interviews. The goal of these interviews was to probe participants’ reactions to the
perturbations created by the filters. We asked participants to apply four different anti-surveillance
filters to their own personal images: two popular SAIs filters (Fawkes [115] and LowKey[25]) and
two non-SAI (face pixelator, emoji stickers). While the filters we chose varied in approach and threat
model, the overarching goal was the same — to improve users’ online privacy against algorithmic
surveillance by perturbing pixels on and around a subject’s face. We transcribed and analyzed
interview transcripts using open coding.[110] We grouped the codes resulting from this analysis
into themes for item generation.

3.2 Recruitment
We employed multiple recruitment strategies to find a diverse and representative sample of the
general population for this study: social media posts, flyers posted locally, the Prolific participation
platform2, and snowball sampling. Each advertisement included a simple description of the study —
e.g., "Give your opinion on privacy enhancing technologies!" — and listed the eligibility requirements
for the study (e.g., over 18, resides in U.S.) as well as the offered compensation ($20). This recruitment
campaign resulted in 𝑁 = 15 interview participants — summarized in Table 1 — who met eligibility
requirements and fully completed the interview study.

3.3 Interview Protocol
We approach the participant interviews with the following research questions:

• What threats do users wish to protect themselves against when using privacy-enhancing
image filters? Why?

• How do users feel about the changes made to their personal images?
• What are the factors that influence the shareability of the filtered image?
• What are the factors that influence users’ preference for one filter over another?

We interviewed participants individually, guiding them through a webapp — developed by the
research team — where they could apply each SAI filter to a personal photo. Interviews were
performed and recorded with the Zoom conferencing software and transcribed using the Otter.ai3
automated transcription service with the participants’ informed consent. We assume participants
would have a more visceral and grounded reaction to their own images being modified due to prior
work in self-presentation. [35, 108, 119] Therefore, we asked participants to bring five personal
2https://prolific.co
3https://otter.ai
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Participant Ethnicity Hispanic Age Range Gender Education
1 Black No 18-24 Transgender Bachelor’s degree
2 Black No 25-34 Man Bachelor’s degree
3 White No 25-34 Transgender Bachelor’s degree
4 Asian No 18-24 Man Bachelor’s degree
5 Asian No 35-44 Woman Graduate or professional degree
6 Black No 18-24 Man High school diploma or GED
7 White No 35-44 Man Graduate or professional degree
8 Black No 25-34 Man Associates or technical degree
9 Black No 25-34 Woman Bachelor’s degree
10 Black No 25-34 Man Some college
11 Black No 25-34 Woman Bachelor’s degree
12 Black No 25-34 Woman Bachelor’s degree
13 Asian No 18-24 Man Bachelor’s degree
14 Asian No 25-34 Man Bachelor’s degree
15 White No 25-34 Prefer not to say Graduate or professional degree

Table 1. Demographic information for the 15 participants in Study 1.

images to the interview that they “considered sharing but did not because of privacy concerns.” Aswe
were requesting potentially sensitive content that participants were uncomfortable publicly sharing,
we did not collect or view the images and assured participants that their images would
not be collected. Our interview protocol followed three sequential steps: orienting, perturbation
reaction, and preference.

In the first part, orienting, we asked participants questions about their current privacy behaviors
— e.g., “Do you use privacy protecting tools such as incognito browsing, a virtual private network,
or locked social media accounts?” We also asked participants to critically reflect on what incited
the adoption of these behaviors and how often they engaged in them. We wanted to actively prime
participants to think about their current privacy behaviors because, in pilot studies, we found that
participants often underestimated their adherence to privacy practices. These pilot participants
often assumed a nonchalant attitude toward privacy which on further investigation oftentimes did
not reflect their behavior. As our goal was to understand factors that drove the acceptability of
image perturbations that were introduced specifically for privacy purposes, we wanted participants
to be primed to think about their personal privacy concerns. Once introduced, participants more
readily considered the benefits the filter could bring.
We next asked participants about the five personal photos they were asked to bring to the

interview. Participants described their hesitation with sharing the selected photos publicly. We
further prompted them to describe tools or behaviors they may use to protect their privacy if they
were to share the photo with friends or family. These questions were used to give the interviewer
insight into the participant’s privacy attitudes toward personal images, helping to contextualize
the reactions they had to the filter perturbations.

In the next phase, perturbation reaction, we had participants apply the SAI and non-SAI filters to
the personal photos they had brought to the interview, investigating their candid reactions to the
changes made. Perturbations were applied through a web application developed by the research
team and hosted on Google Cloud. We developed a web application for each of the image filters we
tested using the Gradio library for Python. [2] The host was equipped with an NVIDIA T4 GPU
to accelerate filters that supported such optimizations. Participants applied each of the filters to

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 185. Publication date: April 2024.



185:8 Jacob Logas, Poojita Garg, Rosa I. Arriaga, and Sauvik Das

one of their personal photos — the one most aligning to institutional privacy concerns.4 Once the
filter was applied, we asked participants about their immediate reaction to the perturbed image
including the differences they noticed and their affective response to them. Then, we asked how
those changes made them feel about sharing the photo on social media and whether the promise of
improved privacy impacted their willingness to share the image. If the filter had multiple levels of
protection (e.g., Fawkes has a low, medium, and high mode), we asked which one the participant
would be more comfortable sharing publicly and why. Finally, we asked how participants would
feel using the filter on the last image of themselves that they shared on social media. We repeated
this process for each of the four filters in turn.
After the participants experienced all four filters, we asked them to comparatively evaluate

them. We requested participants to rank the filters they saw and give their reason for the rankings,
asking for elaboration on how contextual factors — e.g., where the photo would be posted, what the
photo contains — influenced their reasoning. Finally, the researcher called back to the information
divulged in the orientation to determine if other privacy concerns might affect the ranking.

3.4 Qualitative Coding
The inductive approach to questionnaire development involves generating candidate items based
on emergent themes from qualitative data [62]. We employed open coding to analyze the interview
transcripts, resulting in a corpus of unordered codes – the code-book.[110] Open coding involves
identifying snippets of the conversation that relate to the research questions and classifying them
into one or more codes.[110] This is an iterative process that often requires many passes over the
data and is typically performed in parallel by independent researchers who compare and discuss
their individual code-books. Here, two researchers performed three passes over the interview
transcripts; each time refining the code-book. Our first pass had two researchers independently
develop a code-book by going over the entire corpus of transcripts. These independently developed
code-books were then compared and disagreements over the classifications were resolved through
discussion and analysis of the transcript snippets relating to the code or codes. We then took
the combined code-book back to a subset of the data — those transcripts that the researchers
identified as having rich data. This pass confirmed that existing codes were appropriate and
had researchers record any emergent codes. The second pass was similarly scrutinized by both
researchers, discussing codes between each other and refining the code-book by pruning, merging,
or renaming codes. The final pass over the data confirmed the appropriateness of the codes and
resulted in no new codes for discussion; however, after this pass the researchers still discussed the
current code-book and further refined the code-book by combining codes we agreed to be similar
to each other.

3.5 Findings
Our analysis of the interviews surfaced four contributing factors for the participants’ reactions to and
acceptability of the SAI filters we presented:Aesthetics, IdentityModification, Shareability, and
Skepticism of Protection. These themes provided us with an empirical grounding for generating
candidate items for the SAIA scale. Here, we will speak of each overall theme as it relates to the
acceptability of the privacy filters.

3.5.1 Aesthetics: “I just don’t like what it did to my face”. Several interview participants found the
perturbations made by the filters to negatively impact the aesthetic of the image. Filter alterations
could at times generate discordant artifacts or alter color composition.
4In pilot studies the filters would occasionally not work with a participant’s photo, hence we requested users to bring five
photos to avoid this problem. However, none of the participant photos in the main study encountered this issue.
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Filters also had a tendency to place artifacts on the subject’s face in aesthetically unpleasing
ways. Participant 4 expressed the filter “doesn’t really blend well with the rest of the image” due to
the filter applying a “mask” to the face. Elaborating that “the skin shade on the rest of the body is
very different” and the “skin texture is very different.” Participant 4’s concern was with how the
SAI filter inconsistently applied perturbations across the image. Thus, aesthetic harmony between
the parts of the image that are and are not perturbed appears to be an important consideration for
user acceptance of these filters.

Color changes could affect participants’ skin tone — “My face is beet red for some reason” (P15) —
or alter the perceived lighting in the photograph — “Makes me look like a dude at a rave” (P18). Most
participants noted how LowKey modified the color of the image. Participant 2 felt the filter made it
seem like “something has been painted on the face.” In these cases, and others, the color changes
were viewed as a clear negative. As P18 stated: “I prefer the low [filter mode] solely because i don’t
like the coloration patterns that are used overall.” However, we also found evidence that color
changes can be acceptable or preferred — “I like medium better than low, almost like a cartoon” (P3)
or “If the coloration pattern was different, like purple and green” (P18). Thus, some users appeared
to be open to color changes if they were more in-line with their aesthetic preferences or if they felt
more in control.
From these findings, we brainstormed 𝑄 = 25 candidate items for inclusion in the SAIA scale,

including:
• “I feel the filtered image is less clear.”
• “I don’t feel comfortable with the changes made to the photograph.”
• “The filter worsens the color in the photo.”

3.5.2 Identity Modification: “They distort the face just enough that it makes you uncomfortable”.
Participants also noted that the perturbations made by SAI filters affected a subjects’ expressed
identity presentation along four dimensions: age, health, gender, humanity.
In several cases, participants mentioned that the Fawkes filter altered the subjects’ perceptible

age. Participants described the LowKey filter as applying changes that made the subject appear
“more mature,”(P2) with one remarking “it looks like it aged me a bit”(P3). Participant 5, for example,
noted the artifacts introduced by LowKey made them look “kind of weird and like, wrinkled.”

The filters also gave the appearance of poor health. Participant 15 remarked that LowKey “makes
me look diseased for some reason.” Other participants described images filtered by Fawkes as “like
I got sick or something”(P3), “imposing a skin disease on somebody”(P7), and “like I’ve been in the
sun too long”(P7). Several participants went beyond describing the changes as simply imposing an
illness, saying, for example, that Fawkes “just makes me look like a zombie”(P18).

Participants — especially those who identified as queer — also found that the perturbations could
affect the subjects’ gender expression. Participant 18 was not pleased with how the LowKey filter
modified their gender presentation: “There are some people who would probably love you know,
like obfuscation that also includes a free mustache. I am not one of them. In fact, the photo has
me and like, probably 40 minutes of makeup, specifically to avoid that possibility.” In contrast,
Participant 3 — a transgender woman who was actively transitioning — found the changes made
by both Fawkes and LowKey as affirming to her identity: “because I haven’t had facial feminization
yet, this one’s extremely validating because my brow ridge is gone, my cheeks are where they’re
supposed to be, and my jawline actually has the right contours. I’m pretty pleased.” Of the 15
participants, P3 was the only one to have a positive reaction to their filtered image and expressed a
willingness — if not a desire — to use the filters in the future.

Finally, some participants felt the filters dehumanized or objectified the subject. This reaction
mainly arose from the naive approach which obscures the face for privacy enhancement – see
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Figure 2. This perception of “dehumanizing” the subject was surprisingly inconsistent among the
participants with some thinking the high and/or emoji setting was dehumanizing while others felt
the ’medium’ setting was more dehumanizing. For example, Participant 2 found the high setting to
be “too much, the face is blurred too much.” This participant preferred the low pixelation because
“at least [with low] I can see the face a bit, that its a human.” On the other hand, Participant 7
preferred the maximum pixelation and/or emoji option because “it’s like you put a piece of paper
over his face, [it] seems less dehumanizing [because] I can imagine removing the sticker over his
face.” Participant 18 had a preference for “medium [pixelation] because it doesn’t obscure what the
thing is to the human eye.” They chose medium over low due to their idea that the low could be
more easily reversed by an advanced algorithm.
Through these insights, we generated 𝑄 = 30 candidate items to capture respondent attitude

toward how filter perturbations change the photo subjects’ identity presentation:
• “The filter is affirming to my gender identity.”
• “I look older after the filter was applied.”
• “The filter makes me look less human.”

3.5.3 Shareability: “Probably hiding my face is a better way”. Participants found that the perturba-
tions introduced affected the shareability of the images because the perturbations compromised
the purpose of sharing the image or influenced the expected reaction of the viewer.
Prior work has shown that there are several reasons for a person to share images online[94]:

e.g., seeking and showcasing experiences, social connection with close relationships, and reaching
out to a wider audience. Participants stated that the changes introduced by the filters could at
times defeat the purpose of sharing the image altogether. For example, P4 discussed a photo
illustrating an accomplishment that they would potentially want to share with a community with
common interests, but felt that full face obfuscation would make sharing the photo significantly
less appealing: “It’s an achievement to move or get healthy, I’d probably prefer to have my face with
that.” P7 saw sharing photos as a means of building community; using filters made them feel “like
my life was a little less sincere and authentic” because it “manipulates my actual appearance too
much.” P18 felt the filters detract from their sharing of photos of themselves because “the photos
[of myself] exist to be identifiable... I am not a raccoon” in reference to the emoji filter. Moreover,
when discussing applying the filter to a photo P3 had already shared, they mentioned “that picture
was sentimental with a lot of emotion behind it” and they felt the filter would detract from the
sentimentality.

There were also situations where participants found that the filters increased the shareability of
images. P18, who mentioned they would not want to use filters that fully obfuscated their own
face, said: “I can see situations where I’d apply [a filter] to pictures of other people in frame” and
“a friend always publishes photos of their kids with emojis which I think is adorable.” Similarly,
P15 felt as though the emoji filter could be used in a way that appropriately retains the purpose of
sharing the image while providing improved privacy protections: “Part of the reason why people
have their face in images is to show their personality. So blocking your face out with an emoji, I
think still accomplished 80% of what you’d want a portrait for in a casual setting.”

Another factor influencing the shareability of the filtered image was how interviewees expected
others in their social circle to react to the image. Participant 15 mentioned that “even if a ML
model would have difficulty recognizing it, I would feel uncomfortable with people I know seeing
it.” Similarly, Participant 4 had a preference for the naive approaches as “hiding my face a better
way, [Fawkes and LowKey] look like I’m giving a false representation of myself.” The subtle but
noticeable perturbations made by the AML-powered filters could also conflict with self-presentation
goals. As P18 jested,“I could just be a horrifically zombie-like creature and chosen a really bad
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headshot.” Finally, P3 was concerned that the perturbations introduced would draw unwanted
attention and expressed apprehension about having “to explain to friends and family why I’m
putting up this [filtered] person” and that “it’d be risky to open up about why it is important to me
to be private as a trans person.”
Based on these findings, we developed 𝑄 = 19 candidate items for inclusion in the SAIA scale,

including:
• “The changes made by the filter defeat the purpose of sharing the image.”
• “I wouldn’t share the image publicly after the filter was applied.”
• “My family or friends would ask about the filtered photo if I posted it on social media.”

3.5.4 Skepticism of Protection:“If a friend knew me, they would still be able to point that out”. Many
participants also exhibited skepticism about the level of protection provided by the filters. This
skepticism of protection arose from two main factors: recognizability and visible markers of
protection.
The first factor contributing to skepticism with the efficacy of the filters was that the AML-

powered filters maintained the recognizability of the subject. Because the protections provided
were somewhat abstract and non-intuitive, participants had a hard time believing that they were
effective. One participant indicated that “if I wanted to be private, I would probably [use a naive
approach] because you can’t make out any facial features or anything” (P5). Generally, participants
felt as though the filters did not do enough to mask the subjects’ identity as “someone who knows
me would be able to tell that it’s me” (P15) or because the subjects’ “body is still showing” (P2)
revealing tattoos, birthmarks, or other identifying features. Participant 10 succinctly described why
he doesn’t believe the protection “because I can still see who the person is.”
Others were willing to accept that subtle perturbations could provide privacy, however they

generally felt more comfortable with obvious obfuscation. “Without that additional information
for certainty, I have to say I like the naive protection application simply because it’s the only one
where I know what it’s doing” (P18). There was a further “worry that visual cues alone might give
people a misleading impression of the actual degree of obfuscation provided, because it could be
that the [Fawkes model on] low is doing something even though I can’t see a difference” (P18). In
cases where privacy was paramount such as in “some super secret chat” a participant felt most
comfortable “just using the one where my face is really pixelated” (P5).
While the purpose of the AML-powered filters is to maintain human-legibility of subjects

while protecting against algorithmic classification, these findings echo the need for what Do et al.
call perceptible assurance in providing privacy protections: i.e., the need for people to intuitively
understand and perceive, for themselves, how a privacy-enhancing technology can practically
protect one’s privacy. [41]
From these findings, we generated 𝑄 = 32 candidate items to capture people’s belief in the

effectiveness of the privacy protections promised, including:
• “I am confident that applying this filter would protect my privacy.”
• “The filter addresses my privacy concerns for the photo.”
• “I could do better to increase my privacy than the filter.”

Our process of semi-structured interviews and qualitative analysis resulted in the four themes
described: aesthetics, identity modification, shareability, and skepticism of protection.
These themes in turn informed the development of the SAIA-8 scale.

4 STUDY 2: PSYCHOMETRIC SCALE DEVELOPMENT
Building off insights from our interview study, we next followed a multi-step process to develop
a scale that captures human acceptability of privacy-enhancing perturbations made to personal
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images, spanning item generation, content validity, iterative item refinement, and convergent validity.
Through this process, we refined our set of candidate items to the final 𝑄 = 8 items.

4.1 Item Generation
We used the findings from the qualitative exploration study to generate 𝑄 = 106 potential items
for the scale. Generated items were statements to which respondents could provide a level of
agreement along a 5-point Likert scale ranging from Strongly Agree to Strongly Disagree [21, 92]
Two researchers worked independently to brainstorm statements and paraphrase quotations by
interview participants related to the emergent themes described above. The resulting items were at
times highly similar with one another, but we elected to keep similar items for the initial refinement
iterations if we agreed the wording was sufficiently different — e.g., “My face is the same as it
is in the original image.” and “The filtered image looks like me.” We grouped generated items
into the four high-level themes that were used to generate them: aesthetics, identity modification,
shareability, and skepticism of protection. The full initial set of items generated can be found in
Appendix C.

4.2 Content Validity Study
Content Validity refers to the extent to which the candidate items appropriately represent the
psychometric construct we would like to measure: i.e., human acceptability of privacy-enhancing
perturbations made to personal images. [8, 118] Proceeding with the inductive method of psycho-
metric scale development[62], we took steps to refine the 𝑄 = 106 statements down to a small set
of internally consistent items.

We performed an initial item reduction and refinement based on content validity using feedback
we elicited from participants who were experienced in questionnaire development and participation.
The goal of this analysis is to ensure that items in a scale are relevant to the construct of interest,
capture all relevant content, and are high-quality. Both expert evaluation and pilot testing are
traditionally used to aid in improving content validity. [8, 118] In this study, we used a mixed-
methods approach to evaluate the initial set of 𝑄 = 106 questionnaire items, pruning and refining
them and thus, resulting in an overall set of 𝑄 = 53 for further refinement. This study involved
𝑁 = 47 participants in total.

4.2.1 Survey Design. The survey was implemented as a web form hosted on Qualtrics (Appendix
D).

Participants were presented with a pre-filtered version of one of 6 unique profile pictures sourced
from the Pexels stock photography site.5 Each of the 6 profile photos were preprocessed with the
pixelation mask, Fawkes[115], and LowKey[25] filters (see Figure 2). We elected to use preprocessed
images because wewanted to do the initial filtering with the broadest possible set of users. Requiring
participants to upload and filter their own photos during this phase of the process would have
potentially biased our sample towards those who both had a high-quality face picture readily
available, were willing to upload that photo, and were willing to wait up to 15 minutes for the filter
to be applied.

In the survey instructions, we directed participants to imagine themselves as the photo subject
and to provide any feedback on the items they encounter including feedback about the content,
understandability, or wording of the items. Subsequent pages of the survey presented a single
candidate item with both an original image and a preprocessed output displayed. The interface
allowed images to be clicked, opening a modal with the selected image scaled to 75% of the window
width. Each participant was asked to view and respond to 10 candidate items, giving free-response
5https://www.pexels.com/license/
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(a) 𝑃𝑖𝑥𝑒𝑙𝑎𝑡𝑒𝐿 (b) 𝑃𝑖𝑥𝑒𝑙𝑎𝑡𝑒𝑀 (c) 𝑃𝑖𝑥𝑒𝑙𝑎𝑡𝑒𝐻

(d) 𝐸𝑚𝑜 𝑗𝑖 (e) 𝐹𝑎𝑤𝑘𝑒𝑠 (f) 𝐿𝑜𝑤𝑘𝑒𝑦

Fig. 2. Example of filter outputs.

feedback in a text box. Participants were given no more than 5 questions per page so the photos
and survey items were visible at the same time on the majority of devices.

4.2.2 Recruitment. We performed a content validity analysis with experts and participants experi-
enced in responding to surveys. The experts we recruited were 17 of our academic colleagues and
non-academic acquaintances who had survey development expertise and no prior knowledge of
the project. Our sample of 30 experienced survey respondents were recruited from Prolific, with an
approval rate of 75% and at least completed 100 studies. Participants were required to be above
the age of 18 and reside in the United States. Participation took on average 10 minutes for which
participants were compensated $5.
Participants were majority women at 65% and 29% men with the remaining 6% identifying as

non-binary or third-gender. Most respondents in this iteration identified as Caucasian (83%) with
the rest of the participants identifying as either Asian (3%), Black (3%) or mixed race (9%). Most
of the participants had received higher education, including associate (6%), some college (26%),
bachelor’s degree (29%), or graduate (19%), while 16% had completed high school and 3% had not.

4.2.3 Analysis and Refinement. Our analysis followed a feedback-first approach: i.e., we focused
on identifying feedback that referred to the format, understandability, relevance, or described a
strong affective response to the statement and not the filtered image. Through this approach, we
identified items that might be of low content validity. Items we identified were further examined
and discussed amongst two researchers, either leading to refinement of the language or pruning.

On occasion, we also added new items to the set of candidates based on participant feedback. In
general, the items we added were to provide an inverse to existing potential items — e.g., “I am
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happy with the filtered output” had its inverse “I am unhappy with the filtered output” appended.
We found 16 items to lack appropriate inverse statements in the set of potential items, thus 𝑄 = 16
new items were added.

The feedback we collected also directed us to rephrase several items. We decided to rephrase the
item if participants expressed confusion over what was being asked, like with Q46:

Q46: The changes made by this filter are jarring.
“What’s jarring?”
“Unclear on the definition of jarring in this context.”

When generating items, we at times made use of colloquialisms or obscure vocabulary that confused
participants. Here, “jarring” was an unfamiliar term and thus we rephrased it to “The changes made
by this filter are surprising.”

Through this process, we filtered our candidate set down to 𝑄 = 53 items that had high content
validity.

4.3 3-Part Iterative Item Refinement Study
We refined our scale over three more iterations of data collection and analysis. Following best
practices outlined and followed in prior literature[1, 42, 62], we collected responses to the remaining
candidate items after each iteration. We pruned and refined candidate items along the following five
dimensions of interest: item difficulty, item discrimination, inter-item correlation, internal
consistency, and factor analysis. We describe each, in turn, below.
Item Difficulty Item difficulty refers to the level of difficulty or ease with which respondents

answer an item [1]. Traditionally, it is used as a measure for “difficulty” of an item where there is
an objectively correct answer – i.e., academic tests. As our items are Likert format and have no
objectively correct response, item difficulty is analyzed by computing the percentage of respondents
per possible response. These distributions of responses along the scale of Strongly Agree to Strongly
Disagree are analyzed for strong ceiling or floor effects. Low variability in these items make it
difficult to distinguish between individuals or groups who have different levels of ability or traits.
Item DiscriminationWhile item difficulty tells us the average level of performance on items,

item discrimination evaluates how well items discriminate between respondents with high and
low levels of the construct measured [1]. Item discrimination is measured as the point-biserial
correlation coefficient which measures the relationship between item score and the total test score
for individuals who selected the response versus those who did not.
Items with a high point-biserial correlation coefficient are generally candidates for retention

because they can reliably differentiate between individuals who score high and low on the overall
construct. Additionally, high discrimination items tend to have less measurement error which can
contribute to a higher reliability for the scale as a whole.

Inter-Item Correlation Inter-Item Correlation measures the homogeneity between items in a
scale — i.e., the correlation strength between one item and other items in the scale [1]. In general,
we want moderate levels of inter-item correlation: too low, and the items may not measure the
same construct at all; too high, and the items may be redundant. Measurement theory literature
suggests item correlation range between 𝜌 = 0.3 and 𝜌 = 0.7 [1].
Internal Consistency Internal consistency refers to the extent to which the items in a scale

measure the same construct [1]. Cronbach’s alpha is one commonly used measure of internal
consistency in psychometric scale development. It measures how well the items are related to each
other and is calculated as the average of all possible split-half correlations.
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A high Cronbach’s alpha indicates the items in a scale likely measure the same construct.
Measurement theory literature suggests psychometric scales to have internal consistency over
𝛼 = 0.7 [1].

Factor Analysis Factor analysis is a statistical method that aims to identify a small number
of latent variables among a set of correlated, observable variables — e.g., participant responses to
a psychometric scale. In scale development, the goal of factor analysis is to identify item groups
that represent the same underlying latent variables. With knowledge of these item groups, we can
further filter down candidate items by retaining only a parsimonious subset of items from each
group.

There are two approaches to factor analysis: confirmatory (CFA) and exploratory (EFA). CFA is a
deductive approach in which the analyst expresses a hypothesis of the number of latent variables in
a dataset, and which items correspond to those latent variables, and statistically tests how well the
observed data conform to that hypothesis [6]. EFA is an inductive approach in which the analyst
starts with no pre-conceived hypothesis and aims to identify emergent latent variables in the
observed dataset [128].
The first and second iteration focused on filtering and refining based on Item Difficulty, Item

Discrimination, and Inter-Item Correlation. The third iteration used the previous three methods
along with Internal Consistency and Exploratory Factor Analysis to arrive at the final scale. This
process gave us the SAIA-8 scale consisting of 8 final items, with an Internal Consistency of 𝛼 = 0.87
which contains latent factors associated to aesthetics, identity modification, and shareability.

4.3.1 Recruitment. We recruited 60, 50, and 75 participants respectively for each iteration on the
Prolific platform. Participants were required to be 18 years or older and reside in the United States.
We selected the participants for each iteration so each candidate item was viewed and responded
to at least 15 times for each filter we tested.

Participants over all three iterations were majority men with 55% with women (41%) making up
most of the remainder. We had 3% non-binary/third-gender respondents and 1% who preferred to
not disclose their gender identity. Like our content validity recruitment, most participants were
college educated: associates (10%), some college (20%), bachelor’s (44%), graduate (12%). Several
participants, however, completed high-school (13%), did not complete high-school (1%), and others
preferring not to disclose (1%).

4.3.2 Iteration 1 & 2. In iteration 1, we refined the set of candidate items from 𝑄 = 53 to 𝑄 = 45
items. For this iteration, our analysis largely focused on dropping items with high item difficulty
— i.e., we removed items if responses to those items showed a high ceiling or floor effect. Q14,
for example, was removed: “I would like to use this filter even if it didn’t protect my privacy.”;
among the 60 participants in this iteration, 30 answered Strongly Disagree with the remainder
either choosing Disagree or Neither Agree nor Disagree. Figure 3 illustrates items removed for
their item difficulty.
In the second iteration, we refined the set of candidate items from 𝑄 = 45 to 𝑄 = 21 items. For

this iteration, we identified and removed redundant items with an inter-item correlation above
𝜌 = 0.7. As an example, Q95: “I am happy with the filtered image” was strongly correlated with
Q54: “I feel comfortable with publicly posting the filtered photo online, if it improves my privacy”
and Q102: “I don’t feel comfortable with the changes made to the photograph.” Initially, Q54 was
dropped due to its 0.7 correlation with Q95, low discriminatory power, and overloading with both
feelings about aesthetics and skepticism of protection. We then decided to drop Q95 in favor of
Q102 due to Q95 having lower discriminatory power and its wording being non-specific.
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Fig. 3. Candidate items pruned after the first iteration and the normalized distribution of responses.

4.3.3 Iteration 3: SAIA-8. In the third iteration, we reduced the remaining𝑄 = 21 items to the final
set of 𝑄 = 8 items that make up the SAIA scale. Beyond the pruning criteria for iterations 2 and
3, we performed EFA on the items. Candidate items that loaded weakly onto the emergent latent
variables in the scale were further analyzed for pruning, taking into account the criteria used in
the prior iterations. Finally, we considered how the Internal Consistency was affected by selective
removal of remaining items.

We performed Principal Component Analysis (PCA)with 2, 3, and 4 factors with an eye toward the
categorization we previously associated with each candidate item: aesthetics, identity modification,
shareability, and skepticism of protection. If an item was weakly correlated to the latent variable to
which it was loaded, we reasoned why this may be and dropped the item if we agreed the item
heuristics proved it to be weaker than the other items to which it was similar. We pruned five
items this way, leaving 16 candidate items. However, the overall Internal Consistency was still
unacceptably low — 𝛼 = 0.44.

To improve internal consistency, we iteratively experimented with pruning items to assess their
impact on Internal Consistency. Through this process, we pruned 8 more items to reach our final
set of 𝑄 = 8, increasing 𝛼 from 0.44 to 0.87. It is important to note that Internal Consistency is
just one heuristic for reliability and as such simply pruning based only on the 𝛼 score would be
irresponsible. Rather, when we identified an item that a had a strong negative impact on consistency,
the research team discussed the item as a candidate for pruning, incorporating other measures of
item performance as necessary.

Through this process we pruned all of the items relating to participants’ skepticism of protection.
Doing so greatly increased 𝛼 , but the decision to drop these items as a group was also driven by
agreement that beliefs about the efficacy of these filters — while important — was exogenous to
the specific perturbations made and thus orthogonal to the other candidate items in the scale. The
other items — which measured aesthetic preference and willingness to share the perturbed image
— were more specific to perturbations made by the filters. Moreover, in our interview study, we
found that that participants’ perceptions with respect to the effectiveness of the promised privacy
protections were a less a significant factor for acceptability than aesthetic and sharing preference.
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(a) Cronbach’s alpha versus QID
of the dropped item (b) 3 factor PCA loading for the final 8 items.

In following the inductive approach to psychometric metric development[62], we arrived at a
final scale with 8 items and an internal reliability of 𝛼 = 0.87. The final set of 8 items are listed in
Table 2.

Items 1, 3, 4, and 5 – factor ’A’ in Fig 4b – relate to the aesthetic of the filtered image, capturing
the users’ reaction to how it looks. Computational photography literature suggests there are several
factors that exist within the umbrella of image aesthetics [76, 87]. However, with the SAIA-8, we
were not concerned with measuring each aesthetic factor individually, as other measures exist for
this purpose [126]. Instead, our goal was to capture the user’s subjective feeling of employing the
filter on their images.

Item 2 – factor ’B’ in Fig 4b – captures the user’s reaction to the identity modification that occurs
when applying a filter. Recall that a user’s preferred presentation is vital to what they decide to
share online [35, 108, 119]. Our goal was to capture the user’s feeling that the filter has contributed
to or deviates from their preferred presentation.

The last three items, factor ’C’ in Fig 4b, relate to users’ willingness to share these filtered images.
Once again, there are several factors that are attributed to why a person may or may not want to
share an image, as well as attempts to develop scales to measure these factors [38, 52, 67, 119]. Our
goal was to capture a user’s willingness or likelihood to share the filtered image with others.

ID Item Factor 𝜇 𝜎

1 I don’t feel comfortable with the changes made to the photograph. A 3.53 1.17
2 The filter makes me look less human. B 3.83 1.23
3 I feel concerned with how the filter has affected my looks. A 3.47 1.22
4 I feel the filtered photo’s changes are immediately noticeable. A 4.13 1.11
5 My family or friends would ask about the filtered photo if I posted it on social media. A 4.33 1.21
6 The changes made by the filter defeat the purpose of sharing the image. C 3.87 1.25
7 I wouldn’t share the image publicly after the filter was applied. C 3.93 1.34
8 I would rarely use this filter for photos shared to social media. C 4.17 1.21

Table 2. The SAIA-8 questionnaire items with the primary factors identified by PCA along with the mean (𝜇)
and standard deviation (𝜎) of responses in the convergent validity study. Participants answer each item on a
5-point Likert scale ranging from Strongly Disagree (1) to Strongly Agree (5).

5 STUDY 3: CONVERGENT VALIDITY STUDY
In our final study, we performed a convergent validity analysis with 𝑁 = 30 participants to
compare the SAIA-8 measure with alternative measures of the construct or principles of the
construct—referred to as proxies [22]. Convergent validity provides evidence to judge the construct
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validity of a measure in measurement theory [93]. Properly performing convergent validity requires
choosing proxies that align with properties of the construct under measurement – i.e., acceptability.
Testing the convergent validity of a new scale against appropriate proxies is an important step
in assessing if the construct that the scale is measuring abides by theory-driven expectations.
As Carlson et al. state, “weak correspondence provides less certainty that data actually reflect
the properties of the intended constructs”[22]. However, perfectly convergent proxies are rare.
Measurement theory literature suggests convergence between 𝜌 = 0.50 and 𝜌 = 0.70, with a
preference for convergence above that range and avoidance for convergence below it [7]. However,
because the SAIA-8 scale sits at the nexus of many theoretically orthogonal constructs (image
aesthetics, self-presentation / identity, shareability, and privacy concern), we expected values at the
low-end of that range.

5.1 Approach
We asked participants to apply either the LowKey or Fawkes — on the “High” setting — filters to
personal photographs and respond to the SAIA-8 scale along with four proxy scales. We selected a
proxy scale for concepts we found affected the acceptability of privacy-enhancing perturbations:
skepticism of privacy, identity modification, aesthetics, and shareability. Participation time was
estimated at 15 minutes and each participant was compensated $3.50 upon completion of the survey.
As we asked participants to apply these filters to their own photos, we assured participants that
images would not be retained or used for any other reason. The experiment description in
Prolific and on the first page of the survey expressed “We can neither see the photo you upload nor
will we be storing it anywhere.” The study protocol as described was approved by the IRB.

For the aesthetic proxy, we chose a measure of image aesthetics described by Keelan[76] with
response options set by Siahaan[117]. For the identity modification proxy, we chose a measure of
the Uncanny Valley Effect (UVE) as described by Ho [63]. For the shareability proxy, we chose a
scale capturing motivations of photo sharing [94]. Finally, for the skepticism of privacy proxy, we
included the Risk Beliefs, Collection, and Unauthorized Secondary Use portions of the Internet
Users’ Information Privacy Concern (IUIPC) scale [88]. The proxy surveys are provided in Appendix
F.

The survey was partially randomized with SAIA-8 always being presented first and the proxies
presented in a random order afterward. Each set of items corresponding to SAIA-8 or the proxies
were presented in a uniformly random order. Deviating from the previous survey design, the
aesthetic[76, 117] and shareability[94] proxies were measured for both the original image and the
filtered image independently. We reasoned that the image content — which we did not control —
could account for a low aesthetics or shareability score independent of perturbations made by the
filter. Accordingly, our analysis considered the delta between the aesthetics and shareability items
for the original and filtered images so that we could isolate the impacts made by the filters.

We performed correlative analysis on the survey responses by 𝑁 = 30 participants. Some proxies
called for certain items to be reverse-coded for analysis [63, 88]. We used the Spearman 𝜌 for
correlation measurement between the scales due to its appropriateness for Likert scale responses
[90]. Our analysis had two stages: inter-scale correlation and inter-item correlation.
In our inter-scale correlation analysis, we sought to calculate how the scales compared against

each other as a whole. The scales were condensed to a single numerical value — a score — for each
participant response: specifically, we summed the individual items of the SAIA-8 and each of the
proxies. We then calculated the Spearman 𝜌 between each scale sum. We found 𝜌 values within or
above the acceptable range between the SAIA-8 scale and each of the proxies. However, condensing
the SAIA-8 and its proxies to a single score may have obscured some co-factors within the proxies.
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As measures oftentimes contain co-factors, we also performed an inter-item correlation analysis.
This analysis provided insight into the how each of the SAIA-8 items aligned with individual items
in the proxy scales. We found several items from the SAIA-8 scale that captured constructs from
other scales individually that the inter-scale analysis did not capture. Overall, we found the SAIA-8
scale adequately correlated — 𝜌 >= 0.50 — with proxy scales, suggesting it has strong convergent
validity with the construct of acceptance.

5.2 Recruitment
The 𝑁 = 30 participants we recruited from Prolific had to be 18 years of age or older and to
reside in the United States. Our participants mostly identified as white (90%) with one mixed
race (3%) and two self-describing as “Other” (7%). The gender identity distribution was more
diverse, with 48% identifying as men, 45% as women, and 7% as non-binary / third gender. Most
of our participants made less than $50,000 per year (44%) with 30% making between $50,000 and
$100,000. The remainder made over $100,000 (23%) or preferred not to answer (3%). Finally, all of
our participants had a high-school education at minimum with a majority either in college (37%) or
finishing with a degree (33%). A few completed a graduate degree 7% or an associates degree 7%.

5.3 Results
The results from our inter-scale and inter-item analyses illustrate SAIA-8 has acceptable correlation
with these varying validated proxies. Our proxy for identity modification was the most highly
correlated in both analyses with 𝜌 = 0.61 inter-scale correlation with SAIA-8.
For the inter-scale analysis, we calculated the Spearman correlation between all the scales (see

Figure 5). The SAIA-8 scale was well correlated with the identity modification proxy (𝜌 = 0.61) while
the aesthetics and shareability proxies were weakly correlated — 𝜌 = 0.47 and 𝜌 = 0.43 respectively.
The proxy we chose for skepticism of privacy, on the other hand, had little correlation with 𝜌 = 0.12.
This result was expected considering our prior decision to remove items that captured concerns
related to the privacy effectiveness of the filters. Although the aesthetics proxy is below 0.5, it was
more highly correlated with SAIA-8 than any of the other three other scales. The shareability to
use proxy was similarly correlated to skepticism of protection (𝜌 = 0.45) and SAIA-8 (𝜌 = 0.43).
This result may indicate that the shareability proxy is capturing distinct, orthogonal constructs to
the SAIA-8 and external factor.

Fig. 5. Spearman 𝜌 of the selected measures’ total score—Internet Privacy Attitudes (IPA), Uncanny Valley
Effect (UVE), Aesthetics (AES), Shareability (SH)

The inter-item analysis revealed greater insights into the relationships between these scales (see
Figure 6). Overall, the SAIA-8 scale saw its greatest correlation with the items in the UVE scale.
The second statement in particular “The filter makes me look less human” was correlated with 11
of the proxy items, especially the semantic scale between “Synthetic” and “Real.” Also of note is the
correlation between the third SAIA item and “Crude:Stylish” on the UVE measure at 𝜌 = 0.73. The
last UVE correlation of interest is the “Plain:Weird” factor which had a 𝜌 >= 0.7 for statement 4, 5,
6, 7, and 8 of SAIA-8.
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Fig. 6. Items across the proxies with correlation greater than 𝜌 = 0.5

The aesthetic scale (AES) also saw stronger correlations with specific items on the SAIA-8 scale.
The first factor, “Sharpness” was somewhat correlated with the first (𝜌 = 0.51) and third (𝜌 = 0.6)
SAIA-8 items. The other correlative factors reflect more about the changes to the subject with AES
8 and 9. AES 8 correlated with items 4 (𝜌 = 0.57), 6 (𝜌 = 0.56), and 7 (𝜌 = 0.50). AES 9 was also
correlated with item 4 (𝜌 = 0.50) but additionally correlated with item 5 (𝜌 = 0.51).
One statement from the sharing scale (SH) was correlated with the SAIA-8. This item — “To

cheer myself up” — correlated across items 4 (𝜌 = 0.56), 5 (𝜌 = 0.56), 6 (𝜌 = 0.63), 7 (𝜌 = 0.62),
and 8 (𝜌 = 0.54). Finally, none of the Internet Privacy Attitudes items we tested had a Spearman
correlation over 𝜌 = 0.50.

In summary, our convergent validity analysis showed high convergence with the identity modifi-
cation proxy, weak convergence with the aesthetics and shareability proxies, and low convergence
with the skepticism of privacy proxy. We discuss the implications of these results more in the
Discussion (Section 6).

6 DISCUSSION
In this paper, our goal was to arrive at a brief psychometric scale for evaluating privacy-enhancing
perturbations — focusing on SAI filters — from a human perspective. Our qualitative exploration
with 15 participants found the SAI filters we experimented with — Fawkes and LowKey — to
be generally unacceptable and attributes four factors that contribute to this unacceptability. The
factors identified were used to generate a large corpus — 𝑄 = 106 — of potential scale items
which we refined over three iterations with 𝑁 = 232 unique participants in total. The final SAIA-8
scale achieved an internal consistency of 𝛼 = 0.87 — well above the suggested 𝛼 = 0.70 from
measurement theory. [7] Lastly, we validated the SAIA-8 scale through an investigation of its
convergence with proxies that measure factors of acceptance we previously identified — i.e., content
validity. The content validity experiment found the SAIA-8 scale to appropriately align with the
factors of acceptability we identified with one notable exception, skepticism of protection, due to
relevant statements being dropped during refinement. In the complete process of developing the
SAIA scale, we gained insights for the design of future privacy enhancing technologies.
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6.1 Benchmarking human acceptability of SAI filters using the SAIA-8
Benchmarks are important inmachine learning research, and can help accelerate the pace of progress
as researchers and practitioners compete. To date, however, there have been few benchmarks to
capture human acceptability, preferences, and attitudes in the development of AML-powered
privacy-enhancing image filters — so perhaps it is unsurprising that the best tools, to date, have not
produced outputs that appear to be acceptable to human users. We envision the SAIA-8 scale as a
means to benchmark human acceptability of adversarial image filters such that future innovations
strive to beat prior approaches not just in technical attack efficacy, but also in human acceptability.
To date, SAI filters are researched, trained, and evaluated by researchers primarily trained in

machine learning, privacy, and security. These researchers are often not cross-trained as user
experience researchers, making user assessment more challenging and time consuming. To that
end, the SAIA-8 provides a standard measurement that we hope will be easy to use in lieu of a more
careful study design. Deploying machine learning model outputs to distributed crowdworkers for
assessment and annotation is already a familiar process; thus, we expect that it should be relatively
simple for those who develop SAI filters to use the SAIA-8 in their development workflows.

In sum, the SAIA-8 provides an important new metric for evaluating and iteratively improving
SAI filters in a manner that centers human needs.

6.2 Perceptible assurance and identity affirmation drive acceptability of
privacy-enhancing image perturbations

Participants in our interview study generally preferred the naive approach to privacy protection
— i.e., pixelation or emoji. The perturbations made by these obfuscating approaches, while more
obvious, afforded an intuitive understanding of how their privacy might be protected (i.e., by making
the subject’s face unrecognizable). In contrast, participants found it harder to understand how and
believe that the SAI filters, which have more subtle changes, provided privacy protections. For
example, when filters like Fawkes were used on a lower-strength setting where the perturbations
were less obvious, participants expressed greater reluctance to use those filters: indeed, they didn’t
seem to change anything about the image at all, and so the privacy concerns remained. Recent work
in tangible privacy affords one explanation as to why: users exhibit greater trust in privacy controls
that provide perceptible assurance over those that must be blindly trusted [5, 40, 41]. Accordingly, we
dropped questions directly related to participants’ trust in the effectiveness of privacy protections
from the SAIA-8 scale. Our goal in developing the SAIA-8 scale was to capture the acceptability of
perturbations made to images for anti-surveillance purposes; while trust is important in driving the
acceptance and adoption of any technology, trust can be influenced by any number of exogenous
variables beyond the image perturbations introduced by the filters (e.g., media consumption, peer
influence [32]).

Importantly, however, our findings do not suggest that SAI filters can never be human acceptable:
rather, we found that the “imperceptibility” goal is misaligned with acceptance. Approaches like
Fawkes and LowKey aim to keep the perturbed image as close to the original as possible, but prior
work has shown that this approach is detrimental for privacy goals [104, 112, 113] and our work has
shown that this approach is detrimental for user acceptability. But, our work also shows that there
are situations where anti-surveillance perturbations can be user acceptable, if not preferable. For
example, one of our participants, a transgender woman, enthusiastically accepted the Fawkes and
LowKey filters because of the perturbations. She found the changes were affirming to her preferred
self-presentation. The privacy protections were important but secondary [85]; rather, the filters
addressed a more primary concern when sharing content on the social internet: self-presentation.
[35, 108]
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Relatedly, our convergent validity results suggest that the SAIA-8 scale is most correlated with
our proxy scale for identity: i.e., that the factors that drive the acceptability of anti-surveillance
image perturbations correlate most strongly with how users responded with how participants
viewed the perturbations affected their identity presentation.

To summarize, in our development of the SAIA-8 scale, we identified ways it might be possible
to improve user acceptability of SAI filters. First, our data suggest that SAI filters should not be
designed with “imperceptible” perturbations as a goal: imperceptibility affords little perceptible
assurance and lowers user trust in the effectiveness of the filter. Second, by relaxing the constraint of
needing perturbations to be “imperceptible”, SAI filters can instead be designed to create perceptible
changes that are aesthetically pleasing and identity affirming. Indeed, users of many popular social
media applications — e.g., TikTok and Snapchat — enjoy applying image filters that apply stylized
effects to their images that they find pleasing, humorous, or enjoyable [12]. Might it be possible to
create such filters in a manner that also affords improved privacy protections?

6.3 Evaluating Non-SAI filters using the SAIA-8
While our focus for SAIA-8 was to measure acceptability of SAI filters, there may be benefit to
using it to measure user acceptability for other image modification tools as well. Other approaches
to image privacy work to obfuscate the users’ identity by applying perturbations to the image
without using AML — e.g., “cartooning”[56], “stickering”[136]. The factors we identified and used
to develop the SAIA-8 scale may well apply to these non-SAI approaches for improved acceptance.
It may be that a non-SAI approach can attain greater acceptance while avoiding potential pitfalls
of SAI. [104, 105] As an example, two of our interview participants were more accepting of the
emoji option over Fawkes or LowKey as it contributed to the subject’s character.

6.4 Aligning SAIA-8 with the Technology Acceptance Model (TAM)
The TAMas described byDavis [36] has long been used to understand how andwhy users accept new
technologies. Our inductive approach to the SAIA-8 did not directly make use of the TAM to guide
our investigation; however, the factors for acceptance we identified align well with the perceived
usefulness, attitude toward using, and behavioral intention to use determinants. Perceived usefulness
is described as “the prospective user’s subjective probability that using a specific application system
will enhance his or her job or life performance.” [121] We align this concept of usefulness with
our identity modification factor — P3’s enthusiastic reaction to the gender affirming changes and
others’ negative reaction to application of “skin conditions”. Attitude toward use is “concerned
with the user’s evaluation of the desirability of employing an application.” [121] We align this
with the aesthetic factor — participants’ feeling of the changes being immediately noticeable and
perhaps raising questions from family or friends. Lastly, the behavioral intention to use factor
is “the measure of the likelihood of a person to employ the application.” [121] We associate this
factor with the shareability factor in the SAIA-8 — participants’ feelings like they would use the
application to share potentially sensitive images.

7 LIMITATIONS
Our work has limitations that should be considered when interpreting the results. First, our sample
was limited to the U.S. specific and not census representative: participants in our item refinement
studies, for example, primarily identified as white. However, we did take care to gather a diverse
perspective in our studies: specifically, we recruited a diverse group of interviewees across race,
education, and gender expression. We did so in large part because prior work suggests that mi-
nority populations can sometimes have greater need for effective privacy-enhancing technologies
because they disproportionately bear the harms of institutional surveillance. [19, 26, 120] However
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as Henrich et al.[58, 59] argues, behavioral studies have a tendency to center on western, edu-
cated, industrialized, rich, and democratic populations to make generalizations about worldwide
populations. Indeed, investigation finds that privacy attitudes and behaviors vary across cultures.
[14, 74, 75, 78, 79, 137, 137] Accordingly, due to the sampling bias in our studies, we may have
missed factors that affect acceptability of privacy-enhancing perturbations for populations outside
of the United States. In future work, it would be pertinent to see how different populations and
cultures vary in responses to the SAIA-8 to identify if there is a need for more population and
culture-specific versions of the scale. Nevertheless, given that no such scale existed prior to this
work, the SAIA-8 should provide a strong foundation for further hypothesis testing to that end.
Another limitation is that the factors we integrate into SAIA-8 do not exhaustively align with all
determinants for acceptance expressed in prior literature – i.e., TAM[36, 121, 122]. Namely, we do
not capture external variables – i.e., sociotechnical factors that influence technology acceptance
[32, 36, 97]. Nor do we capture perceived ease of use as our protocol controlled for user interface of
the filters. However, this measure can be paired with existing measures of external variables – e.g.,
privacy or security attitudes [44, 88] – and ease of use – e.g., the SUS [18]. Thus, SAIA-8 can be
viewed as a tool for capturing the three determinants of acceptance discussed before – usefulness,
attitude toward using, and behavioral intention to use – which previously had no standard scale for
privacy perturbations. Given the increasing interest in privacy-enhancing image filters, the SAIA-8
should be helpful for researchers and practitioners working on building and evaluating such tools.

8 CONCLUSION
In this work, we developed and validated a scale to measure user acceptability for privacy-enhancing
image filters, in particular those powered by adversarial machine learning. Following the inductive
approach to scale development described by Hinkin, [62], we first performed a qualitative investiga-
tion of user reactions to existing privacy-enhancing image filters with 𝑁 = 15 interviews wherein
participants applied the filters to their own images. Our qualitative analysis identified four factors
for filter acceptance Aesthetics, Identity Modification, Shareability, and Skepticism of Protection.
Using statements by our participants and these factors as guidance, we next generated 𝑄 = 106
possible items for the SAIA scale. Over three successive iterations evaluated by measurement theory
heuristics [7] we refined the survey to 𝑄 = 8 with a Cronbach alpha of 𝛼 = 0.87. We validated the
resulting SAIA-8 measure by comparing it with four proxies for factors related to the construct of
SAI acceptability. Our findings suggest that users find the perturbations introduced by existing sub-
versive AI image filters to be unappealing and unacceptable, despite their general interest in using
such tools for anti-surveillance purposes (as demonstrated by the popularity of tools like Fawkes
[61]). The SAI filters often introduced artifacts that many people found aesthetically unpleasing
and misaligned with their preferred identity presentation: e.g., participants said the filters made
them look sick or less human. Moreover, by aiming to reduce pixel distance between the original
and perturbed images, many participants had trouble believing in the effectiveness of the filters at
protecting their privacy. However, we also found evidence to suggest that it is possible to design SAI
filters in a manner that users may find acceptable by allowing for modifications of the image that
are more aesthetically pleasing and identity affirming. In summary, given popular interest in the
image filters that subvert algorithmic surveillance, the SAIA-8 provides a way for researchers and
practitioners to capture previously difficult-to-measure determinants of privacy-enhancing image
filter acceptance. Our hope is that this standard measurement, in turn, will help drive innovation
towards more human acceptable solutions.
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A SAIA-8: RESEARCH CONSTRUCTS AND MEASURES
A.1 Image Aesthetic
Five-point scale anchored with “strongly disagree” and “strongly agree.”
(1) I don’t feel comfortable with the changes made to the photograph.
(2) I feel concerned with how the filter has affected my looks.
(3) I feel the filtered photo’s changes are immediately noticable.
(4) My family or friends would ask about the filtered photo if I posted it on social media.

A.2 Identity Modification
Five-point scale anchored with “strongly disagree” and “strongly agree.”
(1) The filter makes me look less human.

A.3 Willingness to Share
Five-point scale anchored with “strongly disagree” and “strongly agree.”
(1) The changes made by the filter defeat the purpose of sharing the image.
(2) I wouldn’t share the image publicly after the filter was applied.
(3) I would rarely use this filter for photos shared to social media.

B QUALITATIVE EXPLORATION STUDY
B.1 Part 1: Orienting
(1) Do you use any privacy preserving tools at all? (e.g., Incognito mode, VPN, Private accounts,

Secure messaging, TOR browser, Ad blocker) **Note**: if multiple given choose the one with
the most institutional protection.

(2) Can you recall a specific time when you have used X?
(3) Why did you use X in this instance?
(4) Was there any event or incident that encouraged you to use X?
(5) With the photo you chose, why were you concerned about sharing that photo online?
(6) If you had to post the photo you chose, how would you protect yourself?

B.2 Part 2: Perturbation
In this part of the interview, we will introduce you to tools that preserve your privacy by making
changes to the faces in a photo. These changes make it such that automated systems cannot
recognize the subject. The tools aim to make it more difficult for untrusted third parties to search
for and view personal photos posted online. Think of it as similar to the tools you already use (e.g.,
incognito mode, VPN, private accounts) to keep your information private.
(1) Do you notice any changes to the photo? If so, can you describe them?
(2) How do you feel about the changes made to your photo?
(3) How do the changes make you feel about sharing on social media?
(4) Does the promise of protection afforded by the changes made at all impact your willingness

to share the photo on social media?
(5) (In the case of multiple qualities) Assuming higher settings provide more privacy protection,

which would you be willing to choose and why?
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(6) Think of the last image you did share on social media, how would you feel sharing it after
putting it through this tool?

(7) Do you have any questions or concerns about this tool and its output?
Repeat (Standard Obfuscation, Fawkes, LowKey)

B.3 Part 3: Preference
(1) Which output is your favorite of the ones you have seen? What is your least favorite? Why?
(2) What are differences that immediately come to mind between the models?
(3) Given this image is sensitive, how would you make a decision on which one to share?
(4) What would need to change for you to prefer model (X) over model (Y)?
(5) Are there different situations you could see yourself choosing one method over the other?

C CANDIDATE ITEMS

ID Question
1 I feel like the filtered image does not look like me.
2 The filtered image looks like me.
3 The filtered image reflects how I see myself.
4 The filtered image reflects how I want to be seen.
5 I feel like the filtered image protects my identity.
6 I believe the filtered image obscures my identity.
7 People who know me can tell that I am in the filtered image.
8 The image has been modified in a positive way.
9 The image has been modified in a negative way.
10 I prefer the filtered image over the original.
11 The filtered photo has a noticeable difference from the original.
12 I can see myself using this filter whenever I want to protect my privacy.
13 My face is the same as it is in the original image.
14 I would like to use this filter even if it didn’t protect my privacy.
15 I feel skeptical of the amount of privacy protection this filter provides.
16 My family or friends would ask about the filtered photo if I posted it on social media.
17 My friends would ask about the filtered photo if I posted it on social media.
18 This filter reflects my preferred gender presentation.
19 This filter has feminized my face.
20 This filter has made my face look more masculine.
21 The filter reflects my natural skin tone.
22 The filter changes my skin tone in a pleasing way.
23 The changes made by the filter are coherent with the rest of the image.
24 I feel like I am recognizable in the filtered image.
25 I don’t recognize myself in the filtered image.
26 The filtered image is an authentic representation of me.
27 The changes made by the filter defeat the purpose of sharing the image.
28 I wouldn’t share the image publicly after the filter was applied.
29 I look more mature after the filter is applied.
30 I look older after the filter was applied.
31 I look younger after the filter was applied.
32 I look more healthy after the filter was applied.
33 I look less healthy after the filter was applied.
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34 The filter draws attention to specific areas of the image.
35 The filter retains the humanity of the photo’s subject.
36 The filter objectifies the photo subject.
37 I look closer to my ideal representation over the original.
38 The filter is affirming to my gender identity.
39 I am confident that this filter will protect my identity.
40 This filter matches my expectation for a privacy preserving tool.
41 The filtered image will protect me against recognition by third parties.
42 I am satisfied by the filtered image.
43 I would have to explain my appearance if I shared this photo on social media.
44 I can see myself using this filter on all my photos.
45 I would be happy if this filter was automatically applied to all my pictures.
46 The changes made by this filter are surprising.
47 The changes made by this filter match the rest of the photo.
48 I feel the filtered photo’s changes are immediately noticeable.
49 The filter worsens the color in the photo.
50 I feel like I would need to edit the filtered photo more.
51 I would post the filtered photo on social media after photoshopping it.
52 I don’t like the filtered photo but the privacy it provides gives me confidence to post it online.
53 I am uncomfortable with the filtered photo, but the increased privacy gives me more comfort

to post it online.
54 I feel comfortable with publicly posting the filtered photo online, if it improves my privacy.
55 I am unwilling to publicly post the filtered photo online, even if it improves my privacy.
56 I feel like the filtered photo reflects my gender identity.
57 I trust that the filtered photo will protect my identity online.
58 I believe that the filter will prevent an algorithm from recognizing the face in the photo.
59 I think attempts to disrupt facial recognition on social media are important.
60 I think the filter will help me avoid people who wish me harm online.
61 The filter makes me look older in the picture.
62 I feel like the filter defeats the purpose of sharing it.
63 I share photos to present myself online and this filter would not let me do this.
64 Even if this filter provided me with absolute privacy protection, I would not share the filtered

photo online.
65 I will not be comfortable sharing this filtered photo because the image doesn’t represent me.
66 I like the way the filter has modified my facial features.
67 I would use this filter with my photos, based on the changes it has made.
68 I wouldn’t share this filtered photo because it would need me to explain its use to viewers.
69 I don’t recognize the person in the image after it has been filtered.
70 I would use this filter on others’ faces in a group photo but not my own.
71 The changes this filter makes are cute.
72 The changes this filter makes dehumanizes me.
73 The changes this filter makes eases the anxieties I would have around sharing it.
74 I think I would be recognizable in the filtered photo by someone I know.
75 I believe this filter protects my privacy.
76 The filter has made changes to my photo.
77 I would frequently use this filter for photos shared to social media.
78 I would use this filter on any photo I am concerned about being distributed online.
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79 The promised protection against institutional actors (i.e., Facebook, Twitter) gives me comfort
in sharing the filtered photo.

80 The changes to the photo are worth it for the privacy protections I am promised.
81 I could do better to increase my privacy than the filter.
82 I already do more than the filter to improve my privacy.
83 I would be willing to have this filtered photo added to a publicly available database.
84 If the filtered photo were to be saved to a public database, I would have no privacy concerns.
85 I need assurances of privacy protection given the filtered photo.
86 It is apparent to me how this filter protects my privacy.
87 I intuitively can see how this filter protects my privacy.
88 I would prefer to share the original photo over the filtered photo.
89 If I could, I would test the privacy claims of this filter.
90 I am skeptical of the privacy claims of this filter.
91 The promise of privacy protection alone gives me confidence to share this filtered photo.
92 I would be more willing to share this filtered photo if I had more control over how the image

was modified.
93 I would believe the privacy claims more if the filtered photo was changed more.
94 I feel this filter addresses my privacy concerns in sharing the photo.
95 I am happy with the filtered image.
96 The changes made by the filter make me consider sharing more photos like this publicly.
97 I would use this filter when publicly posting photos I don’t have privacy concerns about.
98 Using this filter would make the photos I shared with it more conspicuous than others.
99 The filtered image better reflects how I would like to be seen.
100 The filtered image looks to be more feminine than the original.
101 The filtered image looks to be more masculine than the original.
102 I don’t feel comfortable with the changes made to the photograph.
103 I would want the option to select the faces I want to use the filters for in a group photograph
104 The filter is applied on the background of photo
105 I would want to blur the background of the photo in addition to faces for privacy protection

while sharing it socially
106 I am confident that applying these filters would protect my privacy.
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F PROXIES
F.1 IUIPC
F.1.1 Risk Beliefs.

(1) In general, it would be risky to give (the information) to online companies.
(2) There would be high potential for loss associated with giving (the information) to online

firms.
(3) There would be too much uncertainty associated with giving (the information) to online

firms.
(4) Providing online firms with (the information) would involve many unexpected problems.
(5) I would feel safe giving (the information) to online companies.

F.1.2 Collection.

(1) It usually bothers me when online companies ask me for personal information.
(2) When online companies ask me for personal information, I sometimes think twice before

providing it.
(3) It bothers me to give personal information to so many online companies.
(4) I’m concerned that online companies are collecting too much personal information about me.

F.1.3 Unauthorized secondary use.

(1) Online companies should not use personal information for any purpose unless it has been
authorized by the individuals who provided information.

(2) When people give personal information to an online company for some reason, the online
company should never use the information for any other reason.

(3) Online companies should never sell the personal information in their computer databases to
other companies.

(4) Online companies should never share personal information with other companies unless it
has been authorized by the individuals who provided the information.

F.2 Uncanny Valley
Pic reference: https://stock.adobe.com/search?k=profile&asset_id=364211147
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Fig. 7. Screenshot of the survey form depicting uncanny valley measure against unfiltered and filtered
images[63]
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F.3 Image Quality

Fig. 8. Screenshot of the survey form depicting image quality measure against filtered image[76],[117]
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Fig. 9. Screenshot of the survey form depicting image quality measure against unfiltered image [76],[117]
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F.4 Online Photo Sharing

Fig. 10. Screenshot of the survey form depicting online photo sharing measure against filtered image [94]
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Fig. 11. Screenshot of the survey form depicting online photo sharing measure against unfiltered image [94]
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