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Abstract

We introduce a Bayesian multi-task Gaussian
process model for estimating treatment effects
from panel data, where an intervention outside
the observer’s control influences a subset of the
observed units. Our model encodes structured
temporal dynamics both within and across the
treatment and control groups and incorporates a
flexible prior for the evolution of treatment ef-
fects over time. These innovations aid in inferring
posteriors for dynamic treatment effects that en-
code our uncertainty about the likely trajectories
of units in the absence of treatment. We also
discuss the asymptotic properties of the joint pos-
terior over counterfactual outcomes and treatment
effects, which exhibits intuitive behavior in the
large-sample limit. In experiments on both syn-
thetic and real data, our approach performs no
worse than existing methods and significantly bet-
ter when standard assumptions are violated.

1 INTRODUCTION

Across the natural, health, and social sciences, researchers
frequently wish to estimate the effects of interventions on
downstream outcomes based on “natural experiments.” In
the typical case, outcomes are collected from multiple units
over time in a panel structure. At some fixed point, a sub-
set of units receives a “treatment,” whereas others do not;
in a natural experiment, this intervention is assumed to be
outside the observer’s control. The inferential goal is to
estimate the effect of the intervention on the outcomes of
the treated individuals from observations of the system both
pre- and post-treatment. Such designs are crucial to areas
of research as disparate as economics, political science, epi-
demiology, biology, agriculture, and medicine (Schlenker
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and Roberts, 2006; Angrist and Pischke, 2008; Abadie et al.,
2010; Schulam and Saria, 2016). Although direct interven-
tion and treatment randomization would be ideal, this may
not always be possible due to ethical issues, undue cost, or
other factors. Analyzing natural experiments provides an
alternative that can offer insight in spite of this limitation.

A common inferential framework in this setting is the po-

tential outcomes model (Rubin, 2005). Here, the treatment
effect is modeled as the difference between the observed

outcomes for a given treatment status and the counterfactual

outcomes that would have arisen for those same units under
a different status. Since counterfactual outcomes are never
observed, treatment effects cannot be directly computed.
Instead, counterfactual values must be inferred from the
observed outcomes combined with reasonable assumptions
about the data generating process (DGP).

Creating accurate estimates of treatment effects in this set-
ting presents multiple challenges. First, since the interven-
tion is typically not randomized, the treatment and control
groups differ at baseline in both observed and unobserved
factors. Second, unobserved time-varying confounders may
affect some or all units. Finally, the treatment effect itself
may be non-constant over multiple post-treatment periods.
To address these issues, we introduce MGP-PANEL, a flex-
ible Bayesian model for inferring time-varying treatment
effects from panel data.

Our model has two critical innovations. First, we propose a
hierarchical multi-task Gaussian process prior that encodes
(1) smooth trends for the treatment and control groups that
may be correlated, and (2) smooth unit-level deviations
from group trends. Importantly, we do not require that
group trends will move in lock step in the absence of treat-
ment. Instead, we make the more realistic assumption that
these trends may be correlated. When these correlations are
imperfect, it results in more uncertainty about the treatment
effect that propagates naturally into posterior the distribu-
tion. Our Bayesian framework also allows us to derive a full
posterior belief over the correlation between the control and
treatment group, giving us further insight into the system.

Second, we place a flexible nonparametric prior on the tem-
poral evolution of treatment effects, which provides a com-
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promise between the more rigid parametric models (Xu
et al., 2016; Soleimani et al., 2017) or the completely ag-
nostic priors (Arbour et al., 2021) in previous approaches
to this problem in the Bayesian literature. This is important
because in most settings we would not expect the causal
effect of an intervention to swing wildly from time period
to time period, but also would not always have a strong
prior belief about the structure of individual-level treatment
effects to design an insightful parametric representation.

These two innovations allow us to infer the counterfactual
outcomes in the treated group, thus treatment effects, from
pre- and post-treatment observations both accurately and
with calibrated uncertainty. We may also represent the com-
plete model as a single GP with a modest number of hyper-
parameters, facilitating efficient computation using off-the-
shelf software. In all, our model offers a flexible Bayesian
approach to inferring dynamic treatment effects that relaxes
some standard assumptions while providing superior finite-
sample performance in terms of coverage and accuracy.

2 PROBLEM SETUP

Consider panel data of N units that are repeatedly observed
over time range 0 to T . We focus on the classic setting of a
binary treatment that partitions the units into a control group
and a treatment group. We can use g to index each group,
where g = 1 for units that were treated and 0 otherwise. We
assume that the treatment is applied to the treatment group at
the same time 1 < T0 < T , so the treatment assignments for
each unit–time pair is Di(t) = 1 if g = 1 (treatment group)
and t > T0 (post-treatment), and Di(t) = 0 otherwise.

We follow the standard stable unit treatment value assump-
tion (SUTVA) (Rubin, 1980), which requires that units are
unaffected by treatment assignments for other units. Hence,
there are only two potential outcomes: the outcome under
treatment Y (1), and the outcome under control Y (0). Each
unit is also associated with a vector of observed covariates,
xi. The quantity of interest is the average treatment effect on

the treated (ATT), which is the expected difference between
treated and untreated outcomes in the treated group:

�(t) = E
⇥
Y (1)
i (t)� Y (0)

i (t) | gi = 1
⇤
; t > T0. (1)

Note that �(t) may vary as a function of time.

The fundamental problem is that we observe either Y (1) or
Y (0) but not both simultaneously, so �(t) cannot be inferred
without additional assumptions. Standard assumptions in-
clude unconfoundedness (no unobserved confounders), over-
lap (non-zero chance for any treatment assignment) (Rosen-
baum and Rubin, 1983; Imbens, 2004) and no anticipation
Athey and Imbens (2022) (no treatment effect prior inter-
vention). With these assumptions, model-based approaches
to estimating (1) generally incorporate time and covariates

into a regression model of the form:

Yi(xi, t) = h(xi)+ �g(t)+ui(t)+ �(t) ·Di(t)+ "it. (2)

Here Yi(xi, t) is the observed outcome, h(xi) reflects the
mapping between observed covariates and baseline out-
comes, �g(t) is the latent trend for group g in which unit i
belongs to in the absence of treatment, ui(t) is the unit-level
deviation from the trend and �(t) ·Di(t) represents the ATT.
Finally, "it represents exogenous errors.

The general regression model in (2) thus effectively decom-
poses panel observations into five parts: a covariate-effect
component that maps from observed covariates to the out-
comes, a group-time component modeling trends for the
groups unrelated to treatment, an individual-time compo-
nent modeling deviations from group trends for specific
units, a treatment-effect process, and noise. We will adopt
this general model construction, and will design carefully
chosen priors for each component. We will contrast our
approach with alternatives in the literature in Section 4.

3 MGP-PANEL

A Gaussian process (GP) is an infinite-dimensional analog
of the multivariate normal distribution appropriate for mod-
eling functions with structured correlation (Rasmussen and
Williams, 2006). Let X be an arbitrary domain, and let
f : X ! R be a function to be inferred on X . A GP on f is
specified by its first two moments, a mean function µ(x) and
a covariance function K(x, x0).The process is then defined
by its finite-dimensional distributions, which are Gaussian
with moments derived by pointwise evaluation of the mean
and covariance functions. By construction, a GP enjoys
properties such as closure under addition and affine transfor-
mation. Moreover, a GP on f allows for exact inference from
noisy observations corrupted by additive Gaussian noise;
the posterior is a GP with moments that can be computed in
closed form (Rasmussen and Williams, 2006).

A multi-task GP (Bonilla et al., 2008) is an extension of a GP
suitable for modeling multiple jointly correlated functions.
The model is specified by shared mean and covariance func-
tions over the values of multiple functions, which, when
correlations across the functions are nontrivial, allows us
to perform inference of one function from observations of
another. This will be a key component of our model.

3.1 Multi-task GP Model for Panel Data

We now outline MGP-PANEL, a multi-task GP model for
panel data that encodes correlated group trends, unit-level
deviations from these trends, and dynamic treatment effects.
The key components of MGP-PANEL are illustrated at a high
level in Figure 1. First, we model outcomes in treatment
and control groups as having correlated (but not necessarily
perfectly equal) group trends in the absence of treatment



Yehu Chen, Annamaria Prati, Jacob Montgomery, Roman Garnett

control (group)
treatment (group)

control (unit)
treatment (unit)

(a) Correlated group trends.

+

(b) Treatment effect trends.

=

(c) Observed trends.

Figure 1: Illustration of key components in MGP-PANEL. In the left panel, the bold solid curves represent the coupled group
trends shared across groups and the dashed curves represent unit variations within groups. The middle panel shows the
smooth, time-varying effects of the intervention on the treated units (note we assume no effect on the controls). In the right
panel, the bold solid curves represent the observed group trends after absorbing the actual effects.

(left, solid); within each group, unit trajectories are then
modeled as potentially having smooth deviations from these
trends (left, dashed). We then model the average treatment
effects associated with our measurements to be identically
zero in the control group and in the treatment group pre-
treatment, then to dynamically evolve in the treatment group
post-treatment (middle). The expectation of the observed
data is then the sum of the underlying trends and the average
treatment effect (right).

To realize this model practically, we adopt the general re-
gression model in (2) and will construct structured GP priors
for the covariate-effect process h, the group trends �, the
unit-level deviations u, and the treatment-effect process �.
We will not comment extensively on the covariate-effect
process, as established techniques can be used there (Hill,
2011; Alaa and van der Schaar, 2017; Yoon et al., 2018).
We will simply assume that an appropriate GP prior

h(x) ⇠ GP
�
µx(x),Kx(x, x

0)
�

(3)

may be chosen and move on to the temporal components of
MGP-PANEL, where its novelty primarily lies.

Group-level process. Our modeling of group trends is in-
spired by the parallel trends assumption (PTA) foundational
to difference-in-differences estimators, which assumes that
the treatment and control groups share identical temporal
evolution up to a constant additive shift (see Section 4 for
details). In the interest of flexibility and relaxing this poten-
tially strong assumption, we instead assume the presence of
nontrivial (but not necessarily perfect) correlation between
control and treatment trends. Let �0(t) denote the latent
trend shared by units in the control group, and let �1(t)
denote the corresponding trend for units in the treatment
group. We model these trends jointly with a multi-task GP:

[�0, �1] ⇠ GP(µ� ,K�). (4)

We take the mean function µ� to be constant for each group
(but not necessarily equal across groups). In our experi-

ments, we had success using a simple separable covariance
to model further structure in the trends:

K�

�
[t, g], [t0, g0]

�
= Ktime(t, t

0) ·Ktask(g, g
0), (5)

where the temporal component Ktime was a squared-
exponential (SE) kernel and the group component Ktask was
a 2 ⇥ 2 matrix with unit diagonal and value ⇢ 2 [�1, 1]
off diagonal encoding the degree of cross-group correlation
controlling how “parallel” the coupled group trends are.

Unit-level deviations. We also allow smooth unit-level de-
viations from the group trends as a potential part of the data
generating process. These unit-level deviations, {ui(t)},
are i.i.d. and share a centered GP prior:

ui(t) ⇠ GP(0,Ku). (6)

In our studies, we again chose the SE kernel for Ku.

Treatment-effect process. Treatment effects often exhibit
temporal correlations. However, existing models usually
either ignore any correlations (Arbour et al., 2021) or ad-
dress them with ad hoc parametric models (Xu et al., 2016;
Soleimani et al., 2017). In MGP-PANEL we model the tem-
poral evolution of ATT with a separate GP prior:

�(t) ⇠ GP(0,K�). (7)

In general, this prior can be constructed to flexibly reflect
any prior beliefs, including those used in previous work.
However, we outline one possible construction that may
be of interest in a variety of applications: a process that is
identically zero prior to treatment, then smoothly deviates
from zero with increasing scale post-treatment. We may
construct such a process by scaling an appropriate stationary
covariance function K (such as the SE kernel) to realize the
desired shape. For instance, to model a gradually increase
from zero at intervention time T0 to a full unit scale at some
later time T1, we could define a scaling function s(t) by
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s(t) = 0 for t < T0, s(t) = 1 for t > T1, and

s(t) =
⇥
1 + exp

�
T1�T0
t�T0

� T1�T0
T1�t

�⇤�1 (8)

otherwise. This worked well in our experiments, but we
emphasize again that other choices are available.

Full model. Our full model is then the sum of the individual
components in (3), (4), (6) and (7), which are assumed to be
independent, coupled with i.i.d. additive Gaussian noise. As
the model is simply a sum of independent GPs, the induced
observation model is y ⇠ GP(µy,Ky), where

µy = µx+µ� ; Ky = Kx+K�+Ku+K�+�2
noiseI. (9)

In this work, we embrace the idea of fully Bayesian infer-
ence, which addresses model uncertainty by marginalizing
over the hyperparameters of our mean and covariance func-
tions.1 Our inference framework is similar to the one in Xu
et al. (2016), but tailored for our setting with coupled group
trends. In addition, our framework reduces to an alternative
framework in (Arbour et al., 2021) where the GP prior on
ATT is assumed to be infinitely wide and hence incorporates
no temporal correlation. We note that efficient scaling of GP
inference is an issue that has received an enormous amount
of attention, but can be resolved from prudent use of approx-
imate GP inference such as inducing point methods (Titsias,
2009) and variational inference (Hensman et al., 2015).

We stress that there is a great deal of flexibility in specifying
the components of our model and that the choices we made
here are not canonical. In the Supplement we show that
our model performs well even when these components are
misspecified, including under violations in the noise model,
the degree of smoothness in temporal trends, and with com-
pletely uncorrelated group trends. Further, we show that in
such circumstances standard methods for Bayesian model
selection facilitate diagnosing these issues and adjusting the
model accordingly with standard tools from the GP litera-
ture (e.g., alternative kernels, non-normal error, etc.). This
stands in stark contrast to the performance of existing meth-
ods, which fail almost completely when their assumptions
(such as PTA) are violated (see Table 2).

4 DISCUSSION AND RELATED WORK

The presentation in Equation (2) is a general statement for
the problem and highlights the key challenge. To succeed,
we must not only account for variation in the observed
responses {Yi(t)}, but also deconstruct that variation to
isolate the ATT � from the covariate-effect process h, the
group-level trends �, unit deviations u, and noise.

A variety of machine learning methods (Hill, 2011; Jo-
hansson et al., 2016; Alaa et al., 2017; Atan et al., 2018;

1A detailed description of our inference procedure and the
hyperpriors used in our simulation and case studies can be found
in the Supplement.

Yoon et al., 2018; Wager and Athey, 2018; Chen et al.,
2019; Künzel et al., 2019; Curth and van der Schaar, 2021)
have been applied to the covariate-effect component, in-
cluding multi-task GP models, to estimate causal effects
in cross-sectional data (Flaxman et al., 2015; Alaa and
van der Schaar, 2017, 2018; Aglietti et al., 2020; Witty
et al., 2020). However, the greater challenge in this set-
ting is disentangling the temporal group-level and unit-
level trends from the treatment effects. At best, assum-
ing an accurate covariate model, the data itself is still con-
structed from three additive components plus exogenous
errors, Yi(t) = �g(t) + ui(t) + �(t) ·Di(t) + "it. Attribut-
ing variation in {Yi(t)}s to any one component necessarily
requires further assumptions.

Common solutions leverage assumptions about the DGP to
infer counterfactuals for trends in treated units from data
from the pre-treatment period for both groups and data from
the post-treatment period in the control group. Examples
include the family of synthetic control (SC) models (Abadie
and Gardeazabal, 2003; Abadie et al., 2015; Ben-Michael
et al., 2021; Arkhangelsky et al., 2021; Chernozhukov et al.,
2021), matching procedures (Diamond and Sekhon, 2013;
Imai et al., 2021), matrix completion method (Athey et al.,
2021) and variations on two-way or interactive fixed ef-
fects models (Bai, 2009; Xu, 2017; De Chaisemartin and
d’Haultfoeuille, 2020; Imai and Kim, 2021).

There are two notable limitations of this line of work. First,
these approaches largely assume little or (more typically)
no temporal structure. This includes unit-level deviations,
group-level trends, and the treatment effects. For instance,
the two-way fixed effects (2FE) model includes indicator
variables for each unit and time period, implicitly encoding
the assumption that temporal shocks are implausibly inde-

pendent from time period to time period. Likewise, these
models typically assume that the treatment effect evolves
with absolutely no implied structure. This is justified as
an extension of the popular difference-in-differences (DID)
method (Card and Krueger, 1994; Angrist and Pischke,
2008) originally designed for a two-period panel, but is
harder to rationalize when observations are densely sam-
pled over many time periods. Pang et al. (2021) proposed
a Bayesian dynamic multilevel latent factor model that at
least incorporates an autoregressive component over tem-
poral trends; however, the order of autoregression is often
taken to be relatively minor. Meanwhile, other related work
(Athey and Imbens, 2022) assumes that treatment effects
are constant over time, perhaps encoding too much stability.

Second, these models typically invoke strong assumptions
about counterfactual trends among treated units. The most
extreme is the parallel trends assumption (PTA), which spec-
ifies that the unmeasured temporal shocks are identical in
expectation for the treatment and control groups in every

time period. Notably, assuming zero-mean noise, the PTA
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implies that, for any time periods t and t0:

E
⇥
(�g(t

0) + ui(t
0))� (�g(t) + ui(t)) | Di(t) = 1] =

E
⇥
(�g(t

0) + ui(t
0))� (�g(t) + ui(t)) | Di(t) = 0]. (10)

Although the PTA is defended as it allows nonparametric
identification, the assumption is strong, relies on limiting
properties rarely relevant with modest numbers of units
(see our example below), and is difficult to justify in most
applied settings.

A less strict model-based approach is the interactive fixed
effects (IFE) model, which allows for the heterogeneous
impact of common temporal shocks on cross sections of
the population via a low-rank product of latent fixed effects
(Bai, 2009; Xu, 2017; Pang et al., 2021). The idea is to use
the pre-treatment period to identify units that respond to
shocks similarly, estimating causal effects by assuming this
latent structure holds for all time periods. SC models rely
on similar strategy of using pre-treatment periods to create
a synthetic counter-factual where the PTA holds, which Xu
(2017) connects directly back to IFE.

In contrast, a family of approaches built on Bayesian non-
parametric models (primarily GP) have been proposed to
better encode structure in temporal trends and treatment
effects (Shi et al., 2012; Xu et al., 2016; Soleimani et al.,
2017; Moraffah et al., 2021; Arbour et al., 2021). Particu-
larly relevant is Shi et al. (2012), which proposes a mixed-
effects GP functional regression (ME-GPFR) model to predict
dose-response curves. Similarly, Xu et al. (2016) estimated
individual treatment-response curves by independently mod-
eling each unit’s trend. These assume that these trends are
independent across units, failing to account for common-
alities within groups. Some assume trends to be the same
across groups (Shi et al., 2012; Alaa and van der Schaar,
2017) while others do not model group trends at all (Xu
et al., 2016; Soleimani et al., 2017).

Our approach tackles the basic problem in a novel way by
leveraging the reasonable assumption that the contaminat-
ing processes ui(t) and �g(t) are smooth over time, in a
manner that can be captured by a GP.2 Further, a priori we
allow the group trends to be correlated with each other (or
not) to varying degrees. As we detail in the next section
and the Supplement, these two assumptions together allow
us to generate posterior beliefs about the treatment effect
that reflect our remaining uncertainty about group-level and
unit-level confounding. The joint posterior over counterfac-
tual outcomes and treatment effects also exhibits intuitive
behavior in the large-sample limit.

In essence, when group-level trends are tightly linked and
unit-level deviations are small, the posterior for �(t) will
be precise. However, when either or both of these condi-
tions fail, the posterior will correctly reflect this uncertainty.

2See Hainmueller et al. (2014, p. 148) for a justification of
smoothness assumptions in the social sciences.

Thus, the idea is that it is often not possible to remove the
contaminating influence of �g(t) and ui(t) without making
inappropriately strong assumptions (e.g., the PTA). Still,
we can use data from the pre-treatment period and the post-
treatment control group to make reasonable predictions for
both. Our remaining uncertainty about these trends is then
reflected in the posterior for �(t).

The work most closely related to our own is Arbour et al.
(2021), which provides a multi-task GP model for individu-
alized time trends with a multi-task GP. Arbour et al. (2021),
however, rely on an intrinsic coregionalization model, which
is conceptually an analogue to the IFE approach, assuming
no prior knowledge on the treatment effects (such as smooth-
ness and monotonicity) and estimating the average treatment
effect with a trivial estimator that uses point estimates of
� and h, potentially ignoring a great deal of uncertainty.
Further, they develop a model in the context where a single
unit is treated, as is common in the SC approach (Brodersen
et al., 2015). Our approach may be seen as more appropriate
for a canonical setting where a group of units is treated and
we wish to encode a priori intuition about the shape of the
treatment effects over time.

5 POSTERIOR ANALYSIS

One major question regarding our modeling scheme is how
the posterior distribution over the treatment effect and coun-
terfactual trends in the treatment group evolves with re-
peated observations of the system, and in particular under
what conditions we may recover the treatment effect in
the large-sample limit. We conduct a thorough analysis
of the asymptotic behavior of the posterior distribution of
our model in the Supplement through the lens of a simpli-
fied model whose behavior nonetheless gives considerable
insight. As conditioning on additional observations never in-
creases uncertainty of GP posterior, we conduct this analysis
by looking at one post-treatment period at a time, assuming
that ⇢ has been inferred from pre-treatment observations.
Specifically, we derive the posterior correlation between the
post-treatment treated counterfactual outcome and treatment
effect, as well as upper bounds for the posterior variance of
both quantities and their sum.

To summarize, with repeated pre- and post-treatment obser-
vations: (1) uncertainty in the control trend collapses both
pre- and post-treatment, (2) uncertainty in the treatment
trend collapses pre-treatment, (3) when the control and treat-
ment trends are perfectly correlated (⇢ = 1, analogous to the
PTA) uncertainty in the treatment effect and counterfactual
trend post-treatment collapses, and (4) when the treatment
and control group trends are not perfectly correlated, un-
certainty in these components falls asymptotically to some
limiting (but nonzero) value decreasing in |⇢|.

The nature of the posterior uncertainty is largely consistent
with the properties of classical estimators, which also rely
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Table 1: Averaged performance scores of MGP-PANEL compared to baseline estimators in the setting of perfectly correlated
group trends and time-invariant unit variations. Standard errors are shown in parentheses to the precision of last significant
digits. Bold numbers indicate results that are significantly better in paired t-tests and italic numbers indicate results that
are not significantly worse than the bold numbers at ↵ = 0.05 level. MGP-PANEL does significantly better than all other
estimators in RMSE and LL but slightly worse in coverage.

model

measure ours GSC 2FE CMGP DM-LFM ICM LTR

RMSE 0.0027(3) 0.0042(1) 0.0041(1) 0.0090(7) 0.0051(2) 0.0051(6) 0.0720(124)
coverage 0.924(33) 0.898(14) 0.916(13) 0.700(53) 0.938(12) 0.776(34) 0.310(69)
LL 4.50(12) 4.00(4) 4.03(4) 2.79(20) 3.96(4) 3.34(18) �31.5(12.9)

Table 2: Averaged performance scores of MGP-PANEL compared to baseline estimators under different correlation values. In
the case of imperfectly correlated group trends and time-variant unit variations, MGP-PANEL does significantly better than
all other estimators in paired t-tests at ↵ = 0.05 level.

ours GSC 2FE CMGP DM-LFM ICM LTR

⇢ RMSE

0.1 0.0242(27) 0.1640(184) 0.1109(98) 0.0945(99) 0.0993(97) 0.0853(67) 0.0566(78)
0.5 0.0229(26) 0.1220(131) 0.0787(69) 0.0738(84) 0.0968(98) 0.0810(72) 0.0547(73)
0.9 0.0171(19) 0.0567(59) 0.0342(31) 0.0360(40) 0.0554(53) 0.0470(34) 0.0674(114)

⇢ coverage

0.1 0.802(61) 0.332(52) 0.140(41) 0.216(38) 0.570(61) 0.444(66) 0.358(63)
0.5 0.816(55) 0.306(50) 0.156(38) 0.222(45) 0.488(66) 0.404(68) 0.358(69)
0.9 0.802(59) 0.354(49) 0.320(43) 0.284(51) 0.402(58) 0.420(58) 0.226(48)

⇢ LL

0.1 2.19(19) �22.4(11.8) �206(20) �44.9(9.8) �3.23(1.83) �2.07(91) �41.3(23.3)
0.5 2.23(20) �14.1(5.1) �53.4(10.9) �35.1(6.4) �4.22(1.63) �4.00(2.01) �20.4(6.7)
0.9 2.55(19) �6.03(2.00) �8.28(2.29) �13.4(3.5) �3.17(1.00) �1.62(0.77) �24.5(6.5)

on the parallel trends assumption to ensure identification of
the treatment effect. However, we regard the behavior in
(4) to be a useful feature of our modeling approach. In a
Bayesian analysis, one can derive the posterior distribution
of the coupling parameter ⇢ to question whether perfect cor-
relation is indeed a plausible assumption given the observed
data (see our case study), rather than insisting on it even
when implausible. The partial identification and unavoid-
able residual uncertainty resulting in the |⇢| < 1 case is
simply a natural consequence of a model that can relax and
challenge the assumption of perfectly correlated trends.

6 EXPERIMENTS

In this section, we provide a simulation study to compare
MGP-PANEL with several existing estimators and move on to
describe a real-world case study. We also complete an abla-
tion study evaluating the effectiveness of each novel aspect
of our model and an additional simulation study evaluating
the robustness of MGP-PANEL to model misspecification
(see Supplement for details).

6.1 Simulation Study

We consider two synthetic settings in our simulations. In
the first, the group trends are perfectly correlated and the
unit-level deviations are time-invariant, rendering two-way
fixed effects the “correct” model. In the second setting, the
group trends are weakly or moderately correlated and the
unit-level deviations are time-dependent. We expect that our
model should do no worse than other estimators in the first
setting, but much better in the second one.

We follow Xu (2017) for designing our DGP. In both settings,
we considered 10 treatment units and 20 control units. We
let the number of pre-treatment periods be T0 = 30 and the
total number of periods be T = 50. The outcomes were
generated from two time-dependent covariates, a group-
level time-trend process, a unit-level deviation process, a
grand mean response, an effect process and white noise:

yi(t) = xi,1+3xi,2+�g(t)+ui(t)+�(t)·Di(t)+0.5+"it.

The covariates xi,1 and xi,2 were drawn i.i.d. from
N (0, 0.52). The group-level time-trends �0(t) and �1(t)
were jointly drawn from a multi-task GP with a zero mean,
SE kernel with length scale of 7, output scale of 0.1, and
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Figure 2: Our posterior beliefs for the local news case study. Panel A shows the raw station data over time, with the outlined
trends of two selected control stations (solid) and two treated stations (dashed); Panel B shows those four stations’ predicted
trends with 95% credible intervals and the raw data as points; Panel C shows the fitted group level trends with 95% credible
intervals (solid), the modeled counterfactual trend of the treated group (dashed green line), and the raw data as points; Panel
D shows the modeled average treatment effect on the treated with a 95% credible interval.

correlation parameter ⇢. When included, the unit deviations
ui(t)s were i.i.d. draws from a single-task GP with zero
mean and SE kernel with length scale of ` and output scale
of 0.02. To simulate smoothly converging treatment effects
�(t), we used an effect process with a scaled SE kernel with
length scale of 30 and output scale of 0.1, masked by the
scaling function (8). We first conditioned this effect process
prior on two data points (T0, 0) and (T, ⌧), and then used
the posterior mean as the true effect. We fixed the eventual
full effect size at T , ⌧ , to 0.1. The error terms "it were
drawn i.i.d. from N (0, 0.012). We fixed the grand mean
response to be 0.5. We averaged the results of 25 repeated
experiments with different random seeds.

Setting 1 had perfectly correlated group trends and time-
invariant unit deviations. We sampled a group trend from a
single GP shared across both groups (equivalent to ⇢ = 1),
and sampled constant unit-level effects from N (0, 0.022)
(equivalent to ` = 1).

Setting 2 had imperfectly correlated group trends and time-
dependent unit variations with ` = 21. We considered a
variety of settings from weakly correlated to highly corre-
lated (⇢ = 0.1, 0.5, 0.9).

Baselines. We include the standard two-way fixed effects
(2FE), generalized synthetic control (GSC in (Xu, 2017)),
causal multi-task GP (CMGP in (Alaa and van der Schaar,
2017)), dynamic multilevel latent factor (DM-LFM in (Pang

et al., 2021)), intrinsic coregionalization (ICM in (Arbour
et al., 2021)) and longitudinal treatment response (LTR in
(Xu et al., 2016)) models as baselines (see Supplement
for implementation details). Both 2FE and GSC ignore
temporal/cross-sectional correlations in the underlying time
trends and any prior knowledge in the treatment effect, while
DM-LFM captures temporal but not cross-sectional corre-
lations in temporal trends using auto-regressive models.
LTR includes dynamic structure in treatment effects, but
assumes complete independence on the underlying trends,
while CMGP assumes perfect dependence. Among these
baselines, ICM is the most similar to MGP-PANEL, but still
ignores temporal structure in the treatment effect.

Results. We evaluated performance on estimating the ATT
in the simulation study using three metrics. The root mean

squared error (RMSE) measures the quality of point esti-
mates (from the posterior mean) of the estimated effects.
The 95% coverage rate (coverage) measures the credibility
of the claimed 95% confidence intervals. We defined “cov-
erage” as the frequency of actual true effects falling into
the claimed 95% credible (confidence) intervals. We also
considered the average log predictive likelihood (LL) of the
true effects in the posterior.

Table 1 shows the averaged performance scores of our model
compared to baseline estimators under Setting 1. Standard
errors are shown in parentheses to the precision of last sig-
nificant digit. Bold numbers indicate the best performance
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and italic numbers indicate results that are not significantly

worse than the bold numbers under a paired t-test with
↵ = 0.05. MGP-PANEL does better than other estimators
in RMSE (significantly so) and LL when the 2FE model
model is “correct,” although the coverage rate is slightly,
but not significantly, lower than DM-LFM. The improve-
ment in RMSE and LL can be ascribed to our modeling of
correlations in the effect process.

Table 2 shows the average performance measures for MGP-
PANEL and the baseline methods under Setting 2. MGP-
PANEL has significantly lower RMSE, higher coverage rate,
and higher LL scores for all levels of correlation in the
parallel“ish” trend setting.

Ablation study. In the Supplement we present an ablation
study where we compare the performance of MGP-PANEL in
Setting 2 after “stripping away” various components of our
model. The two most important components of our model
responsible for its success appear to be, in order, (1) the
modeling of nonlinear group trends and (2) modeling group
trends as correlated rather than perfectly parallel. Again,
by learning the correlation in the non-linear baseline time
trends across groups from data rather than assuming full
independence (uncorrelated) or dependency (perfectly cor-
related), MGP-PANEL can infer the counterfactual outcomes
in the treatment group with more fidelity and accuracy.

We also include an additional simulation evaluating the
robustness of MGP-PANEL when the kernel or the observa-
tion model is mis-specified or when data are scarce. We
show that in most cases MGP-PANEL is robust under mild-
to-moderate mis-specification, which can be avoided with
simple model selection prior to inference.

6.2 Case Studies

Finally, we present a case study using real-world data to
demonstrate the flexibility of MGP-PANEL (but not accu-
racy, as ground truth is not available). The LocalNews data
consists of proportions of national news coverage in 2.5
minute segments from 25 television stations for six months
(Martin and McCrain, 2019a,b). In September 2017, the
U.S. media conglomerate Sinclair Broadcasting Group ac-
quired 11 television stations (the “treated" group) across
seven media markets. The 14 non-acquired stations in those
same markets serve as the control group. The original paper
hypothesized that Sinclair would nationalize news coverage
as a cost-cutting measure, since national stories are not spe-
cific to local stations. The authors used the LocalNews data
to test their hypothesis with a DID design.

The results are shown in Figure 2 (see Supplement for addi-
tional model details). We find that, on average, acquisition
by Sinclair increased the proportion of national news cov-
erage by 3.27%. This estimate is more than double the
estimate of 1.4% reported by Martin and McCrain (2019b),

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

group correlation 

Posterior density

Figure 3: Posterior density of task correlation parameter in
local news data. The x-axis is truncated due to minimal mass
for ⇢ < 0.2. The posterior mode is ⇢ = 0.835, indicating
highly but not perfectly correlated inter-group trends.

which assumes time-invariant effects in post-treatment pe-
riods. We show the posterior distribution of the task cor-
relation parameter for the LocalNews data in Figure (3).
The posterior mode is ⇢ = 0.835, indicating that the data
supports the hypothesis of highly but not perfectly corre-
lated inter-group trends. Therefore the assumption of paral-
lel“ish" trends is better supported by the data, and our model
can draw useful conclusions under this relaxation.

In the Supplement we examine how well baseline methods
analyze the Localnews data and emphasize that MGP-PANEL
learns a more reasonable delayed treatment effect due to its
tailored prior. In addition, MGP-PANEL has more precise
estimation with the lowest uncertainty over time. In the
Supplement we also provide another case study using data
from the War in Afghanistan to illustrate the incorporation
of a non-Gaussian (Poisson) likelihood into our model.

7 CONCLUSION

We proposed MGP-PANEL, a novel multi-task GP model for
inferring time-varying effects in panel data. MGP-PANEL (1)
encodes structured temporal correlations in baseline trends
across groups and across individuals, and (2) includes a flex-
ible nonparametric prior on the temporal evolution of treat-
ment effects. Our Bayesian causal inference framework can
infer posteriors for dynamic treatment effects, while reflect-
ing remaining uncertainty about unobserved counterfactual
trends. We show this by analyzing the asymptotic properties
of the joint posterior of the treatment effect, which exhibits
intuitive behavior in the limit. Experiments show that the
MGP-PANEL approach does no worse than existing methods
and far better when the standard assumptions are violated.
In the Supplement, we show the model is robust to mild mis-
pecifications, and also demonstrate its flexibility in a case
study when applied to data with a non-Gaussian likelihood.

We can anticipate several potential adjustments to our model
for practitioners. First, although we focus on time-varying
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effects, our model can be easily adapted to infer conditional
effects by including observed characteristics in the treatment
effect model. Second, although we use squared exponential
kernels throughout this study, researchers may easily defend
against mis-specification by including model selection in
the inference procedure to determine the optimal kernels,
or marginalizing over a pool of pre-selected kernels. Third,
our model can be extended to the staggered adoption setting
where interventions are correlated with observed confound-
ing variables and thus vary from unit to unit. Finally, our
model may further consider categorical and/or continuous
treatments by adjusting the task-level kernel.
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A POSTERIOR ANALYSIS: MATHEMATICAL DETAILS

We address potential identification issues in MGP-PANEL by analyzing its posterior consistency. We show that the uncertainty
in the sum of the post-treatment treated group counterfactual plus treatment effect will shrink to 0 at certain rate, while
the uncertainty in the expected post-treatment treated counterfactual and that in the treatment effect will shrink to minimal
values depending on group correlation ⇢. As conditioning on additional observations never increases uncertainty of GP
posterior, we derive this analysis by looking at one post-treatment period at a time, assuming that ⇢ has been inferred from
pre-treatment observations. Choi and Schervish (2007) shows that under certain conditions, GPs can serve as universal
approximators and consistently estimate (in terms of posterior contraction in the large-scale limit) continuous regression
functions even if the function itself is not sampled from the GP prior used to model it.

Formally for any post-treatment time t, denote the post-treatment treated counterfactual outcome as �1(t), post-treatment
control counterfactual outcome as �0(t) and treatment effect as �(t). Let the prior variance of the treatment effect be
denoted by �2 = K�(t, t). Suppose we have noisy observations of n treated and n control units. By MGP-PANEL, we have a
joint normal prior on [�0, �1] where the marginalized distribution �0 ⇠ N (0,�2

�), �1 ⇠ N (0,�2
�) and cov(�0, �1) = ⇢�2

� ,
a normal prior on unit deviation N (0,�2

u) and a normal prior on the treatment effect � ⇠ N (0,�2). For mathematical
convenience, we scale the prior variances to �2

� = 1 while white noise has variance �2
noise. The factual/counterfactual and

effect are independent so cov(�0, �) = cov(�1, �) = 0. To simplify, let s2 = �2
u + �2

noise. Hence, we can compute the
posterior correlation between �1(t) and �, as well as upper bounds for the posterior variance of �1(t) + �, �1(t) and � as:

varpost
�
�(t) + �1(t)

�
 s2(1 + �2)

n+ n�2 + s2
(11)

corpost
�
�(t), �1(t)

�
= � n�2

p
�2(n+ s2)(n�2 + s2)

(12)

varpost
�
�1(t)

�
 n(1� ⇢2) + s2

n+ s2
(13)

varpost
�
�(t)

�
 (s2)(1 + �2)

n+ n�2 + s2
+

n(1� ⇢2) + s2

n+ s2
(14)

Note that t is arbitrary post-treatment time period so the above results hold for the entire post-treatment time series. Assume
we can achieve the large-sample limit. We first observe that the treatment factual outcome can be exactly identified, as
the posterior variance of �1(t) + �(t) (24) will shrink to zero in the large-sample limit (n ! 1). The joint posterior over
treated counterfactual outcomes and treatment effects also becomes increasingly negatively correlated to �1 as n ! 1.
Hence, as long as one hypothesizes a counterfactual or a treatment effect with no uncertainty, the posterior on the other will
collapse to a Dirac delta function. Moreover, (32) shows that the treated counterfactual outcome is partially identified up to
an upper bound depending on the inter-group correlation parameter ⇢, and can be exactly identified if trends were perfectly
correlated (parallel) because this upper bound will shrink to zero. Finally, the treatment effect is also partially identified up
to the same upper bound and can be exactly identified if trends were perfectly correlated (parallel).

A.1 Joint Posterior of Treatment Effect and Post-treatment Treated Counterfactual

Suppose we do not directly observe either �1 or � but rather n corrupted sum yi = �1+ �+ui+ "i, " ⇠ N (0,�2
noise), where

ui indicates unit deviations at time t. Again to simplify, let s2 = �2
u + �2

noise. Let 1n denote the n⇥ 1 all-one vector and In
denote the n⇥ n identity matrix, where the n⇥ n all-one matrix can be represented by 1n1T

n . Let y collects all y1, . . . , yn,
then [�, �1,y]T has the joint distribution of

2

4
�
�1
y

3

5 ⇠ N
 2

4
0
0
0

3

5 ,

2

4
�2 0 �21T

n

0 1 1T
n

�21n 1n (1 + �2)1n1T
n + s2In

3

5
!
, (15)
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where ⌦ is the Kronecker product. We appeal to Woodbury matrix identity to derive the posterior variance of the conditional
distribution p(�, �1 | y) as

var[�, �1 | y] =

�2 0
0 1

�
�
⇣
1T
n ⌦


�2

1

�⌘⇣
(1 + �2)1n1

T
n + s2In

⌘�1⇣
1n ⌦


�2

1

�T ⌘
(16)

=


�2 0
0 1

�
� 1

s2

⇣
1T
n ⌦


�2

1

�⌘⇣1 + �2

s2
1n1

T
n + In

⌘�1⇣
1n ⌦


�2

1

�T ⌘
(17)

=
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�2 0
0 1

�
� 1

s2

⇣
1T
n ⌦


�2

1

�⌘⇣
In � 1 + �2

A
1n1

T
n

⌘⇣
1n ⌦


�2

1

�T ⌘
(18)

=


�2 0
0 1

�
� n

A


�4 �2

�2 1

�
(19)

=
1

A


�2(n+ s2) �n�2

�n�2 n�2 + s2

�
(20)

where A = n+ n�2 + s2. Hence we can compute the posterior correlation between � and �1 as

cor(�, �1) = � n�2

p
�2(n+ s2)(n�2 + s2)

(21)

= � 1p
(1 + s2/n)(1 + s2/(n�2))

! �1 if n ! 1 (22)

We can also compute the posterior variance on � + �1 as

var(� + �1) =
�2(n+ s2)� 2n�2 + (n�2 + s2)

n+ n�2 + s2
(23)

=
s2(1 + �2)

n+ n�2 + s2
! 0 if n ! 1 (24)

We can see that although � and �1 are uncorrelated a priori, the posterior correlation will approach to negative one in the
limit of infinitely many data (n ! 0). In addition, the posterior variance of their sum will also approach to zero in the limit
of infinitely many data (n ! 0). Hence, if we hypothesize a counterfactual or a treatment effect, then the posterior on the
other will collapse.

A.2 Posterior of Post-treatment Control Factual

Suppose we have n corrupted post-treatment control observations yi = �0 + ui + " where " ⇠ N (0,�2
noise), where ui

indicates unit deviations at time t. Again, denote s2 = �2
u + �2

noise. As GP posterior variance does not increase with more
observations, we could be the posterior of �0 conditioning on all pre- and post-treatment observations by the posterior
variance of p

�
�0 | y1, . . . , yn

�

var[�0 | Yobs]  var[�0 | y1, . . . , yn] (25)

= 1� 1T
n

⇣
1n1

T
n + s2In

⌘�1
1n (26)

=
s2

n+ s2
! 0 if n ! 1 (27)

Hence, post-treatment control factual is identifiable as its posterior variance will shrink to 0 with infinitely many data
(n ! 1).

A.3 Posterior of Post-treatment Treated Counterfactual

Suppose we have n noisy post-treatment control observations y(i)0 = �0 + ui + "i, with white noise "i ⇠ N (0,�2
noise) and

group correlation parameter ⇢ = cov(�1, �0). Again uis are unit deviations at time t and s2 = �2
u + �2

noise. Let y0 collects
all y(1)0 , . . . , y(n)0 , then the variance of p

�
�1 | Yobs

�
is bounded by variance of p(�1 | y0). We can write the joint covariance

matrix of [�1,y0] as

cov

�1
y0

�
=


1 ⇢1T

n

⇢1n 1n1T
n + s2In

�
(28)
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Hence we can derive the posterior variance of p(�1 | y0) as

var
⇥
�1 | Yobs

⇤
 var

⇥
�1 | y0] (29)

= 1� ⇢1T
n

⇣
1n1

T
n + s2In

⌘�1
⇢1T

n (30)

= 1� ⇢2
n

n+ s2
(31)

=
n(1� ⇢2) + s2

n+ s2
! 1� ⇢2 if n ! 1 (32)

Hence, the post-treatment treated counterfactual is partially identified with an upper bound 1� ⇢2 on its variance in the
limit of infinitely many data (n ! 1). In the case of perfectly correlated group trends (⇢ = 1), the post-treatment treated
counterfactual can be exactly identified.

A.4 Posterior of Treatment Effect

Suppose we have n noisy post-treatment control observations y(i)0 = �0 + ui + "i and n noisy post-treatment control
observations y(i)1 = �1 + vi + � + "i with white noise "i ⇠ N (0,�2

noise), where ui and vi are unit deviations at time t and
s2 = �2

u + �2
noise, respectively. Suppose the group correlation parameter is ⇢ = cov(�1, �0). Using Eq. 24 and 32, we can

derive an upper bound of posterior variance of � as

var[� | Yobs] = var[� + �1 | Yobs] + var[�1 | Yobs] (33)

 s2(1 + �2)

n+ n�2 + s2
+

n(1� ⇢2) + s2

n+ s2
! 1� ⇢2 if n ! 1 (34)

Hence, the treatment effect is partially identified with an upper bound 1� ⇢2 on its variance in the limit of infinitely many
data (n ! 1). In the case of perfectly correlated group trends (⇢ = 1), the treatment effect can be exactly identified as
1� ⇢2 will be zero.

B ADDITIONAL MODEL DETAILS

We briefly provide additional details about the individual components of our model and the hyperpriors used in Eq. (9). We
put a multi-task GP prior with constant mean and SE kernel for the group trends {�g}. We place a shared GP prior with zero
mean and SE kernel on all the unit deviations {ui}. We put a GP prior with linear mean and SE kernel on the effects from
covariates h. We place a GP prior with zero mean and SE kernel but scaled smoothly from zero at the time of intervention T0

to a fixed output scale at some later time T1 = T0 +�T for the treatment effect process �. To enforce the full effect time
T1 is always no earlier than intervention time T0, we require �T � 0. Observation noise is assumed to be i.i.d. Gaussian.
Table 3 summarizes all the model hyperparameters.

Table 3: Table of notations.

Component Prior Hyperparameter

Group trends �g(t) constant µg(t) c�
K�(t, t0) ·Ktask(m,m0) `� , �� , ⇢

Unit deviation ui(t) zero µu(t) = 0 N/A
Ku(t, t0) `u, �u

Covariate h(x) linear µx(x) slope ax
Kx(x, x0) `x, �x

Treatment effect �(t) zero µ�(t) = 0 N/A
K�(t, t0) `� , �� , �T

General noise " N (0,�2
noise) �noise
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In our implementation we transformed some hyperparameters to allow unconstrained optimization sampling. In particular,
all length/output scale hyperparameters were parameterized by their log, the correlation parameter was parameterized by an
inverse sigmoid (the inverse cumulative normal distribution), and �T was left untransformed.

C INFERENCE

In this section, we present a Bayesian causal inference framework that derives the posterior on the evolution of ATT �(t),
from observed potential outcomes. This framework is similar to the one proposed by Xu et al. (2016), but tailored for our
setting with expected group trends.

Denote the observed outcomes under different treatment assignments Y(1)
obs = {Y (1)

i (t) | Di(t) = 1} and Y(0)
obs = {Y (0)

i (t) |
Di(t) = 0}, and define Yobs = Y(1)

obs [ Y(0)
obs . Assume we have a Gaussian process prior on the treatment effect p(�) and a GP

model for controlled potential outcomes p
�
Y(0)

�
, which are connected via the treated potential outcomes Y(1) = Y(0) + �.

Since the effects are independent of controlled potential outcomes, Y(1) has an induced GP prior of p
�
Y(1)

�
. Collecting

all prior parameters into ✓, the posterior inference of � can be derived by conditioning on observed treated and controlled
potential outcomes Yobs:

p
�
� | Yobs,Y(0), ✓

�
/ p
�
Y(1)

obs | Y
(0), �, ✓

�
p
�
Y(0)

obs | Y
(0), ✓

�
p(� | ✓). (35)

In this work, we embrace the idea of fully Bayesian inference, which addresses model uncertainty by marginalizing over
the hyperparameters of our mean and covariance functions. Let ✓ denote the set of hyperparameters in our model. We put
mildly informative priors on ✓. The hyperparameter-marginal posterior is then:

p
�
� | Yobs,Y(0)

�
=

Z
p
�
� | Yobs,Y(0), ✓

�
p
�
✓ | Yobs,Y(0), �

�
d✓. (36)

Unfortunately, this integral is intractable, so we must resort to approximation or sampling. Here we used Hamiltonian Markov
chain Monte Carlo sampling. Given a set of K hyperparameter samples from the posterior {✓k} ⇠ p

�
✓ | Yobs,Y(0), �

�
,

the marginalized effect posterior p
�
� | Yobs,Y(0)

�
can be approximated with a Gaussian process mixture model Reynolds

(2009). If desired, we may approximate this GP mixture with a single Gaussian process via moment matching.

Note that our proposed framework also reduces to an alternative Bayesian causal inference framework in Arbour et al. Arbour
et al. (2021) if we assign an infinitely wide GP prior on �. The alternative framework transforms the effect estimation into an
imputation problem of the unobserved post-treatment counterfactuals for treatment group Y(0)

mis = {Y (0)
i (t) | Di(t) = 1},

and then uses the difference between observed Y(1)
obs and imputed Y(0)

mis as an estimation for �. While this alternative
framework allows infinite flexibility for the treatment effects, it ignores any prior knowledge on �, such as their dynamic
structure or effect size. We evaluated this model in the experiments in the main text.

D HYPERPRIORS

We place mildly informative priors on the hyperparameters in both simulation and case studies, and then marginalize over
the hyperparameters by sampling from their posterior given the data.

The sampling is done via Hamiltonian Markov chain Monte Carlo.3 We sampled five chains using a random restart around
the MAP estimator for initialization. Specifically, we initialized each chain by perturbing the MAP hyperparamters (in the
transformed space) with an additive Gaussian jitter with standard deviation equal to 0.1. For each chain, 3000 samples were
collected after a burn-in of 1000 samples, which we found to be typically sufficient.

D.1 Simulation Studies

The data generating process of the simulation studies is described in main text. We fixed the prior mean for group trends as
the empirical observation mean c� = E[y]. We do not put hyperpriors on the slope ax in the prior mean for h. Hyperpriors

3We use the hmcSampler function from the Statistics and Machine Learning Toolbox in Matlab R2019b. The leapfrog step size,
number of leapfrog integration steps and mass vector are automatically tuned using the tuneSampler function.
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for the remaining hyperparameters are listed below:

`� ⇠ Gamma(10, 2) �� ⇠ SmoothUniform(e�4, e�1)

⇢ ⇠ Uniform(�1, 1) `u ⇠ Gamma(2, 10)

�u ⇠ SmoothUniform(e�4, e�1) `x ⇠ Gamma(10, 2)

�x ⇠ SmoothUniform(e�4, e�1) �T ⇠ Gamma(10, 2)

`� ⇠ Gamma(10, 3) �� ⇠ SmoothUniform(e�4, e�1)

" ⇠ SmoothUniform(e�4, e�1)

Here, for all the length scales and general noise we used a modified uniform distribution with rapidly decaying but smooth
tails that is differentiable everywhere; this ensures the gradient is informative outside the chosen range. The upper bound is
set very generously at e�1 ⇡ 0.368, which is much larger than the total variation of outcomes in the simulation and case
studies.

D.2 LocalNews

The model for LocalNews data is almost the same as the one for the simulation studies, but the covariates are replaced with
day and “day of the week" effects. These effects account for daily variations in the news coverage trends and additional
indexes are used for indicating each day and weekday. We put Gaussian priors on those effects and mild hyperpriors on the
hyperparameters.

Yi(t) = �g(t) + ui(t) + day + day-of-week + �(t) + "

day ⇠ N (0,�2
day)

day-of-week ⇠ N (0,�2
day-of-week)

Since Gaussian distributions are closed under addition, we could marginalize over these day effects and absorb them into the
full model covariance.

Ky = Ku +K� +K� + �2
day + �2

day-of-week + �2
noise

The hyperpriors for LocalNews model are summarized below:

`� ⇠ Gamma(10, 5) �� ⇠ SmoothUniform(e�4, e�1)

⇢ ⇠ Uniform(�1, 1) `u ⇠ Gamma(10, 5)

�u ⇠ SmoothUniform(e�4, e�1) �day-of-week ⇠ SmoothUniform(e�4, e�1)

�day ⇠ SmoothUniform(e�4, e�1) �T ⇠ Gamma(2, 5)

`� ⇠ Gamma(10, 5) �� ⇠ SmoothUniform(e�4, e�1)

" ⇠ SmoothUniform(e�4, e�1)

E BASELINE IMPLEMENTATION DETAILS

Here we provide implementation details for all of the alternative methods.

1. The 2FE model was implemented using the standard approach by introducing time/unit indicators into the regression
model as fixed effects, but used the ordinary least square estimator with robust standard errors (Bell and McCaffrey,
2002) to account for noise heteroscedasticity among units. OLS with the robust standard error is similar to standard
OLS, but assumes the noise may be heteroscedastic, such that the noise matrix is clustered as a blocked matrix, in our
case, by unit. The implementation relied on the lm_robust function from estimatr library in R. We used the
default setting of HC2 type.

2. The GSC model was implemented using software4 provided by Xu (2017). We set the number of maximal factors to be
10 and allow the built-in cross validation procedure to select the optimal number of factors. We impose unit and day
fixed effects besides interactive effects.

4Code available on https://github.com/xuyiqing/gsynth

https://github.com/xuyiqing/gsynth
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Table 4: Performance measures of MGP-PANEL compared to ablated models across selected settings of correlation parameters (standard
errors are shown in parentheses). Among all models, MGP-PANEL has the highest coverage and LL scores in all settings. Although the
MAP estimator has lower RMSE than MGP-PANEL, the differences are not significant in a paired t-test.

model

⇢ MGP-PANEL MAP naïve uncorr effect uncorr trend no unit trend BLR perfect corr

RMSE 0.1 0.0242 0.0210 0.0619 0.0592 0.0765 0.0392 0.1120 0.0773
(0.0027) (0.0034) (0.0080) (0.0074) (0.0075) (0.0034) (0.0096) (0.0096)

0.5 0.0229 0.0202 0.0561 0.0527 0.0656 0.0365 0.0782 0.0561
(0.0027) (0.0030) (0.0073) (0.0068) (0.0078) (0.0036) (0.0068) (0.0066)

0.9 0.0171 0.0163 0.0276 0.0250 0.0335 0.0245 0.0341 0.0281
(0.0020) (0.0017) (0.0034) (0.0034) (0.0048) (0.0029) (0.0031) (0.0036)

coverage 0.1 0.802 0.614 0.556 0.606 0.266 0.626 0.060 0.222
(0.062) (0.072) (0.065) (0.064) (0.055) (0.078) (0.022) (0.050)

0.5 0.816 0.596 0.550 0.594 0.230 0.656 0.080 0.268
(0.055) (0.074) (0.065) (0.065) (0.057) (0.073) (0.027) (0.052)

0.9 0.802 0.582 0.630 0.710 0.314 0.738 0.186 0.248
(0.059) (0.068) (0.057) (0.060) (0.052) (0.068) (0.035) (0.045)

LL 0.1 2.19 0.761 �2.260 �1.800 -33.2 0.789 �468 �119
(0.19) (0.816) (1.532) (1.428) (13.2) (0.379) (74) (57)

0.5 2.23 0.841 �2.020 �1.420 -38.6 0.830 �226 �68.3
(0.20) (0.649) (1.438) (1.358) (20.8) (0.407) (40) (32)

0.9 2.55 1.170 �0.002 0.686 -14.8 1.700 �39.8 �23.5
(0.19) (0.532) (0.932) (0.918) (4.2) (0.310) (8.1) (7.4)

3. The CMGP model was implemented using the software5 provided by Alaa and van der Schaar (2017). Since CMGP is
not designed for time series data, we incorporated time as an additional feature into the GP kernel to account for the
effect of time. Time was also inserted as a feature when computing multiple-periods treatment effects. We averaged
estimated treatment effects across units, since CMGP outputs individualized treatment effects.

4. The DM-LFM model was implemented using the bpCausal library in R provided by Pang et al. (2021). We allowed
the time-varying parameters and factors to be 1-order autocorrelated. We set the number of maximal factors to be 10,
where the optimal number is determined by build-in hierachical shrinkage priors for factor selection procedure. We
used the default number of burn-in and runs for MCMC sampling. We also imposed unit and day fixed effects in addition
to interactive effects. We manually checked Geweke’s convergence diagnostics Geweke (1992) to ensure convergence.

5. The ICM model was implemented using the Matlab gpml software 6 following the setup in Arbour et al. (2021). We
used independent standard normal priors for the scalar coefficients, and set the number of latent processes to be 5. The
details for MCMC sampling are the same with MGP-PANEL to ensure comparability.

F ABLATION STUDY

We conducted an ablation study to demonstrate the effectiveness of each part of our model by ablating several key components
in MGP-PANEL separately. We restricted this study to Setting 2.

The maximum a posteriori (MAP) estimator restricts inference to point estimations rather than a fully Bayesian inference
to show the benefit of model averaging to infer treatment effects. MAP uses the same model as MGP-PANEL but fixes
hyperparameters to maximum a posteriori estimation.

The naïve estimator shows the value of including dynamics in treatment effect structures into the model. Specifically, naïve
only extrapolates the post-treatment periods for the treated group after conditioning on the pre-treatment observations for
the treated group and the pre- and post-treatment observations for the control group, and then subtracts the observed outputs

5Code available on https://github.com/vanderschaarlab/mlforhealthlabpub/tree/main/alg/causal_
multitask_gaussian_processes_ite

6See https://gaussianprocess.org/gpml/code/matlab/doc/index.html

https://github.com/vanderschaarlab/mlforhealthlabpub/tree/main/alg/causal_multitask_gaussian_processes_ite
https://github.com/vanderschaarlab/mlforhealthlabpub/tree/main/alg/causal_multitask_gaussian_processes_ite
https://gaussianprocess.org/gpml/code/matlab/doc/index.html
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from the posterior predictions in the post-treatment periods for the treated group as estimations of treatment effects. This
estimator is equivalent to ours except that the GP prior on ATT is assumed to be infinitely wide (Arbour et al., 2021). Hence,
naïve estimator allows ATT to be arbitrary but incorporates no temporal correlation.

The uncorr effect and uncorr trend models do not impose a smooth GP prior on treatment effects and on group trends,
demonstrating the regularization effect of GP in modeling temporal relations of either the effect or time trends. Specifically,
the “uncorr effect" and “uncorr trend" estimators have almost the same model as MGP-PANEL, but separately fix the length
scales for the effect and group trends to be zero so that the treatment effects/time trends are uncorrelated.

The no unit trends estimator deletes the unit deviation component to illustrate the effectiveness of allowing unit deviations
from group trends.

The BLR estimator is the Bayesian version of the 2FE model, which speaks to the advantage of using non-linear GP for
modeling time trends. To ensure comparability, we use the following set of priors, which are similar to the GP priors in MAP:

�g(t) = c1

ui(t) = c2

h(x) = ax

c1 ⇠ N
�
E[y],�⇤

�
2�

c2 ⇠ N
�
0,�⇤

u
2�

a ⇠ N
�
a⇤x,�

⇤
x
2�

�(t) ⇠ N
�
0,�⇤

u
2I
�

The perfect corr estimator forces the correlation parameter ⇢ to be 1, inducing perfect parallel trends. By imposing a perfect
correlation between group trends, “perfect corr" tests the necessity of weakening the parallel trends assumption.

Table 4 shows the averaged RMSE, 95% confidence interval coverage rate, and log likelihood scores of MGP-PANEL and
ablated models for different levels of correlation. Among all models, MGP-PANEL has the highest COVERAGE and LL scores
in all settings, but the MAP estimator has the lowest RMSE. A reason for this may be that MGP-PANEL is designed for a better
coverage rate and log likelihood due to the fully Bayesian inference that absorbs the model and hyperparameter uncertainty.
Note that although the MAP estimator has a better RMSE than the MGP-PANEL estimator, the differences are not significant
in a paired t-test.

Several implications could be drawn from Table 4. First, the BLR and perfect corr estimators have the worst performance
among all models, emphasizing that inferring time trends correctly is the most critical aspect of accurately estimating
treatment effects using time series. Second, the uncorr trend model has better performance than the BLR and perfect corr
estimators but is still much worse than the other models, indicating the vital role of regularization in modeling time effects
when temporal structure exists. Finally, the naïve, uncorr trend and no unit trends estimators perform are just slightly
worse than MGP-PANEL and MAP models, encouraging practitioners to further regularize treatment effects, fully make use of
post-treatment data and take into consideration unit-level heterogeneity in groups whenever possible.

G ADDITIONAL SIMULATION

We conducted additional simulations to examine whether our proposed model is correctly specified and whether it is robust
to model misspecification. Accordingly, we conducted additional simulation experiments assessing the performance of our
approach in settings where the kernel and/or the observation model is misspecified. Performance scores of MGP-PANEL
compared to baseline estimators under different data generating processes (DGP) averaged across different random seeds
are reported below, including using a student-t noise model with degree of freedom equal 4 (non normal error), modeling
non smooth time trends using GP with Matérn kernel (non smooth trends), observing one unit per group (few units) and
modeling group trends using independent GP (independent GP trends). Lower RMSE, higher LL and COVERAGE scores
closer to the theoretical value 0.95 indicate better performance.
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Table 5: Performance scores of MGP-PANEL compared to baseline estimators under different data generating process (DGP)
averaged across different random seeds, including using a student-t noise model with degree of freedom equal 4 (non
normal error), modeling non smooth time trends using GP with Matérn kernel (non smooth trends), observing one unit per
group (few units) and modeling group trends using independent GP (independent GP trends). Lower RMSE, higher LL and
COVERAGE scores closer to the theoretical value 0.95 indicate better performance. Performance scores of GSC and 2FE
under few units setting are not available due to bugs in released code from original authors.

MGP-PANEL GSC 2FE CMGP DM-LFM ICM LTR

DGP RMSE

Non normal error 0.0270(21) 0.0583(19) 0.0522(22) 0.0221(16) 0.0540(17) 0.0500(17) 0.0359(51)
Non smooth trends 0.0157(22) 0.0424(13) 0.0413(13) 0.0235(10) 0.0406(22) 0.0368(22) 0.0471(47)
Few units 0.0328(41) N/A N/A 0.0477(51) 0.1039(49) 0.1035(45) 0.0326(37)

Independent GP trends 0.0298(45) 0.1034(43) 0.0767(70) 0.0433(50) 0.0606(29) 0.0497(24) 0.0378(36)

DGP COVERAGE

Non normal error 0.935(25) 0.985(31) 0.945(7) 1.000(0) 0.975(11) 0.758(15) 0.665(91)
Non smooth trends 0.905(40) 0.950(7) 0.935(7) 0.990(5) 0.980(11) 0.785(28) 0.400(32)
Few units 0.970(13) N/A N/A 1.000(0) 1.000(0) 0.930(13) 0.955(19)
Independent GP trends 0.855(27) 0.930(22) 0.645(54) 0.800(47) 0.950(20) 0.725(42) 0.555(87)

DGP LL

Non normal error 2.062(93) 1.415(25) 1.525(45) 2.198(31) 1.486(33) 0.570(208) �1.602(1.003)
Non smooth trends 2.338(167) 1.672(28) 1.741(30) 2.310(34) 1.772(50) 1.475(124) �1.999(0.854)
Few units 1.826(65) N/A N/A 1.173(41) 0.779(42) 0.798(41) 1.658(75)

Independent GP trends 1.468(164) 0.738(79) 1.086(96) 1.353(270) 1.312(53) 0.949(160) 0.579(73)

The above table shows that our proposed method is robust under mild-to-moderate misspecification. Our proposed method
still outperforms the baselines under almost all DGP settings, and only has slightly RMSE and lower log likelihood than
CMGP under non normal noise setting. Although the performance of our model does occasionally break down under wild
misspecification (e.g., modeling extremely heavy-tailed noise as Gaussian or no correlation in the group trends), we want to
stress that the particular modeling choices of (squared exponential kernel, Gaussian noise) we made in our experiments are
by no means set in stone, nor do we necessarily recommend their use "off the shelf" without validation. As in any task,
we’d recommend a practitioner invest time in model selection prior to inference following standard practice to avoid finding
themselves with a wildly misspecified model. As another example, in our simulation modeling heavy-tailed Student t noise
as Gaussian, a model combining a GP with a heavy tailed (rather than Gaussian) error model is overwhelmingly preferred to
the same model with Gaussian noise (BIC = -863 vs -1014). Thus with some prudent modeling the breakdown could have
been avoided entirely.

Table 6: Demonstration of model selection when the true noise model is student-t distributed or the group trends are
generated from Matérn kernels. Lower Bayesian information criterion (BIC) is preferred.

DGP Student-t distributed noise group trends with Matérn kernels

model Student-t noise Gaussian noise Matérn kernel Gaussian kernel

BIC �1014 �863 �847 �832

H CASE STUDY: COMPARISON WITH BASELINES

We also examine how well the baseline methods do in the case study and why our method is favored. In general, our method
is designed to infer time-varying treatment effects and can also incorporate prior belief on the treatment effects such as
smoothness or if they are instantaneous. However, the treatment effects in the original case study is assumed to be constant
over post-treatment periods and is estimated by a standard two-way fixed effect model. Although the baselines methods
in this paper can accommodate time-varying effects, they tend to ignore any prior belief that sometimes is reasonable in
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real-world data.

Table 7: Comparison of estimated averaged treatment effects and uncertainties between MGP-PANEL and other baselines at
various post-treatment time periods in the applied study. Amongst all models, MGP-PANEL has the lowest uncertainty on
ATE and learned a minor instantaneous treatment effect.

MGP-PANEL GSC 2FE DM-LFM CMGP ICM LTR

Post-treatment time ATE

after two weeks 0.36% 2.93% 2.30% 2.65% 3.24% 1.36% �0.46%
after six weeks 2.83% 5.10% 4.00% 4.40% 4.23% 1.26% 2.86%

after twelve weeks 3.19% 5.14% 3.30% 4.52% 4.21% 4.05% 3.89%

Post-treatment time STD

after two weeks 0.46% 2.34% 1.55% 1.39% 1.68% 4.82% 0.96%
after six weeks 0.67% 2.41% 1.82% 1.44% 1.81% 4.76% 1.06%

after twelve weeks 0.81% 2.96% 1.65% 1.45% 1.81% 5.27% 1.00%

Here we show the estimated treatment effects of baseline methods. Since there is no ground truth for computing performance
measure such as RMSE or log likelihood, we report the estimated ATEs and uncertainty, averaged over the first, third and
last two weeks. We make two observations: 1) Our proposed method has more precise estimation as we have the lowest
uncertainty over time, because the baseline methods do not model temporal correlations of the treatment effects and apply
no smooth conditions; and 2) all baseline models learned a sharp, immediate effect. We do not find this to be substantively
realistic. We posit that the nationalization of local news would have a delayed effect as it takes time for stations to adapt
programs, reports, and restructure their journalistic practices, which our model can accommodate.

I CASE STUDY: NON-GAUSSIAN LIKELIHOODS

In this section we provide an example using SIGACTS data that highlights how the model can be extended to accommodate
non-Gaussian likelihoods.

The SIGACTS data is collected by the U.S. military, reporting details such as dates, locations, and categories of violence (e.g.
direct or indirect fire) for significant actions (SIGACTS). Our SIGACTS data is for the War in Afghanistan from January 1,
2007 to December 31, 2008, where actions are daily counts. We use the SIGACTS data to show how MGP-PANEL performs
with non-Gaussian observation likelihoods.

We specifically examine an increase in conflict along the Afghanistan–Pakistan border in 2008. In 2008, President Pervez
Musharraf of Pakistan, a U.S. ally, became embroiled in a corruption scandal, culminating in a coalition government agreeing
to impeach him on August 11, 2008. Musharraf resigned on August 18 Perlez (2008). We assume that the increased violence
started on Aug 12, 2008 (the day after the government agreed to impeach Musharraf) and compared the aggregated number
of reported direct fire events along the border to the number of events inland. We hypothesize that, after announcing plans to
impeach the president, the coalition sought to establish their independence from the West by violently confronting the U.S.
and ISAF forces along the Afghanistan–Pakistan border, so we should observe more direct fire events in the border region.

The number of reported direct fires can be naturally modeled as count data using the Poisson likelihood, where the log of
the rate parameter across time is specified by a latent Gaussian process. This specification is referred to as latent Gaussian
models in the literature Rue et al. (2009). Hence, the treatment effect can be interpreted as the increase in the ratio of
the densities of direct fire between the two regions. Although the Poisson likelihood does not allow exact inference, it is
bell-shaped and can be approximated using Laplace’s method.

y(t) ⇠ Poisson
�
�(t)

�
(37)

log
�
�(t)

�
⇠ GP(µy,Ky) (38)

The model we used for this study is similar to that described above. The key difference for the SIGACTS model is its Poisson
likelihood, so we do not have the general noise component. In addition, we remove the unit deviation component since there
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Figure 4: Panel A shows the trends of the raw group counts over time, where the border province count (treatment) is in red and the
inland province count (control) is in blue. Panel B shows the fitted group level trends with 95% credible intervals (solid lines and shaded
regions), the modeled counterfactual trend of the treated group (dashed red line), and the raw group counts as points. Panel C shows the
posterior of the average treatment effect on the treated interpreted as a ratio of the density of direct fire on the border to the density of
direct fire inland with a 95% credible interval.

are only two time series. The hyperpriors for the SIGACTS model are summarized below:

`� ⇠ Gamma(10, 8)
⇢ ⇠ Uniform(�1, 1)

�T ⇠ Gamma(3, 10)
`� ⇠ Gamma(10, 8)

�� ⇠ SmoothUniform(e�4, e�1)

In Figure 4, Panel A shows the trends of the raw group-day counts over time, where the border province counts (treatment)
are in red and the inland province counts (control) are in blue. Panel B shows the fitted group level trends with 95% credible
intervals (solid lines and shaded regions), the modeled counterfactual trend of the treated group (dashed red line), and the
raw group counts as points. Panel C shows the posterior of the average treatment effect on the treated interpreted as a ratio
of the density of direct fire on the border to the density of direct fire inland, which, on average, is 1.18 although the credible
interval does include 1. This result is consistent with studies in international politics on SIGACTS and U.S.-led coalition
forces in Afghanistan Beath et al. (2017), but also illustrates that the added structure of the model by no means ensures that
we will recover large (low variance) treatment effect estimates.
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