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Abstract

Our goal is to produce methods for observational
causal inference that are auditable, easy to trou-
bleshoot, accurate for treatment effect estimation,
and scalable to high-dimensional data. We describe
a general framework called Model-to-Match that
achieves these goals by (i) learning a distance met-
ric via outcome modeling, (ii) creating matched
groups using the distance metric, and (iii) using
the matched groups to estimate treatment effects.
Model-to-Match uses variable importance mea-
surements to construct a distance metric, making
it a flexible framework that can be adapted to vari-
ous applications. Concentrating on the scalability
of the problem in the number of potential con-
founders, we operationalize the Model-to-Match
framework with LASSO. We derive performance
guarantees for settings where LASSO outcome
modeling consistently identifies all confounders
(importantly without requiring the linear model to
be correctly specified). We also provide experimen-
tal results demonstrating the method’s auditability,
accuracy, and scalability as well as extensions to
more general nonparametric outcome modeling.

1 INTRODUCTION

Matching methods are a popular approach to causal infer-
ence on observational data due to their conceptual simplicity.
These methods aim to emulate randomized controlled trials
by pairing similar treated and control units, thus allowing for
treatment effect estimation [Stuart, 2010]. One significant
benefit of using matching methods is their auditability along
with their accuracy. An auditable method allows domain
experts to validate the estimation procedure, argue about
the violation of key assumptions, and determine whether
the analysis is trustworthy. Since causal analyses often de-

pend on untestable assumptions, it is critical to determine
whether all important confounders are accounted for, if data
are processed correctly, and whether the treatment and con-
trol units in the matched groups are cohesive enough to be
comparable [Parikh et al., 2022b]. Parikh et al. [2022a] and
Yu et al. [2021] showed that the audit of matched groups
using external unstructured data is crucial in healthcare and
social science scenarios. In high-stakes scenarios, audibility
enables domain experts to make data-driven and trustworthy
decisions and policies.

We would ideally be able to match units that are exactly
identical to one another except for treatment assignments
[Rosenbaum and Rubin, 1983]. However, exact matches are
almost impossible in high-dimensional settings with con-
tinuous covariates [Parikh et al., 2022c]. In such scenarios,
we aim to create almost-exact matches on important covari-
ates. The question then becomes how to construct a distance
metric between units that determines who should be in a
unit’s matched group. We want to learn a distance metric
that provides accurate causal estimates, ensures auditability
so we can evaluate and troubleshoot, and is scalable to large
observational datasets that might be used for high-stakes
policy decisions.

We introduce the Model-to-Match framework which uses
variable importance from prognostic score models to learn
a distance metric. The framework has three steps. First, we
use machine learning to estimate outcomes and use the mea-
sured variable importance to construct a distance metric.
Second, we use the learned distance metric to match treat-
ment and control units into matched groups. Third, we use
the matched groups to estimate conditional average treat-
ment effects (CATEs). Our research focuses on the first step
in this framework, as learning a good distance metric is an
essential but difficult step to ensure that matching yields
accurate treatment estimates.

A special case of our framework is called LCM – LASSO
Coefficient Matching. LCM has the characteristics we desire.
It is able to accurately estimate treatment effects, creates
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almost-exact matched groups, and scales better than other
comparable methods by orders of magnitude. LCM uses
LASSO (Least Absolute Shrinkage and Selection Operator)
coefficients to identify important variables and then uses
K-nearest neighbors to construct matched groups. LCM
benefits from both the efficiency of parametric models and
the power of nonlinear modeling by leveraging a parametric
method to learn which features to match on and then a
nonparametric approach for treatment effect estimation. It is
simple to implement yet works extremely well. We perform
extensive empirical studies to compare LCM’s performance
with existing methods. Our results demonstrate that LCM
can accurately and efficiently recover true treatment effects
even in high-dimensional and non-linear setups without
compromising auditability (Section 6). We further propose
adaptations of our framework such as (a) metalearner LCM,
(b) feature importance matching using decision trees, and
(c) LCM-augmented-prognostic scores that work well in
complex scenarios (Section 7).

2 BACKGROUND AND ASSUMPTIONS

We study the setting where every individual i in the popula-
tion S is assigned to one of the two treatments Ti ∈ {0, 1}.
Under the stable unit treatment value assumption (SUTVA),
we define the potential outcomes of individual i as Yi(0)
and Yi(1). We consider an i.i.d sample of n individuals,
Sn, where for each individual i we observe a p-dimensional
pre-treatment covariate vector Xi, an assigned treatment Ti,
and an observed outcome Yi = Yi(1)Ti + Yi(0)(1− Ti).

The individualized treatment effect is defined as τi :=
Yi(1) − Yi(0). Since we observe only one of the poten-
tial outcomes for each unit, τi is not observed for any of the
units. We need to impute the missing potential outcomes to
estimate the treatment effects of interest [Rubin, 2011]. In
our setup, we are interested in identifying (a) conditional
average treatment effects (CATEs) τ(x) := E [τi | Xi = x]
for all x ∈ Dom(X), and (b) the average treatment effect
(ATE) τ := E [τi].

In observational data (where the treatments are not ran-
domized), the treatment choice and potential outcomes can
depend on common variables, which are referred to as con-
founders. In our setup, we assume that the set of confounders
is a subset of the set of pre-treatment covariates, and poten-
tial outcomes and treatment assignment are conditionally
independent given X: (Yi(1), Yi(0)) ⊥ Ti | Xi. This is
referred to as conditional ignorability [Rubin, 1974]. Lastly,
we assume that the probability of a unit receiving treatment t
is bounded away from 1 and 0: 0 < P (Ti = t | Xi = x) <
1. This is referred to as the positivity assumption. Combin-
ing the positivity and conditional ignorability assumptions,
adjusting for pre-treatment covariates (X) is sufficient to
identify CATEs and ATE.

Matching Methods. Matching methods use a distance-
metric, dM, on X to group similar units with different treat-
ment assignments in order to estimate the causal effects of
treatment T on outcome Y . The most popular matching tech-
niques are propensity score matching (PSM) [Rosenbaum
and Rubin, 1983] and prognostic score matching (PGM)
[Hansen, 2008b]. These techniques project the data to a
lower dimensional propensity or prognostic score, which
are then used for matching. These projections can be sen-
sitive to modeling choices that affect the accuracy of the
treatment effect estimates [Kreif et al., 2016]. Further, the
units within a matched group can be far from each other
in covariate space – i.e., the matched groups are generally
not auditable [Parikh et al., 2022c]. To date, the only ob-
servational causal inference techniques that attempt to opti-
mize accuracy while maintaining auditability are those stem-
ming from the almost-matching-exactly (AME) framework,
namely the optimal matching (optMatch) [Yu et al., 2021,
Kallus, 2017], genetic matching (GenMatch) [Diamond and
Sekhon, 2013], FLAME/DAME [Wang et al., 2017, Dieng
et al., 2019], MALTS [Parikh et al., 2022c, 2019, 2022a] and
AHB [Morucci et al., 2020] algorithms. FLAME/DAME
can scale to extremely large datasets but handles only cate-
gorical variables. GenMatch, MALTS, and AHB can also
handle both continuous and categorical variables but do not
scale as well, thereby limiting their usefulness (see Figure 3
in Section 6). What we develop is a method that yields accu-
rate treatment effect estimates and is auditable like MALTS
but can scale to much larger datasets and run at a fraction of
the time.

Formally, for a unit i, the K-nearest neighbors of units
with treatment t′ and the corresponding matched group
MGdM(Xi) are defined as

KNNdM(Xi, t
′) :=k :

∑
j∈S(t′)

n

1

[
dM(Xi,Xj)
< dM(Xi,Xk)

]
< K

 ,

MGdM(Xi) :=
⋃

t′∈{0,1}

KNNdM (Xi, t
′) ,

where S(t
′)

n := {j : Tj = t′} represents the set of units
whose treatment assignment is t′. Match groups can
then be used to estimate potential outcomes, Ŷi(t′) =
ψ (KNNdM(Xi, t

′)), where ψ is a function of the outcomes
of the K-nearest neighbors (e.g. arithmetic mean). As we
will see, a high quality distance metric is key to creating
accurate estimates. A good distance metric can lead to in-
terpretable matched groups and accurate treatment effect
estimates; a poor distance metric leads to neither.

Non-matching Methods. There are a number of non-
matching frameworks that can estimate conditional average
treatment effects. Regression methods, particularly doubly



robust regression methods, are often used to estimate CATEs
[Farrell, 2015]. However, their performance is highly sensi-
tive to model misspecification, requiring either the propen-
sity or outcome model to be correctly specified. Machine
learning methods are also popular for estimating CATEs.
The most commonly used machine learning methods in-
clude Bayesian additive regression trees (BART) [Hahn
et al., 2019], double machine learning [Chernozhukov et al.,
2017], and generalized random forests [Athey et al., 2019].
While these methods can accurately estimate CATEs, they
are often significantly less interpretable than matching meth-
ods and are not auditable. Additionally, previous almost-
matching-exactly literature has shown that AME methods
achieve similar CATE estimation accuracy to machine learn-
ing approaches while maintaining auditability Parikh et al.
[2022c], Morucci et al. [2020], Wang et al. [2017]. For
these reasons, in this paper we focus on comparing LCM
to other matching methods and AME methods in particu-
lar. We include an experiment comparing LCM to machine
learning methods on a high-dimensional quadratic dataset
in the Supplementary Material.

3 MODEL-TO-MATCH FRAMEWORK

We propose a framework, called Model-to-Match, that fo-
cuses on combining prognostic score modeling with distance
metric learning for almost-exact matching. Our framework
is divided into three steps: (i) learning the weight matrixM
of a distance metric dM using a machine learning model,
(ii) creating matched groups using the learned dM, and (iii)
estimating treatment effects using the matched groups.

In our framework, we restrict ourselves to binary and con-
tinuous pre-treatment covariates. As such, all categorical
covariates are dummified in the data preprocessing steps.
We let p indicate the dimensionality of the final covariate
space after preprocessing. This facilitates the use of more
feature-importance methods (such as LASSO) and allows
the feature space to be more finely weighted.

We choose our distance metric, dM, such that for any X1

and X2, dM(X1,X2) = ∥MX1−MX2∥m.M is a p×p
matrix and them in ∥ ·∥m is flexible and can be any positive
integer.

To learn a distance metric in our Model-to-Match framework
we first train two machine learning models f (0) and f (1),
such that for any i ∈ Sn, Ŷi(t′) = f (t

′)(Xi). For each
j ∈ {1, 2, . . . , p} we then calculate θj , the importance of
covariate X·,j to f (0) and f (1).

Variable Importance Example 1: If the f ’s are linear estima-
tors, such as LASSO or Ridge where f (t)

β(t) = Xβ(t), then

θj can be
∑

t′∈{0,1}

|β(t′)
j |

∥β(t′)∥1
.

Variable Importance Example 2: If the f ’s are decision

trees then θj can be measured via Gini importance, feature
permutation importance, or a similar feature importance
metric.

Variable Importance Example 3: For f ’s from backward
elimination with ordinary least squares, θj can be equal to
the drop in R2 when the j-th feature X·,j is removed.

Variable Importance Example 4: For any generic model
class, θj can be measured via subtractive model reliance,
which measures the change in the loss of a model when a
covariate is perturbed [Fisher et al., 2019].

We then set all the diagonal entries,Mj,j , in the distance
metricM to be equal to |θj | and all the non-diagonal entries
inM to zero. By constructingM in this way we can inter-
pret each weight,Mj,j , as the relative feature importance
of covariate X·,j .

We are interested in having anM that is sparse so that we
only match on the important covariates. Further, we want
the estimation of f ’s to be scalable in both the number
of samples and the number of covariates. Keeping these
requirements in mind, we use ℓ1-regularized regression, i.e.,
LASSO, as the modeling method of choice for the majority
of this paper. However, our framework is general and can
be applied to any supervised model class. For example, we
discuss using shallow regression trees to model the f ’s in
Section 7. In practice, LASSO performs well for this step
of the framework.

4 LINEAR COEFFICIENT MATCHING

In this section, we operationalize the Model-to-Match frame-
work using LASSO [Tibshirani, 1996] as the machine learn-
ing algorithm for learning the distance metric and refer
to this as LASSO Coefficient Matching (LCM). As in the
example in Section 3, we use scaled absolute values of
LASSO’s coefficients as the diagonal entries for an M∗.
Since LASSO’s coefficients are sparse, the entries ofM∗

will be sparse. This creates a distance metric dM∗ that pri-
oritizes tighter matches on a small number of important co-
variates, leading to faster runtimes and facilitating matched
groups that are close in important covariates.

We perform honest causal estimation for a given observed
dataset Sn. Broadly, honest causal estimation means that
we do not use the same data to learn about the control vari-
ables as we do for inference [Ratkovic, 2019]. We achieve
honesty by dividing the data into two disjoint subsets: Sn,tr
and Sn,est. In Step (i), we use Sn,tr to estimate β’s and, by
consequence, learn dM∗ . Algorithm 1 describes our training
step to learnM∗ using LASSO. In Step (ii), we then per-
form matching with replacement using dM∗ to get matched
groups, MGdM∗ (Xi), for each unit i ∈ Sn,est. In Step (iii),
we use MGdM∗ (Xi) to estimate the CATE for X = Xi as



τ̂(Xi) = Ŷi(1)− Ŷi(0) where

Ŷi(t
′) =

∑
k∈MGdM∗ (Xi)

1[Tk = t′]Yk∑
k∈MGdM∗ (Xi)

1[Tk = t′]
.

Data: Dataset Sn,tr
Result: Distance metricM∗

begin
W ← [0, ..., 0] ∈ Rp

(Loop over treatment possibilities.)
for t′ in {0, 1} do

(Find units that have treatment t′.)

S(t
′)

n,tr ← {i ∈ Sn,tr : Ti = t′}
(Run LASSO to get coefficients.)
β̂(t′) ←
minβ∈Rp λ∥β∥1 +

∑
i∈S(t′)

n,tr

(Yi −Xiβ)
2

(Average the element wise absolute values of
the coefficients across treatment and control.)

for l in {1, ..., p} do

Wl ←Wl +
|β̂(t′)

l |
∥β̂(t′)∥1

end
end
(Coefficients used as stretches in distance metric.)
M∗ ← 0p×p

for l in {1, ..., p} do
M∗

l,l ← 1
2 Wl

end
end
Algorithm 1: Algorithm to estimateM∗ using LASSO

Since we perform honest causal inference where we do
not use the same data to learn dM∗ as we do for estimat-
ing CATEs, our method performs η-fold cross-fitting by
swapping the training set each time. This is similar to the
strategy used in Chernozhukov et al. [2018] and enables
the estimation of CATEs for all i ∈ Sn. Because LASSO
does not need many observations to fit the data well, we use
only one of the η splits as the training set and the data in
the remaining (1− η) splits as the estimation set. Using a
smaller amount of data in the learning step allows us to cre-
ate match groups with a larger portion of the data. Because
the nearest neighbor-based estimation in Step (iii) is local
and non-parametric, more data will improve the quality of
matched groups and the accuracy of the CATEs.

For matching we employ the Manhattan distance to align
with the additive linear form and ∥ · ∥1 regularization of
LASSO. In particular, for all i, j ∈ Sn,est, dM∗(Xi,Xj) =
p∑

l=1

M∗
l,l|Xi,l −Xj,l|. Our method has three hyperparame-

ters: η, λ, and K. We learn λ using cross-validation in our
training in Step (i). The number of nearest neighbors, K,

and the number of splits for cross-fitting, η, can be chosen
through cross-validation or set manually.

5 THEORETICAL RESULTS

Here, we prove optimality properties of using LASSO to
learn our distance metric. We then show under what con-
ditions LCM guarantees consistency in CATE estimation.
Proofs are included in the Supplementary Materials.

Theorem 5.1 motivates LCM. It shows that if the potential
outcomes are linear in the predictors then using the absolute
values of the coefficients in these models as the stretches in
a distance metric guarantees that as the distance between
two units decreases, their expected outcomes become closer.

Theorem 5.1. [Closeness in X implies closeness in Y ].
Consider a p-dimensional covariate space where for t′ ∈
{0, 1}, f (t′)(Xi) = E[Yi|X = Xi, T = t′] = Xiβ

(t′).
ConstructM∈ Rp×p where for all l, r ∈ {1, ..., p}Ml,l =

|β(t′)
l | and for l ̸= rMl,r = 0. Then, ∀i, j, we have that

dM(Xi,Xj) ≥
∣∣∣f (t′)(Xi)− f (t

′)(Xj)
∣∣∣.

From here, we define a diagonal Mahalanobis distance ma-
trix as any M̃ ∈ Rp×p that is diagonal (for all l, r ∈
{1, ..., p}, l ̸= r, M̃l,r = 0) and has non-negative entries
(M̃l,l ≥ 0). We show in Theorem 5.2 that the M from
Theorem 5.1 is the optimal stretch matrix, compared to any
other equally scaled diagonal Mahlanobis distance matrix,
in regards to the maximum absolute difference in expected
outcomes.

Theorem 5.2. [Optimality ofM] Using the setup of The-
orem 5.1, let supp(X) = Rp. Consider an arbitrary di-
agonal Mahalanobis distance matrix M̃ ∈ Rp×p where
p∑

l=1

|M̃l,l| =
p∑

l=1

|β(t′)
l | and M̃l,l > 0 when |β(t′)

l | > 0.

For some ϵ ≥ 0 and X1 ∈ Rp, define SM̃,ϵ
(X1) := {X2 :

X2 ∈ Rp, dM̃(X1,X2) = ϵ}. Then,

sup
X2∈SM,ϵ(X1)

|f (t
′)(X1)− f (t

′)(X2)| ≤

sup
X3∈SM̃,ϵ

(X1)

|f (t
′)(X1)− f (t

′)(X3)|.

These results show how a linear outcome model induces a
meaningful distance metric for causal inference. The follow-
ing theorem states that when we do not know the true value
of the coefficients (and more generally when the model is
non-linear but LASSO still recovers its support), we can
employ the LCM procedure of Section 4 to generate a dis-
tance metric that yields consistent estimates of CATEs. This
theorem uses the notion of variable importance, as discussed
in Section 3.



Theorem 5.3. [Consistency of LCM] For t′ ∈ {0, 1}, let
f (t

′)(Xi) = E[Yi|X = Xi, T = t′]. Let f (t
′) be Lipschitz

continuous and,

supp
(
f (t

′)
)
:=

{
j : importance of X·,j in f (t

′) is > 0
}
.

Denote dM∗ as the distance metric learned by LCM in Sec-
tion 4 and let Γ (M∗) = {j :M∗

j,j > 0}. LCM is consis-
tent for CATE estimation if supp

(
f (0)

)⋃
supp

(
f (1)

)
⊆

Γ (M∗).

This result follows from LASSO and its adaptations’ ability
to estimate sparse coefficient vectors in high dimensions,
even when n < p [Meinshausen and Yu, 2009, Zhou, 2010,
Wasserman and Roeder, 2009, Meinshausen and Bühlmann,
2006]. LASSO also exhibits consistency for feature selec-
tion in some nonlinear settings [Zhang et al., 2016].

6 EXPERIMENTAL RESULTS

Our experiments focus on factors crucial in high-stakes
causal inference. (i) Accuracy and Auditability: We com-
pare LCM’s matched groups to PGM’s and highlight the
importance of auditability. (ii) Nonlinear Outcomes: We
study if LCM is sensitive to model misspecification and
compare our results to linear PGM (which uses the same
underlying prognostic model as LCM). (iii) Scalability: We
compare LCM to existing AME algorithms in both runtime
and estimation performance as both the number of observa-
tions and the number of features increase.

6.1 ACCURACY AND AUDITABILITY

Matching enables us to investigate whether a CATE is es-
timated in a trustworthy manner by auditing the quality of
the matched groups. We now highlight how LCM produces
accurate estimates while matching tightly on important co-
variates. We work with the ACIC 2018 Atlantic Causal In-
ference Conference semi-synthetic dataset [Carvalho et al.,
2019], which is based on data from the National Study of
Learning Mindsets randomized trial [Yeager, 2015-2016].
The dataset contains 10,000 students across 76 schools.
There are four categorical student-level covariates and one
categorical and five continuous school-level covariates. Car-
valho et al. [2019] constructed this semi-synthetic dataset by
drawing covariates from the real experiment and then syn-
thetically generating treatment assignments and outcomes.
Details can be found in Carvalho et al. [2019].

We ran our method alongside linear PGM, computed using
LASSO, and nonparametric PGM, computed using gradient
boosted trees. All three methods recover ATE estimates that
are close to the true value of 0.24 – LCM: 0.249, Linear
PGM: 0.251, and Nonparametric PGM: 0.260, which are

Figure 1: Closeness in important covariates for matched
groups produced by LCM, linear PGM, and nonparamet-
ric (NP) PGM. (a) shows the mean absolute difference be-
tween a query unit and its matched group’s covariate values.
Smaller values imply better and tighter matches. (b) shows,
for a random sample, the four nearest neighbors of opposite
treatment under LCM, linear PGM, and NP PGM. In (b), the
text in red indicates values that are far from the query unit’s
value. S3 indicates the self-reported prior achievements of
students and is important for selection into treatment, and
X1 indicates school-level average mindset score of the stu-
dents and is an effect modifier.

also in line with the estimates of other interpretable and
uninterpretable methods described in Carvalho et al. [2019].

While all three methods accurately estimate the ATE, only
LCM matches almost exactly on important covariates. We
compare how tightly LCM, linear PGM, and nonparametric
PGM fit on a covariate that is identified as important for se-
lection into treatment (S3) and one that is an effect modifier
(X1). Figure 1 shows that LCM matches tighter on impor-
tant covariates than PGM. In this way, LCM more closely
emulates exact-matching and results in more intuitive and
auditable match groups. The fact that LCM accurately esti-
mates the treatment effect and matches so tightly on these
important covariates increases the trust we have in our con-
clusions. We expand on these findings and show that LCM
matches tighter across all the effect modifiers in the Supple-
mentary Material.

6.2 NONLINEAR OUTCOMES

We have shown that linear prognostic score matches are
not tight on important covariates, leading to unintuitive
matched groups. However, LASSO estimated prognostic
scores are more interpretable than scores estimated with gra-
dient boosted trees. This interpretability comes at a cost: the
performance of linear PGM heavily depends on the linearity
of the underlying data generation process. LCM is more



Figure 2: CATE estimation accuracy of LCM and Linear
PGM on nonlinear synthetically generated datasets Sine and
Exponential. The y-axis is the absolute CATE estimation
error relative to the true ATE.

robust to nonlinear data because its LASSO component is
used only to determine the relative weight of features in
the distance metric (not to model the outcome with a linear
combination of the covariates).

We compare CATE estimation accuracy of LCM and linear
PGM on two synthetically generated datasets where the
outcome is a non-linear function of the covariates. We call
these datasets Sine and Exponential to align with their
underlying potential outcome functions. We generate 5000
samples and 100 covariates for each dataset. For Sine, the
outcome function is

Yi = sin(Xi,1)− Ti sin(Xi,2).

Whereas, for Exponential, the outcome function is

Yi = 2eXi,1 −
3∑

j=2

eXi,j + Tie
Xi,4 .

We outline the specific details of the data generation pro-
cesses in the Supplementary Material. Figure 2 shows that
LCM is more robust to nonlinear outcome functions than
linear PGM.

Again, the superior performance of LCM is unsurprising
because it performs nonlinear estimation in Step (iii), using
the linear LASSO method in Step (i) only to pinpoint im-
portant covariates upon which nonlinear estimation can be
successfully performed.

6.3 SCALABILITY

Existing almost-matching-exactly methods learn covariate
weights and/or create match groups through computation-
ally expensive and data hungry optimization algorithms. In
this section we compare LCM to MALTS [Parikh et al.,
2022c], GenMatch [Diamond and Sekhon, 2013], and AHB
[Morucci et al., 2020] in regards to scalability in runtime

and CATE estimation accuracy. We omit FLAME/DAME
[Wang et al., 2017, Dieng et al., 2019] from this comparison
since it can only handle discrete covariates.

We generate synthetic datasets of various sizes from the
quadratic data generation process described in Parikh et al.
[2022c] and the Supplementary Materials. We first measure
the runtime scalability of LCM, MALTS, GenMatch, and
AHB with respect to the number of samples, n, and number
of covariates, p. To measure scaling runtime in n, we keep
the number of covariates constant at 64 and increase the
number of samples from 256 to 8192. To measure scaling
in p, we set the number of samples to be 2048 and vary
the number of covariates from 8 to 1024. The Supplemen-
tary Materials contain further information on how runtimes
were measured. Figure 3 shows the runtimes for each of
the AME algorithms on these various dataset sizes, high-
lighting the multiple-order-of-magnitude runtime disparity
between LCM and other AME methods. MALTS ran out of
memory (16GB RAM) for the largest dataset in each plot.
We stopped increasing the dataset sizes for AHB when its
runtime surpassed the longest measured runtime of all other
methods.

As discussed in Section 4, LASSO is capable of recover-
ing sparse βs and important features in high dimensional
settings. Naturally, LCM also excels at producing accu-
rate CATE estimates as the number of irrelevant covariates
grows. Figure 4 shows how LCM is robust to added noise
as the number of unimportant covariates grows – unlike
MALTS and GenMatch, which struggle to learn an accurate
distance metric as the dimensionality of the covariate space
increases. Here, we keep the number of important covariates
equal to 8.

7 MODEL-TO-MATCH ADAPTATIONS

In this section, we propose three adaptations of the Model-
to-Match framework that extend LCM. The first approach
uses a metalearner variant of LCM and shows improve-
ment in CATE estimation in certain settings. The second
adaptation proposes the use of a tree-based outcome mod-
eling approach in place of LASSO. The third adaptation
combines prognostic score matching with LCM to yield
accurate CATEs and tight match groups.

7.1 METALEARNER LCM

Metalearners leverage powerful regression tools for estimat-
ing heterogenous treatment effects [Künzel et al., 2019].
LASSO Coefficient Matching can be adapted to run similar
to the T-learner outlined in Künzel et al. [2019] by learning
separate distance metrics for control and treated units. The
metalearner adaptation of LCM is advantageous when cer-
tain covariates have vastly different effects on the outcome



Figure 3: Scalability in n and p for LCM, MALTS, Gen-
Match, and AHB.

Figure 4: Absolute CATE estimation error relative to the
true ATE for LCM, MALTS, and GenMatch as the number
of covariates increases.

Figure 5: Absolute CATE estimation error relative to the
true ATE for various methods on the Sine data generation
process. The transparent boxes separate the methods into dif-
ferent categories. Green: Almost exact matching methods.
Yellow: Other matching methods. Red: TLearner methods.

depending on if a sample received treatment or not.

For Metalearner LCM, we learn a separate distance met-
ric, dM(t′)∗ , for each t′ ∈ {0, 1}. Specifically, for l, r ∈
{1, . . . , p} we setM(t′)∗

l,l = |β̂(t′)
l |

1
∥β̂(t′)∥1

, where β̂(t′) =

minβ∈Rp λ∥β∥1+
∑

i∈S(t′)
n,tr

(Yi −Xiβ)
2, andM(t′)∗

l,r = 0

when l ̸= r. In Step (ii), for each unit i ∈ Sn,est, we find K-
nearest neighbors with replacement using the corresponding
distance metric in each treatment arm.

To illustrate the advantage of the Metalearner LCM, we
consider the same Sine data generation process used in Sec-
tion 6.2. In Sine, covariate Xi,1 is important to the outcome
under both treatment regimes (Yi(0) and Yi(1)) while co-
variate Xi,2 is only relevant to the outcome under treatment
(Yi(1)). We generate 500 samples and 10 covariates. We
compare LCM to the previously used matching methods
along with linear and nonparametric T-Learners. Figure 5
shows estimated CATE errors for each method. Metalearner
LCM improves upon LCM, which already outperforms other
matching methods, and is comparable to T-Learners.

Figure 6 shows how Metalearner LCM stretches the control
and treatment response surfaces differently, whereas regular
LCM learns a global metric that is a linear combination of
the two treatment spaces. The Metalearner variant is more
suitable for problems in which accurate CATE estimation is
more important than emulating a randomized experiment.



Figure 6: Relative covariate weights averaged over the η-
folds for LCM M∗, Metalearner LCM M(0)∗, and Met-
alearner LCM M(0)∗. This shows that the Metalearner
LCM’s distance metrics are different between treatment
and control groups.

7.2 FEATURE IMPORTANCE MATCHING

LASSO can often find the important features, even if the
true data generation process is nonlinear [Zhang et al., 2016].
However, in cases where it cannot, we can use any nonlin-
ear method (decision tree, random forest, BART, AdaBoost,
etc.) from which we can extract a measure of feature im-
portance. These feature importance values can be used in
place of LASSO coefficients in Algorithm 1 as weights for
matching.

We demonstrate this using shallow decisions trees as the
model and Gini importance as the feature importance mea-
sure [Menze et al., 2009]. We use a shallow decision tree
to promote sparsity and to account for nonlinearities in the
outcome space. We generate a dataset with 1000 samples
and 10 covariates where only the first covariate is important:
Yi(0) = X2

i,1 + ϵi,y and Yi(1) = X2
i,1 +10+ ϵi,y . A linear

approach will not find this important covariate because it
is symmetric around 0. The full data generation process is
outlined in the Supplementary Material. Figure 7 shows that
in this setting, the tree-based method creates more accurate
CATE estimates than the LASSO method (LCM).

7.3 LCM-AUGMENTED-PGM

As shown in Section 6.1, LCM produces tighter matched
groups on important covariates than linear and non-
parametric PGM. However, PGM sometimes can estimate
CATEs more accurately while not producing tight matched
groups. This might occur either when the parametric prog-
nostic model is correctly specified or when there is a strong
non-linear effect that a non-parametric prognostic score can
model accurately. In such situations, we propose augment-
ing PGM with LCM to guarantee tight matches and accurate

Figure 7: Absolute CATE estimation error relative to the
true ATE for LCM vs. the Model-to-Match framework with
classification and regression decision tree (CART) as the
model and Gini feature importance as the feature importance
measure.

Figure 8: Absolute CATE estimation error for linear LAP
(blue), non-parametric LAP (orange) and LCM (green).

CATE estimates. Our LCM-augmented-PGM (LAP) is a
two stage procedure. In the first stage, we match using prog-
nostic scores and create large matched groups. In the second
stage, we match using the distance metric learned via LCM
inside each PGM matched group. The first stage leverages
the flexibility of outcome modeling and the second stage
ensures tight matching on important covariates.

We compare LCM and LAP using the quadratic data gen-
eration process used in Section 6.3 and described in the
Supplementary Material. We generate 5000 units and 20
covariates, of which the first 5 are important and the other
15 are irrelevant. Here, we first do 25 nearest neighbors
matching with PGM and then perform 5 nearest neighbors
matching using the LCM learned distance metric. Figure 8
shows that for this problem setup, both linear LAP and non-
parametric LAP are more accurate than LCM. Further, Fig-
ure 9 shows that the matches created using non-parametric
LAP are almost equally as tight as LCM’s matches on the
5 important covariates and do not prioritize matching on
irrelevant covariates.

8 DISCUSSION AND CONCLUSION

Model-to-Match is a fast, scalable, and auditable framework
for observational causal inference. Unlike other almost-



Figure 9: Average standard deviation for each covariate in-
side the matched groups for non-parametric LAP (NP LAP)
and LCM. The smaller the standard deviation, the tighter the
match on that covariate. The dataset has 20 covariates, but
we only show 10 for ease of presentation. Note that X1-X5
are important and X6-X10 are unimportant.

matching-exactly approaches, Model-to-Match can scale
to large datasets and high-dimensional settings and is flexi-
ble in regards to how the outcome space is modeled to learn
a distance metric. We implemented Model-to-Match using
LASSO as our machine learning algorithm of choice and
refer to this as LCM. We show many desirable properties of
LCM – including robustness to model misspecification and
the ability to handle high-dimensional settings – and provide
details on its consistency for CATE estimation. We provide
additional experimental results in the Supplementary Mate-
rial including further comparisons to non-matching CATE
estimation methods and a simulation showing the advan-
tage of LCM over equally weighted matching after feature
selection.

Limitations and Future Directions. Model-to-Match is
for i.i.d. data and should be extended to situations with
either network interference or time-series effects. Further-
more, Model-to-Match is sensitive to the variable impor-
tance metric choice – leading to confounding bias if the
correct support is not recovered. While we introduce our
framework for categorical treatments, we are working on
extending its application to continuous treatment regimes.

Other variations of Model-to-Match are easily possible.
While we show sparse decision trees as a potential substi-
tute to LASSO, any machine learning algorithm can be used.
Furthermore, one can use other configurations in the match-
ing and estimation steps of the framework, such as using
a ∥ · ∥2 norm instead of ∥ · ∥1, employing a caliper match-
ing method instead of K nearest neighbors, or choosing a
different post-matching estimator instead of arithmetic aver-
age for potential outcomes. This level of flexibility makes
Model-to-Match a framework that can be adapted to a vari-
ety of practical problems. In future work, we plan to both
study the theory behind different Model-to-Match variations

and implement our framework on large, real-world datasets
such as electronic health records, genome studies, living
standards measurement studies, etc.
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9 PROOFS FOR THEOREMS IN SECTION 5

Theorem 5.1 (Closeness in X implies closeness in Y ). Consider a p-dimensional covariate space where for t′ ∈ {0, 1},
f (t

′)(Xi) = E[Yi|X = Xi, T = t′] = Xiβ
(t′). ConstructM∈ Rp×p where for all l, r ∈ {1, ..., p}Ml,l = |β(t′)

l | and for

l ̸= rMl,r = 0. Then, ∀i, j, we have that dM(Xi,Xj) ≥
∣∣∣f (t′)(Xi)− f (t

′)(Xj)
∣∣∣.

Proof for Theorem 5.1.

dM(Xi,Xj) =

p∑
l=1

Ml,l|Xi,l −Xj,l| =
p∑

l=1

|β(t′)
l ||Xi,l −Xj,l| ≥

∣∣∣∣∣
p∑

l=1

β
(t′)
l (Xi,l −Xj,l)

∣∣∣∣∣
=

∣∣∣f (t′)(Xi)− f (t
′)(Xj)

∣∣∣ .
QED

Theorem 5.2 (Optimality of M). Using the setup of Theorem 5.1, let supp(X) = Rp. Consider an arbitrary diagonal
Mahalanobis distance matrix M̃ ∈ Rp×p where ∥M̃∥1 = ∥β(t′)∥1 and M̃l,l > 0 when |β(t′)

l | > 0. For some ϵ ≥ 0 and
X1 ∈ Rp, define SM̃,ϵ

(X1) := {X2 : X2 ∈ Rp, dM̃(X1,X2) = ϵ}. Then,

sup
X2∈SM,ϵ(X1)

|f (t
′)(X1)− f (t

′)(X2)| ≤ sup
X3∈SM̃,ϵ

(X1)

|f (t
′)(X1)− f (t

′)(X3)|.

In what follows, we recall that a diagonal Mahalanobis distance matrix, M̃, is:

• diagonal: for all l, r ∈ {1, ..., p}, l ̸= r, M̃l,r = 0.

• non-negative entries: for all l ∈ {1, ..., p}, M̃l,l ≥ 0.

To prove this result, we first prove the following two lemmas.

Lemma 1 (Maximum Absolute Difference in Expected Outcomes underM). Consider a p-dimensional covariate space
where supp(X) = Rp and for t′ ∈ {0, 1}, f (t′)(Xi) = E[Yi|X = Xi, T = t′] = Xiβ

(t′). Define L := {l :
∣∣∣β(t′)

l

∣∣∣ > 0}.

Construct any diagonal Mahalanobis distance matrix, M̃, where ∥M̃∥1 = ∥β(t′)∥1 and M̃l,l > 0 when |β(t′)
l | > 0. Then,

for some ϵ ≥ 0 and X1 ∈ Rp, let SM̃,ϵ
(X1) be as defined in Theorem 5.2. We can conclude that

sup
X3∈SM̃,ϵ

(X1)

|f (t
′)(X1)− f (t

′)(X3)| = ϵmax
l∈L

{
|β(t′)

l |
M̃l,l

}
.
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Proof of Lemma 1.

sup
X3∈SM̃,ϵ

(X1)

|f (t
′)(X1)− f (t

′)(X3)| = sup
X3∈SM̃,ϵ

(X1)

∣∣∣∣∣∑
l∈L

β
(t′)
l (X1,l −X3,l)

∣∣∣∣∣ .
Note that since supp(X) = Rp, with probability strictly greater than zero there exists an X1 and X3 such that
dM̃(X1,X3) = ϵ and for all l ∈ L, X1,l > X3,l when β(t′)

l > 0 and X1,l < X3,l when β(t′)
l < 0. Then,

sup
X3∈SM̃,ϵ

(X1)

∣∣∣∣∣∑
l∈L

β
(t′)
l (X1,l −X3,l)

∣∣∣∣∣ = sup
X3∈SM̃,ϵ

(X1)

{∑
l∈L

∣∣∣β(t′)
l (X1,l −X3,l)

∣∣∣}

= sup
X3∈SM̃,ϵ

(X1)

{∑
l∈L

|β(t′)
l |
M̃l,l

M̃l,l |X1,l −X3,l|

}
.

Note that
{∑

l∈L

|β(t′)
l |

M̃l,l
M̃l,l |X1,l −X3,l| : X3 ∈ SM̃,ϵ

(X1)

}
is maximized at ϵmaxl∈L

{
|β(t′)

l |
M̃l,l

}
. It is known that if the

maximum value of a set is in the set, the supremum of that set equals the maximum value of that set. Therefore, we conclude
that,

sup
X3∈SM̃,ϵ

(X1)

{∑
l∈L

|β(t′)
l |
M̃l,l

M̃l,l |X1,l −X3,l|

}
= ϵmax

l∈L

{
|β(t′)

l |
M̃l,l

}
.

QED

Lemma 2 Under the same setup as Lemma 1, maxl∈L

{
|β(t′)

l |
M̃l,l

}
≥ 1.

Proof of Lemma 2. First note that
∑
l∈L
M̃l,l ≤

p∑
l=1

M̃l,l =
p∑

l=1

|β(t′)
l | =

∑
l∈L
|β(t′)

l |. There are two possible cases. In case

one, ∀l ∈ L, M̃l,l =Ml,l = |β(t′)
l |. Then maxl∈L

|β(t′)
l |

M̃l,l
= 1. In case two, there exists l ∈ L for which M̃l,l ̸= |β(t′)

l |. But

then there must exist an l′ ∈ L for which M̃l′,l′ < |β(t′)
l′ | =⇒ maxl∈L

|β(t′)
l |

M̃l,l
> 1. QED

Proof of Theorem 5.2. First note thatM is a diagonal Mahalanobis distance matrix, ∥M∥1 = ∥β(t′)∥1, andMl,l > 0

when |β(t′)
l | > 0. The proof of the theorem then follows directly from Lemma 1 and Lemma 2.

sup
X2∈SM,ϵ(X1)

|f (t
′)(X1)− f (t

′)(X2)| = ϵmax
l∈L

{
|β(t′)

l |
Ml,l

}

= ϵmax
l∈L

{
|β(t′)

l |
|β(t′)

l |

}
= ϵ

≤ ϵmax
l∈L

{
|β(t′)

l |
M̃l,l

}
= sup

X3∈SM̃,ϵ
(X1)

|f (t
′)(X1)− f (t

′)(X3)|.

Where ϵ ≤ ϵmaxl∈L

{
|β(t′)

l |
M̃l,l

}
because of Lemma 2. QED

Theorem 5.3 (Consistency of LCM). For t′ ∈ {0, 1}, let f (t
′)(Xi) = E[Yi|X = Xi, T = t′]. Let f (t

′) be Lipschitz
continuous and,

supp
(
f (t

′)
)
:=

{
j : importance of X·,j in f (t

′) is > 0
}
.

Denote dM∗ as the distance metric learned by LCM in Section 4 and let Γ (M∗) = {j :M∗
j,j > 0}. LCM is consistent for

CATE estimation if supp
(
f (0)

)⋃
supp

(
f (1)

)
⊆ Γ (M∗).



Proof of Theorem 5.3. First, let us introduce the concept of a smooth distance metric (defined in Parikh et al. [2022c]).

Definition 9.1 (Smooth Distance Metric). d : X×X→ R+ is a smooth distance metric if there exists a monotonically
increasing bounded function δd(·) with zero intercepts, such that ∀i, j ∈ S if Ti = Tj = t′ and d(Xi,Xj) ≤ a then
|E [Yi(t

′)|Xi]− E [Yj(t
′)|Xj ]| ≤ δd(a).

Theorem 1 in [Parikh et al., 2022c] shows that matching with a smooth distance metric guarantees consistency of CATE
estimates.

Recovering the correct support for the potential outcome functions implies that restricting to only variables in the recovered
support, the potential outcomes are independent of the covariates: (Y (1), Y (0)) ⊥ X | {X·,j}j∈supp(f(0))∪supp(f(1)). Also,
note that if {Xi,j}j∈supp(f(0))∪supp(f(1)) is close to {Xk,j}j∈supp(f(0))∪supp(f(1)) then f (0)(Xi) is close to f (0)(Xk) and
f (1)(Xi) is close to f (1)(Xk) by the definition of support and the Lipschitz continuity assumption. Thus, if supp(f (0)) ∪
supp(f (1)) ⊆ Γ(M∗) then d∗M is a smooth distance metric. This guarantees the consistency of our estimates. QED

Consistency of LASSO. Much work has been done on the consistency of LASSO for feature selection [Zhang et al.,
2016]. The ability for LASSO to recover the correct support even in the case of non-linear targets makes it more robust to
model misspecification. LASSO is consistent for support recovery if f(Xi, t) = E[Yi|X = Xi, T = t′] satisfies one of the
following conditions:

(i) f(Xi, t
′) = Xiβ

(t′)

(ii) f(Xi, t
′) = g

(
Xiβ

(t′)
)

where β(t′)
k ̸= 0 for k ∈ {1, .., r}, for some r ≤ p, and, if r < p, β(t)

k = 0 for k ∈ {r, ..., p},
and the following conditions are met:

(a) Cov(X,X) is invertible.
(b) The eigenvalues of Σr,r = Cov(X1:r,X1:r) are such that 0 < c1 ≤ Λ (Σr,r) ≤ c2 <∞. Where Λ (Σr,r) are the

eigenvalues of Σr,r.
(c) E[Y (t′)]4 <∞
(d) g is differentiable almost everywhere and for t ∼ N (0, 1), E(|g(t)|) <∞ and E(|g′(t)|) <∞.

(e) For all i, E
[
XT

i Xi

∣∣∣g (Xiβ
(t′)

)∣∣∣2] <∞.

10 METHOD IMPLEMENTATION FOR EXPERIMENTS

In this section we outline how we implemented each method used in our experiments. To calculate CATE estimates for all
samples, we employed the same η-fold cross-fitting strategy for each method. In particular, we train models to estimate
the Ŷi(t′) = f (t

′)(Xi) for t′ ∈ {0, 1} using Sn,tr and perform estimation on Sn,est. The only method that we did not use
cross-fitting for was GenMatch, which does not use the outcome to learn it’s distance metric and thus does not require a
training set. All references to scikit-learn refer the Python machine learning package from Pedregosa et al. [2011].

• LASSO Coefficient Matching: We implemented the method described in this paper in Python. We use scikit-learn’s
LassoCV to learn dM∗ and NearestNeighbors with metric=’manhattan’ to perform nearest neighbor
matching.

• Linear and Nonparametric Prognostic Score Matching: We follow the notion of a prognostic score outlined in
Hansen [2008a]. In particular, we employ a double prognostic score matching method were we model both the control
and treatment space separately as Ŷi(t′) = f (t

′)(Xi) for t′ ∈ {0, 1}. For linear PGM we use scikit-learn’s LassoCV as
our prognostic score models and for nonparametric PGM we use GradientBoostingRegressor for our prognos-
tic score models. We then match with replacement on [f (0)(Xi), f

(1)(Xi] using scikit-learn’s NearestNeighbors
with metric=’euclidean’ to perform nearest neighbor matching. We estimated CATEs with the same mean
estimator as LCM.

• MALTS Matching: We use the method developed in Parikh et al. [2022c] that was implemented in Python [Parikh,
2020]. We use the package’s mean CATE estimator with smooth_cate=False.

• MatchIt: We use MatchIt’s implementation of GenMatch [Ho et al., 2007]. We kept the default setting of ratio=1,
which set K = 1 for matching. But we matched with replacement to be in line with LCM and the other matching
methods we compared with.



• Linear and Nonparametric TLearner: We use the EconML TLearner implementation from Battocchi et al. [2019]. For
Linear TLearner we use scikit-learn’s LassoCV for our models and for Nonparametric TLearner we use scikit-learn’s
GradientBoostingRegressor for our models.

• AHB: We use the method developed in Morucci et al. [2020] that was implemented in R [Lab, 2022]. We use the
package’s AHB_fast_match implementation with the default settings.

• Bart T-Learner: We use the dbarts R package from Dorie et al. [2019]. We train a BART model on Sn,tr to model
Ŷi(t

′) = f (t
′)(Xi) for t′ ∈ {0, 1}. We then estimate CATEs for each j ∈ Sn,est as f (1)(Xj)− f (0)(Xj).

• Linear DoubleML: We use the econml.dml.DML class in the econml Python package from Battocchi et al. [2019].
We fit a model on Sn,tr setting model_y=WeightedLassoCV, model_t=LogisticRegressionCV, and
model_final=LassoCV. We then estimate CATEs for each j ∈ Sn,est using the .effect() method.

• Causal Forest DoubleML: We use the econml.dml.CausalForestDML class in the econml Python
package from Battocchi et al. [2019]. We fit a model on Sn,tr setting model_y=WeightedLassoCV and
model_t=LogisticRegressionCV. We then estimate CATEs for each j ∈ Sn,est using the .effect()
method.

• Causal Forest: We use the implementation of causal forest from the grf R package from Battocchi et al. [2019]. We fit
a model on Sn,tr with the default package settings. We then used the fit model to estimate CATEs for each j ∈ Sn,est.

11 EXPERIMENTAL DETAILS FOR SECTION 6 AND SECTION 7

In this section, we describe the data generating processes used and provide further details regarding the setup of each
experiment conducted in this paper. The source code necessary to reproduce all of the experiments in this paper is located in
the GitHub repository: https://github.com/almost-matching-exactly/variable_imp_matching.

11.1 DATA GENERATION PROCESSES

Here we outline the data generation processes (DGPs) not fully outlined in the main text.

Sine and Exponential DGPs. Used in Sections 6.2 and 7.1. We generate the covariates and treatment assignments for the
Sine and Exponential DGPs in a similar manner. For both, we generate data as follows:

Xi,1, . . . , Xi,p
iid∼ Uniform(−α, β)

ϵi,y
iid∼ N (0, σ2), ϵi,t

iid∼ N (0, 1)

Ti = 1

[
expit

(
Xi,1 +Xi,2 + ϵi,t

)
> 0.5

]
Yi = TiYi(1) + (1− Ti)Yi(0) + ϵi,y,

where expit is the logistic sigmoid: expit(x) = 1
1+e−x .

For Sine we set α = β = π, σ2 = 0.1 and calculate the potential outcomes as

Yi(0) = sin(Xi,1), Yi(1) = sin(Xi,1)− sin(Xi,2).

For Exponential we set α = β = 3, σ2 = 1 and calculate the potential outcomes as

Yi(0) = 2eXi,1 −
3∑

j=2

eXi,j , Yi(1) = 2eXi,1 −
3∑

j=2

eXi,j + eXi,4 .

Quadratic DGP. Used in Sections 6.3 and 7.3. This quadratic data generation process is also described in Parikh et al.
[2022c]. This DGP includes both linear and quadratic terms. For each sample, let Xi be a p-dimensional vector where the
first k ≤ p covariates are relevant and κ ≤ k is the number of covariates relevant to determining the treatment choice. The
DGP is outlined below.

https://github.com/almost-matching-exactly/variable_imp_matching


Xi,p
iid∼ N (1, 1.5), ϵi,yϵi,t

iid∼ N (0, 1), s1, . . . , s|k|
iid∼ Uniform{−1, 1}

αj |sj
iid∼ N (10sj , 9), β1, . . . , β|k|

iid∼ N (1, 0.25)

Yi(0) =
∑
j≤k

αjXi,j

Yi(1) =
∑
j≤k

αjXi,j +
∑
j≤k

βjXi,j +
∑
j≤k

∑
j′≤k

Xi,jXi,j′

Ti = 1

[
expit

(∑
j≤κ

Xi,j − κ+ ϵi,t

)
> 0.5

]
Yi = TiYi(1) + (1− Ti)Yi(0) + ϵi,y

Where expit(x) = 1
1+e−x .

Basic Quadratic DGP. Used in Section 7.2. This DGP is a quadratic DGP centered at zero. We generate each sample as
shown.

Xi,1, . . . , Xi,10
iid∼ N (0, 2.5), ϵi,y

iid∼ N (0, 1), Ti ∼ Bernoulli(0.5)

Yi(0) = X2
i,1, Yi(1) = X2

i,1 + 10

Yi = TiYi(1) + (1− Ti)Yi(0) + ϵi,y

11.2 EXPERIMENTAL DETAILS

In Table 1 we provide details on the experiments shown in this paper. We include additional notes for selected experiments
below:

• Section 6.1: Accuracy and Auditability: We included the school id as a categorical covariate in our dataset. After
preprocessing the categorical covariates, we had 6 continuous covariates and 98 binary covariates that we used as input
to each model. We used only two splits due to the small occurrence rate of many of the categorical values. We repeated
the cross-fitting process 50 times to smooth out treatment effect estimates for each method. All of the results in this
section are for the combined 50 iterations.

• Section 6.3: Scalability: The matchit package only performs k:1 matching, so we kept K=1 for GenMatch (which is the
default value). Reported runtimes were measured on a Slurm cluster with VMware, where each VM was an Intel(R)
Xeon(R) CPU E5-2699 v4 @ 2.20GHz. For measuring runtime, we ran each method 20 times on each dataset size. We
report the average runtime for each method on each dataset. The variability across the 20 runs was negligible so we
ommitted bars showing the standard deviation from the final plot. Each individual runtime measurement was ran on a
separate Slurm job that was allocated a single core with 16GB RAM.

• Section 7.3: LCM-Augmented-PGM: For ease of implementation, we did not perform cross-fitting for this experiment.
Rather, we just used half of the samples (2500) for training and the other half of the samples (2500) for estimation.

12 ADDITIONAL EXPERIMENTAL RESULTS

In this section, we include additional experimental results using LCM. We first discuss further findings from experiments in
Section 6 and Section 7. We then show results of additional experiments comparing LCM to non-matching methods and
matching methods with equal weights after feature selection.

Section 6.1: Accuracy and Auditability. Figure 10 in this document is an expanded plot of Figure 1(a) in the main text.
The supplementary material’s Figure 10 includes S3, X1, and all other effect modifiers X2, C1=1, C1=13, and C1=14. As
mentioned in the caption of Figure 1(a) in the main text, S3 indicates the self-reported prior achievements of students and
X1 indicates school-level average mindset score of the students. X2 is a school-level continuous covariate that measures
the school’s achievement level and C1 is a categorical covariate for race/ethnicity. We measure closeness in continuous
covariates using the same mean absolute difference metric used in Figure 1(a) in the main text. Whereas, we measure



Table 1: Details of Experiments in Sections 6 and 7. The Additional Information column indicates if further details for that
experiment are included in Section 11.2.

Section Dataset # Samples # Covariates K η Additional Notes
6.1: Accuracy and
Auditability

ACIC 2018 Learning
Mindset Dataset 10,000 10 10 2 Y

6.2: Nonlinear
Outcome

Sine 5000 100 10 10
Exponential 5000 100 10 10

6.3: Scalability Linear + Quadratic Varies Varies
10 (1 for
GenMatch
- see notes)

2 Y

7.1: Metalearner
LCM Sine 500 10 10 5

7.2: Feature
Importance Matching Simple Quadratic 500 10 10 5

7.3: LCM-
Augmented-PGM Linear + Quadratic 5000 20

25 using PGM
followed by
5 using LCM

N/A Y

Figure 10: Closeness in important covariates for matched groups produced by LCM, linear PGM, and nonparametric (NP)
PGM. Smaller values imply better and tighter matches.

closeness in categorical covariates as the percent of samples in a match group that do not have the same label as the query
unit (% Mismatch). LCM matches much more tightly on all of the continuous covariates. For categorical covariates, while
LCM matches tighter than PGM methods, it struggles compared to continuous covariates. We theorize this is due to the low
occurrence rate of these features. In particular, C1=1 in 9.5%, C1=13 in 1.8% and C1=14 in 6.2% of samples. Therefore, it
is difficult to find matches that have the same C1 value and are also similar in all of the other important covariates. LCM
sometimes prioritizes matching almost-exactly on other covariates at the expense of these rare categorical covariates.

Carvalho et al. [2019] also states that although XC (Urbanicity) is not an effect modifier it is strongly related to X1 (student’s
fixed mindsets - summarized at the school level) and X2 (school achievement level) which are true effect modifiers. Because
of this, seven of the eight methods that are summarized in Carvalho et al. [2019] identified XC as an effect modifier. Carvalho
et al. [2019] further shows that, in this dataset, marginally the true cates for XC=3 are much lower than other values of XC.
We show in Figure 11 that LCM also identifies this trend in XC.

For Section 6.1, we did not compare to other almost-matching-exactly methods (i.e. MALTS, AHB, GenMatch) due to the
large size of the dataset. The ACIC 2018 Learning Mindset Dataset has 50,000 samples and >100 covariates after encoding
the categorical features. Results from Section 6.3 highlight how intractable it would be to run other AME methods on a
dataset of this size.

Section 6.2: Nonlinear Outcomes. Figure 12 shows CATE estimation accuracy for the same experiment in Section 6.2



Figure 11: Marginal CATE estimates produced by LCM, Linear PGM, and Nonparametric PGM for the categorical school-
level covariate of urbanicty (XC).

with the number of covariates increased to 500 for both the Sine and Exponential datasets. Given that we used 10 splits for
this experiment, the training set in each fold had 500 samples. Note that LCM’s accuracy does not suffer in this extremely
high-dimensional setting where the number of samples equals the number of covariates. These results further highlight the
ability of LCM to scale to very high-dimensional data even in the case of nonlinear outcome functions.

Section 7.1: Metalearner LCM. For the Metalearner LCM, here we show the effect of learning unique distance metrics for
calculating control vs treated KNNs. We measure the distance between query unit’s covariate values and the values of the
ten nearest neighbors’ of each treatment type. In particular, we calculate the mean absolute difference between a query unit’s
value and the values of its ten nearest neighbors. As explained in Section 7.1, X1 is a relevant covariate to the outcome under
both treatment regimes, whereas X2 is only relevant to the outcome under treatment. X3 is unimportant in both setting and
shown as a reference point. Figure 13 shows that while LCM’s nearest neighbors are equally close on X0 and X1 in both
treatment spaces, Metalearner LCM considers X2 as unimportant when calculating KNNs who are in the control group. This
highlights how Metalearner LCM is able to adapt to outcome spaces that are different under different treatment regimes.

LCM vs Machine Learning Methods. Previous almost-matching-exactly literature has established that AME methods
perform as well as (and often better than) machine learning methods like BART, causal forest, and double machine learning
for estimating CATEs [Parikh et al., 2022c, Morucci et al., 2020, Wang et al., 2017]. For this reason, this paper focuses
on comparing LCM to matching methods and particularly other AME methods. However, here we include an experiment
comparing the CATE estimation accuracy of LCM to various machine learning methods on a high-dimensional non-linear
dataset.

We use the Quadratic DGP with 25 relevant covariates, 2 of which are relevant to the treatment choice, and 125 irrelevant
covariates. We generate 2500 samples and set η = 5. We run LCM with two configurations. LCM Mean is run with K = 10
and uses a mean estimator inside the match groups. LCM Linear is run with K = 40 and uses linear regression as the
estimator inside the match groups. We compare to state-of-the-art machine learning methods double machine learning
(DML), causal forest, and BART TLearner. Figure 14 shows that LCM Mean performs on par with the machine learning
methods on this dataset, further highlighting the accuracy our method. LCM Linear improves upon LCM Mean, showing
that we can achieve better accuracy with more sophisticated estimators if we are willing to increase the size of the match
groups.

LCM vs Feature Selection. Here we show CATE estimation accuracy of LCM compared to matching equally on the
covariates after feature selection. To compare with LCM, we estimate CATEs using feature selection by simply following
the same steps as LCM but replacing theM∗ with anM∈ Rp×p such thatMl,l = 1 whenM∗

l,l > 0 andMl,l = 0 when
M∗

l,l = 0. We refer to this method as LASSO FS. We also compare to an Oracle feature selector in which we assume that we
know which covariates are important and match equally only on the important covariates.



Figure 12: Comparing LCM’s and Linear PGM’s performances for high-dimensional nonlinear synthetically generated
datasets Sine and Exponential.

Figure 13: Measure of how tightly the KNN groups are for LCM versus Metalearner LCM under different treatment regimes.



Figure 14: Estimated CATE absolute error relative to the true ATE for LCM Mean, LCM Linear, and state-of-the-art machine
learning methods. DML stands for double machine learning.

Figure 15: Estimated CATE absolute error relative to the true ATE for LCM and matching equally on covariates after
LASSO and Oracle feature selection.

We run our analysis on three of the data generation processes used earlier in this paper. Namely, we run on the Sine,
Exponential, and Quadratic DGPs described in Section 11.1. We generate 5000 samples and 100 covariates for each DGP
and have two important covariates for Sine, four important covariates for Exponential, and five important covariates for
Quadratic. All tests set η = 5 and K = 10. Figure 15 shows that LCM outperforms LASSO feature selection and performs
on par with an Oracle feature selector. This highlights how using the relative weights of feature importance values in a
distance metric, and thus matching tighter on covariates that more heavily contribute to the outcome, ultimately leads to
more accurate CATE estimates.
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