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Abstract

In many applications of Reinforcement Learn-
ing (RL), it is critically important that the algo-
rithm performs safely, such that instantaneous
hard constraints are satisfied at each step, and
unsafe states and actions are avoided. However,
existing algorithms for “safe” RL are often de-
signed under constraints that either require ex-
pected cumulative costs to be bounded or assume
all states are safe. Thus, such algorithms could vi-
olate instantaneous hard constraints and traverse
unsafe states (and actions) in practice. Hence,
in this paper, we develop the first near-optimal
safe RL algorithm for episodic Markov Decision
Processes with unsafe states and actions under
instantaneous hard constraints and the linear mix-
ture model. It achieves a regret O(dH‘”’Aﬂ) that
nearly matches the state-of-the-art reg;et in the
setting with only unsafe actions and that in the un-
constrained setting, and is safe at each step, where
d is the feature-mapping dimension, K is the num-
ber of episodes, H is the episode length, and A,
is a safety-related parameter. We also provide
a lower bound Q(max{dH 'K, £+ }), which in-
dicates that the dependency on AZ is necessary.
Further, both our algorithm design and regret anal-
ysis involve several novel ideas, which may be of
independent interest.

1. Introduction

Reinforcement learning (RL) has been extensively studied
to improve the learning performance in sequential decision-
making problems for machine learning applications. These
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decision making problems are usually modelled as a Markov
Decision Process (MDP), where an online learner interacts
with an unknown environment sequentially to achieve a
large expected cumulative reward. Many RL algorithms that
do not consider any constraint (and hence are allowed to
freely explore any state-action pair) with sample-complexity
guarantees have been proposed in the literature (Azar et al.,
2017; Jin et al., 2018; Agarwal et al., 2019; Jin et al., 2020;
Jia et al., 2020; Zhou et al., 2021b; He et al., 2022). More-
over, existing “safe” RL algorithms are usually designed
under the constraint that requires expected cumulative, i.e.,
not instantaneous, costs over all steps to be bounded (Yang
et al., 2019; Brantley et al., 2020; Ding et al., 2021; Pa-
ternain et al., 2022) (please see more related work in Sec-
tion 1.2). Thus, practical scenarios where unsafe states and
actions must be avoided at each time/step are not captured.

Instantaneous hard constraints are important in many practi-
cal scenarios, and any unsafe states and actions (and transi-
tions) should be avoided at each step. In safety-critical sys-
tems, violating such a constraint could result in catastrophic
consequences. For example, in power systems, it is well-
known that the states of blackouts (e.g., due to violating the
power-grid operation constraints) must be avoided (Amani
et al., 2019; Shi et al., 2022b). In autonomous driving, im-
proper operations that could cause dangerous states, e.g.,
crashing, must be avoided (Amani et al., 2021; Vamvoudakis
et al., 2021). In robotics, even a single bad action could
damage the machines and any undesirable state of failure
must be avoided (Turchetta et al., 2016; Wachi et al., 2018).

Recently, instantaneous hard constraints have been studied
in theoretical machine learning. Specifically, Amani et al.
(2019) and Pacchiano et al. (2021) studied bandits with
linear instantaneous constraints that require a linear safety
value of the chosen action to be bounded at each step. How-
ever, it is well-known that bandits are only a very special
case of MDP. Amani et al. (2021) studied safe linear MDP
with linear instantaneous hard constraints. However, they
still assume that only the actions could be unsafe, and hence
unsafe states (and transitions) are still not considered. Intu-
itively, when there are only unsafe actions, any action will
always lead to a state in any future step that is safe. Then,
we could consider the safety at each step separately. Indeed,
the existing idea in such a setting is to estimate the safe
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actions at each step separately, without the need to consider
the impact from other steps. In sharp contrast, when one
allows for the more practical scenario when unsafe states
can also exist (as done in this paper), even though an action
is safe at a step, it may cause unsafe states in subsequent
steps. As a result, at each step, the impact from other steps
must be carefully handled. This results in significantly new
challenges in both the algorithm design and regret analysis.

Therefore, this paper studies an important open question: in
MDPs with unsafe states and actions (and transitions) under
instantaneous hard constraints, is it possible to design an
RL algorithm that not only still achieves a strong sample-
complexity guarantee, but is also safe (i.e., satisfies the
instantaneous hard constraint) at each step?

1.1. Our Contributions

In this paper, we make the first effort to address this ques-
tion. Specifically, we study episodic MDPs with unsafe
states and actions under instantaneous hard constraints and
the linear mixture model. We develop an RL algorithm,
called Least-Square Value Iteration by lookiNg ahEad and
peeking backWard (LSVI-NEW). LSVI-NEW achieves a
regret O(szi‘”() that nearly matches the state-of-the-art
regret in the Jnsafe-action setting and that in the uncon-
strained setting, and is safe at each step, where d is the
feature-mapping dimension, K is the number of episodes,
H is the number of steps in each episode, and A, (which
is defined in Theorem 2) is a safety-related parameter. We
also provide a lower bound Q(max{dH V'K, £-}), which

indicates that the dependency on A, is necessary.

As discussed before, in our case, the coupling between steps
need to be carefully handled. To resolve the new challenges
due to this coupling, our algorithm in Section 3 involves
four important novel ideas. Idea I: constructing safe sub-
graphs (defined in Section 2.2). Remember that an action
that is safe at a step could cause unsafe future states. To
resolve this problem, we restrict LSVI-NEW to be inside
safe subgraphs of the state-transition diagram. These safe
subgraphs are constructed by estimating safe state-sets at
each step in a backward manner, such that the chosen action
could only result in future states that are estimated to be safe.
Idea II: encouraging to explore the transitions with higher
uncertainty. Due to our first idea for safety, the choices of
actions become restricted. In order to still achieve a sublin-
ear regret, the algorithm needs to be more optimistic in the
learning process. To resolve this new pessimism-optimism
dilemma, we construct a new bonus term in the estimated
-value function to encourage LSVI-NEW to explore tran-
sitions with higher uncertainty. Idea IIl: encouraging to
explore the future subsubgraphs with higher uncertainty.
Idea-1II by itself is not sufficient, since each step could be
affected by the safety-learning process at future steps. For

example, even though the safety function at step h may
be precisely known, a bad learning quality at a future step
h’ > h could make the algorithm still not be able to really
execute the optimal safe action at step h. To resolve this
difficulty, we construct another new bonus term to encour-
age LSVI-NEW to explore future subsubgraphs with higher
uncertainty. Idea IV: encouraging to explore the past sub-
subgraphs with higher uncertainty. Similar to that in Idea
II1, since each step h is also affected by past steps b’ < h,
we construct a new bonus term to encourage LSVI-NEW to
explore past subsubgraphs with higher uncertainty.

To show a sublinear regret of LSVI-NEW, our regret analy-
sis involves novel ideas for solving the following difficulties.
(Please see Section 4 for details.) Difficulty I: the invariant
in RL with the ergodicity property does not hold any more.
Due to our special design of safe subgraphs, the optimal pol-
icy and LSVI-NEW may visit different sets of states at each
step. Thus, the classical invariant that shows the estimated
V-value is larger than the optimal V' -value at any state does
not hold. To resolve this problem, we construct the value
functions in a special way so that other useful interesting
invariants still hold. Difficulty II: how to quantify the impact
from other steps? Our idea is to consider the future and past
impacts separately. Then, we could quantify such impacts
based on our construction of the safe subgraphs.

1.2. Related Work

We provide more related work in this section. 7o the best
of our knowledge, none of existing work has addressed the
fundamental open problem that we consider in this paper.

RL with constraints: Constraints that require some ex-
pected cumulative costs over all steps to be bounded have
been widely studied in safe RL (Wu et al., 2016; Achiam
et al., 2017; Tessler et al., 2018; Yang et al., 2019; Efroni
et al., 2020; Ding et al., 2020; Brantley et al., 2020; Kala-
garla et al., 2021; Liu et al., 2021; Ding et al., 2021; Wei
et al., 2021; Xu et al., 2021; Shi et al., 2022a; Paternain
et al., 2022; Bai et al., 2022; Ghosh et al., 2022).

Instantaneous hard constraints with only unsafe actions:
First, Amani et al. (2019); Pacchiano et al. (2021) studied
safe linear bandits which require a linear safety value of the
chosen action to be bounded at each step. Second, Amani
et al. (2021) studied linear MDPs with instantaneous hard
constraints, while assuming only actions could be unsafe.
Third, another line of work focused on online optimiza-
tion with instantaneous hard constraints and unsafe actions,
e.g., Badiei et al. (2015); Li et al. (2020); Shi et al. (2021a;b).

Instantaneous hard constraints under deterministic tran-
sitions: Turchetta et al. (2016) and Wachi et al. (2018) stud-
ied instantaneous hard constraints with unsafe states, while
assuming the state transitions are deterministic.
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2. Problem Formulation

In this section, we provide the problem formulation.

2.1. Episodic MDP Under Instantaneous Hard
Constraints and the Linear Mixture Model

We study the constrained episodic MDP, denoted by M =
(S, A, H,P,r,c), in an online setting with K episodes,
where S and A denote the state and action spaces, respec-
tively; H denotes the number of steps in each episode;
P={P,} ., r={r}L and c = {c,}}L | denote the
transition probability function, reward function and safety
function, respectively. Let I' = H K denote the total num-
ber of steps. The learner interacts with the unknown en-
vironment as follows. At each step h of episode k, the
learner first chooses an action a¥ € A for current state
sk. Then, the learner receives a reward 75, (s¥, al), where
rp(-) + & x A — [0,1] is known. Finally, according to
the unknown transition probability function Py, (-|sF, af) :
S x A xS — [0,1], the environment draws a next state
sy, and reveals it to the learner. Meanwhile, the learner
observes a noisy safety value éf = ¢ (sF, af, sﬁﬂ) +CF,
where ¢, (+) : S x A x 8 — [0, 1] is unknown and ¢} is an
additive 0-mean o-subGaussian random variable.

Instantaneous hard constraint: At each step h < H of
each episode k, the following constraint must be satisfied,

Ch(Sﬁ,aﬁ,Sfﬂ_l) <, (1)

where ¢ is a known constant, and ch(s’}i) < ¢ must be
satisfied at step H. The transition from s} through af to
s, is said to be unsafe if constraint (1) is violated. Due to
this constraint, some states and actions could also be unsafe.

* A state is said to be unsafe at step h, if there exists
no action, such that constraint (1) can be satisfied, i.e.,
minge 4 MaX{y:p, (s'|s,a)>0} Ch(5,a,8") > C.

* An action is said to be unsafe for state s at step
h, if there is a non-zero probability to transit to a
state, such that constraint (1) will be violated, i.e.,
maxss .p, (s'|s,a)>0} Ch(57 a, 3/) > C.

As discussed in Section 1, due to unsafe states and actions
caused by the instantaneous hard constraint, e.g., bad move-
ments and failures in robotics, crushing in autonomous driv-
ing and blackouts in power systems, new fundamental diffi-
culties need to be resolved, which is the focus of this paper.

Linear mixture MDP: Due to the ergodicity under the lin-
ear function approximation P, (+|s,a) = (u}(-), ¢(s,a))
from Jin et al. (2020), any state could be finally visited
from any other state. Thus, in such a linear MDP, no al-
gorithm can avoid the unsafe states under constraint (1).

Thus, instead we borrow the linear mixture MDP model
from Jia et al. (2020); Zhou et al. (2021a;b); Zhou & Gu
(2022); He et al. (2022). The importance and many ap-
plications of linear mixture MDPs have been provided
in these references. Specifically, the transition proba-
bility Pp,(s'|s,a) = (u},d(s,a,s’)) and safety value
cn(s,a,8") = (75, ¢(s,a,s")) are linear functions of a
given feature mapping ¢ : S x A x S — R?, where
w; € R% and v; € R? are unknown parameters. As typi-
cally assumed, for any bounded function V3, : S — [0, H|
and state-action pair (s,a), we have ||y, (s,a)ls < D,
where ¢y, (s,a) = Z{s/:P;L(s/|s,a)>o} @(s,a,8)Va(s') €
R<. Moreover, ||p} |2 < L and || |]2 < L.

2.2. State-Action Subgraphs and Performance Metric

Notice that the ergodicity property, (i.e., any state could fi-
nally be visited from any other state) in classical MDPs does
not hold any more under instantaneous hard constraint (1).
This is because if unsafe states can be visited from any other
state, it is impossible to satisfy (1) at all steps. Due to this
non-ergodicity, we define two important notions below.

First, we let Sy, (s, a) denote the set of next-states that could
be transited to with non-zero probability from a state-action
pair (s,a) at step h, i.e., Sp(s,a) = {s' : P, (s|s,a) > 0}.

Assumption 1. The next-state sets Sy (s, a) are known in
advance for all h, s, a.

Note that the transition kernel P is still unknown. More
importantly, Assumption 1 is necessary (even when the state
transition is deterministic (Wachi et al., 2018)), since if
Sh(s,a) is not known in advance, no safe algorithm can
achieve a sub-linear regret. Specifically, (i) if an unsafe
state s’ that will not be transited to is considered for a state-
action pair (s,a), the algorithm will lose the chance to
explore (s, a). For example, if P(s'|s,a) = 0 is unknown,
the algorithm would never choose (s, a) to avoid the unsafe
state s’. This could result in a linear-in-T" regret when (s, a)
is actually optimal. (ii) If an unsafe state s’ that will be
transited to is missed for (s, a), the algorithm will suffer
from this unsafe state s’ when choosing a at state s.

State-action subgraph: While ergodicity does not hold, an
important property here is that, by executing a deterministic
policy (s, h) : S x [1, H] — A, the learner follows a
closed directed state-action subgraph

Gm & {(Slﬂr(slv1))7{(82’7‘—(52’2))}52653 "“’S};}7

where ST denotes the set of states that are visited with
non-zero probability by policy 7 at step h. Note that each
episode ends at step H, and thus there is no further action
a taken at state s € ST. G™ may contain only a subset
of states in state space S. For simplicity, we assume all
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Figure 1. A sketch of subgraph examples. Squares represent states.
The red dashed square at step h = 5 is the unsafe state. Circles
represent actions. Arrows represent state transitions. There are
two actions a = 1, 2, as shown by the numbers in the circles.

episodes start from a fixed state s1, and drop 7 of G™ when
it is clear from the context. In addition, we focus on the
setting where the feature space of all subgraphs is convex.

Please see Figure 1 for a simple sketch of subgraph exam-
ples. For example, when choosing action a = 1 at all steps,
the learner follows subgraph GG;. Notice that G, is a safe
subgraph, since the unsafe state at step h = 5 will not be
visited. As another example, the learner follows subgraph
G2 when choosing a = 2 at step h = 1, choosing a = 1 at
step h = 2, choosing a = 2 for the second state (i.e., the
second square from the top when i = 3) and a = 1 for the
third state (i.e., the third square from the top when i = 3)
at step h = 3, and choosing a = 2 at step h = 4 and step
h = 5. Notice that G5 is an unsafe subgraph, since the
unsafe state at h = 5 could be visited. For ease of under-
standing, in Figure 1, we only draw finite states, two actions
and three subgraphs. However, this paper considers the gen-
eral linear mixture MDP with d-dimension feature mapping
and convex subgraph feature space, where the number of
states s, actions a and subgraphs G could be infinite.

Performance metric: We use G to denote a safe sub-
graph, i.e., all state-action-state triplets (sp, ap, Sp41) in
G satisfy the instantaneous hard constraint (1). We let
gsife =[G} denote the set of all safe subgraphs. Then,
the set of all possible safe deterministic policies is

Hsafe L {71' - G™ ¢ gsafe} . (2)

Moreover, the (Q-value (state-action-value) function and the
V -value (state-value) function are defined as follows:

Qh(s,a) = ri(s,a)

H
+E Z rh/(shf,w(shf,h’))’sh =s,ap = a] , (3
h=h+1
H
Vi(s) 2 E Z rhf(sh/,ﬂ(sh/,h’))‘sh = s} . 4)
h=h

Therefore, our goal is to develop an RL algorithm 7 £
{7rk],~,€K:1 that (i) is safe: ©* € II®*% for all k, i.e., con-
straint (1) is satisfied in all episodes k; (ii) achieves a sub-
linear regret, which is defined as

K

B2 5 {Vi(s) = V' (a1} ®)

k=1
where Vj*(s1) is the V-value of the optimal safe policy, i.e.,

Vi (s1) = max V{"(s1). 6)

TE TIsafe

3. A Near-Optimal Safe Algorithm

In this section, we present our algorithm, called Least-
Square Value Iteration by lookiNg ahEad and peeking back-
Ward (LSVI-NEW), as shown in Algorithm 1. Before intro-
ducing our algorithm, we present a necessary assumption.

Assumption 2. (Known seed safe subgraph) There exists
a known seed safe subgraph G50 ¢ G with the known
safety value ¢ for a state-action-state triplet (sh,ap,sp. 1)
at each step h of G50,

A known seed safe subgraph is necessary for the existence
of safe RL algorithms under instantaneous hard constraints.
Without it, the unsafe states and actions cannot be avoided
in the first episode. Same assumptions on such a known safe
set are also made in related work (Pacchiano et al., 2021;
Amani et al., 2021). As pointed out there, such an assump-
tion is realistic since the known safe set can be obtained
from existing strategies or trials with possibly low rewards.

Next, we define some notations. First, we let U, =
{ap(s),a), s 1) : @ € R} denote the span of the feature

¢($2a a?y S%+1)' Let w(uha ¢1) é <¢17 (}5(5%7 a?u S%+1)> '

o(s),a), sy ;) denote the projection of a vector ¢, to Uy,

p n A _(s,as)
where ¢(s,a,s’) = 66T
¢(s,a,s"). Second, we let Ui- £ {¢; € R? : (5, ¢py) =
0,V¢y € Uy} denote the orthogonal complement of U4j,. Let
VUL, P1) = ¢y — P (U, ¢,) denote the projection of ¢,
to U;-. Third, we let ¢2,h+1 = ¢(sf,af, s ) denote the
feature vector of the state-action-state triplet (s), ay, sy, ;).
Let ||z||n = V&TAz denote the weighted 2-norm of x
with respect to A. Let I denote the identity matrix.

is the normalized vector of

Our LSVI-NEW algorithm contains a simple initialization
phase and a more important learning phase that involves our
four ideas. In the initialization phase, LSVI-NEW purely
explores inside the known seed safe subgraph G0, i.e.,
the first for-loop in Algorithm 1, where K’ is a tunable
parameter. This initialization phase borrows the idea in
bandits with instantaneous hard constraints for obtaining and
preparing some parameter information for the later learning
phase (Amani et al., 2019).
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Algorithm 1 Least-Square Value Iteration by lookiNg
ahEad and peeking backWard (LSVI-NEW)

~ ~T R “
¢(52aa2as%+1)¢ (Sgaagas(})z+1)’ 1#(“}%76;) = C; -

for k = 1to K’ do
At each step h, first choose the action af = ay(sF)
in the known seed safe subgraph G*¥:0 then observe
the next state si 11 finally observe the safety value
Ch(szv afﬂ Slfchtl)'
end for
fork =K'+ 1to K do
for h = H to1do
Step-1: Update the estimated safety parameter 'yﬁ'
according to (7) and the estimated safety function
é’,j according to (8).
Step-2: Update the estimated safe state-set:

Sﬁ’safe ={s € S|Ja € A, s.t. (9) and (10) hold},
and estimated safe action-set for states s € S,If’safe:
Az,safe(s) = {a € A|(9) and (10) hold for state s}.

Step-3: Update the parameter wﬁ according to (12).
Step-4: Update the estimated ()-values for all state-
action pairs (s, a) that are estimated to be safe, i.e.,
s € S and a € A} (s), according to (13).

end for

forh=1to H — 1do
Step-5: Observe the current state SZ’ and then
choose an action according to (17).

end for

end for

From now on, we focus on introducing the five steps in the
learning phase (i.e., the second for-loop in Algorithm 1)
that involves four important ideas. From a high-level point
of view, due to the instantaneous hard constraint, we need
to carefully construct restricted safe state and action sets,
such that by taking action a at state s, all subsequent steps
h' > h following (s,a) must be safe. Please see Idea
I, which corresponds to Step-2 in Algorithm 1. On the
other hand, because of such restrictions, the algorithm needs
to learn more optimistically. Thus, we develop another
three ideas for handling the impacts from current transitions,
future safety and past safety, respectively. Please see Ideas
II, I and IV, which correspond to Step-4 in Algorithm 1.
Specifically, in Step-1, LSVI-NEW updates the regularized
least-square estimator of the projected safety parameter
PY(UE,~3) as follows:

vE = (AL )T U BF )Y UL ), (D)

where the Gram matrix A, = MU I) +
S YU S )V Uity D), WU ) = T =

Un, 7], ,b(s2,ad 50 .
i, ﬁf{iﬁ)gigﬂﬁﬂ“” -9 and A > d is a tunable

parameter. Then, we estimate the safety function as follows:

(W(Un, ¢1), d(sh, an, $511)) L0

~k AN
s s) = T 0
ok UL ) + BB Bl ag )0 ®)

where ¢; = ¢(s,a, s’) and 3 is a tunable parameter given
in Theorem 2. Notice that, on the right-hand-side (RHS)
of (8), the first term is the projected safety value of (s, a, s’)
on Uy, the second term is the projected empirical safety
value of (s,a,s’) on Ui+, and the last term is an upper-
confidence-bound (UCB) bonus for the safety uncertainty.
Thus, the accuracy of the safety value 62 depends on how
accurate 'y’g in (7) is and how small the safety uncertainty
is. Next, Step-2 in Algorithm 1 is based on & and involves
our first novel idea that is critical for guaranteeing safety.

Idea I: Constructing safe subgraphs by looking ahead. As
we discussed in Section 1, in bandits and RL with only
unsafe actions, the safety at each step can be estimated
separately. In sharp contrast, due to the unsafe states and
transitions in our setting, we must handle possible unsafe
future steps. Consider Figure 1 as an example. Even though
taking action @ = 1 for the third state (the third square
from the top) at step h = 3 is safe for h = 3, by doing so,
the unsafe state (the red dashed square) at h = 5 will be
visited no matter what action would be taken at h = 4. To
resolve this new challenge, our idea is to construct special
safe subgraphs where any action only results in safe future
(not even just next) states. To achieve this, in Step-2, we
estimate the safe state-set S;**" and action-set A} (s)
in a backward manner based on the two conditions below:

Condition 1:  max & (s,a,s') <. 9
s’€Sp(s,a)
Condition 2: Sy (s,a) C Sy75°. (10)

Notice that, (i) condition 1 requires that by choosing action
a for state s, the instantaneous hard constraint is always
satisfied at step h; (ii) condition 2 requires that all possible
next states in S (s, a) must be safe for next step h + 1.
Thus, with conditions 1 and 2 satisfied simultaneously in a
backward manner, all (not just next) steps A’ > h following
(s,a) must be safe. Please see Theorem 1 for the safety
performance of LSVI-NEW at all steps in any episode.

Moreover, since the linear mixture MDP induces a linear
form of the (Q-value function as follows:

Qj.(s,a) = min{ry(s,a) + (wy, ¢y~ (s,a)),H}, (11)

h+1
in Step-3 of Algorithm 1, we update the regularized least-
square estimator of the parameter wj in (11) as follows:

- k=1 7 T T
wf = (Az,z) D ¢h,v,j+lvh+1(5h+1)a (12)
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where the Gram matrix A} na =M+ ZI: 1 ol V(ﬁh v and
oy = Ov(sh,aj,). Then, in Step-4 of Algorlthm 1, we
update the Q-values of the safe state-action pairs as follows:

QF(s,a) = min {H, (s, a) + (wf, by, (s,a))

+e-lovy, (s,0)llax )

+ €n2 - maX ||11b(uh ) (87(1, S/))”(A}C )1t
s'€Sn(s,a) hot
+€n3 max ||¢(uh/v¢(8h’7ah’asl))”(A’;,'l)*l

(spryaps,s')EGH(S)

tes max [t plsiak,s))llax - } (13)

s'€Sy (51,a1

where €; = 8+ 1, €p,2, €5,3 and €4 are given soon later,
and G, (s) is the set of subsubgraphs starting from state s at
step h. Notice that (i) the term with €; on the RHS of (13)
is the standard Hoeffding bonus term; (ii) the terms with
€h,2, €n,3 and ¢4 are three new bonus terms that we construct
for capturing the impacts from future and past steps. We
elaborate our novel ideas in these new bonus terms below.

Idea II: Encouraging to explore the transitions with higher
uncertainty (i.e., looking ahead). As we mentioned in Sec-
tion 1, there is a new pessimism-optimism dilemma in our
setting. Specifically, according to the optimism-in-face-of-
uncertainty principle (Azar et al., 2017), algorithms need
to learn optimistically to achieve a sublinear regret. How-
ever, to avoid the unsafe states and transitions in our setting,
algorithms have to be relatively pessimistic. To resolve
this new dilemma, we construct a bonus term to encour-
age LSVI-NEW to explore the transitions with higher un-
certainty. To achieve this, this new bonus term, i.e., the
term with €, o in (13), is designed to be the maximum UCB
bonus over all possible next-states s’ € Sy (s, a).

Then, another new difficulty here is how to quantify the
parameter ¢y, » for such a bonus term, such that a sublinear
regret can be achieved. To resolve this problem, we set

48H t—c, —Aqs(C)
5 - A<1>(0)

€h,2 = — a— C “Agle) (]4)
c—a, - A¢(C) T 7A:’(c) K
where E?L/ = maXp<n/<H C?l/, A¢(C) = L -

MaX; q,p MAXy 578, (s,a) | P(S, a,8") — @(s,a,5")]|2, and
§ and k are scalars given in Theorem 2. Notice that when
all states are assumed to be safe, all terms related to next
state s’ would be 0. Then, ¢, 2 would be 228 which is the
same as the parameter used in the setting w1}fh only unsafe
actions (Amani et al., 2021). However, one difference here
is that we need to handle the worst transition. Thus, the
denominator needs to capture the smallest safety balance,
i.e., ¢ — 62, — Ag(c), that is left for exploration. Another
difference is that even though the safety balance at current
step is small, if the safety balance in future steps is large, the

algorithm should still be encouraged to explore. To capture
such a new special impact from future steps, we add the

term 6,607“’(()),

between future safety balance ¢ — ¢y, — A(c) and current
balance ¢ — ¢) — Ag(c). Please see Appendix B for details.

such that €, » increases with the ratio

Idea III: Encouraging to explore the future subsubgraphs
with higher uncertainty (i.e., looking ahead). Idea Il by itself
is not sufficient to achieve a sublinear regret. This is because
future uncertainty could prevent the algorithm from choos-
ing the optimal action at current step. Consider Figure 1 as
an example and assume G is the optimal subgraph. Even
though the safety value at h = 1 has been precisely known,
the algorithm may still not choose the optimal action a = 1
due to future uncertainty, e.g., it is uncertain whether the
first two states at i = 2 are safe or not. This is another criti-
cal difference compared with the case without instantaneous
constraints or with only unsafe actions. Hence, at each step,
the algorithm should be encouraged to explore the state that
induces a future subsubgraph with higher uncertainty. To
achieve this, we construct a new bonus term (the term with
€p,3 in (13)) that is the maximum UCB bonus over all future
subsubgraphs G}, (s), where

ABH/S
= . 15
TS = Aglo) — x 4>
-2, —Ag(c)
Differently from ¢, 2 in (14), the term 7;17 does

—Ag(c)

not appear in €, 3, because the maximization in this bonus
term is taken over all states and actions in Gy, (s), which
already captures the impacts from future steps.

Idea I'V: Encouraging to explore the past subsubgraphs with
higher uncertainty (i.e., peeking backward). Surprisingly,
with Ideas II and III alone, a sublinear regret may still not
be achieved. This is because of the tricky impact from
past steps. Intuitively, by choosing a different action at
step h = 1, what will happen in future steps could be
completely different. To resolve this new challenge, we
construct a new bonus term, i.e., the term with ¢4 in (13),
to encourage LSVI-NEW to explore the past subsubgraphs
with higher uncertainty, where

B 46H
I P

Differently from €, 3 in (15), the denominator here depends
on c? (not &y,) at step h = 1 that affects all future steps.

(16)

Finally, in Step-5, LSVI-NEW chooses an action

k k(. k
ay = arg maxaeA’;*‘“k(s,a)Qh(Sh’a)' (17)

4. Theoretical Results

In this section, we provide the safety and regret guarantees
for our LSVI-NEW algorithm, and a regret lower-bound.
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Before these, we make two assumptions for obtaining
good theoretical performance in our setting. Assump-
tion 3 below is from Amani et al. (2021). We let
Do (s,a) £ [a(s)p(s,a,s")]ses(s,q) denote a matrix with
a(s')d(s,a,s') in each column, where a(s’) is a scalar.

Assumption 3. (Star convexity) For all states s; at
step h, the set D(sp) {®y(sp,a) : a € A} U
(@1(s,09) : By (s9,a),) = (sl a, s0,,)} is a star
convex set around the safe feature ¢ (s, af), s) . ), i.e., for
all ®q1(sp,a) € D(sp) and & : Sp(sp,a) — [0, 1] with
leell1 = 1, we have @ (s, a) + P1—a(s),al) € D(sp),
where 1 denotes a vector with all entries equal to 1.

ll$1 =,
Next, we let fr (¢, — ¢2) T6Gra h75h+11) 4,%92% STl

denote the Lo-distance between features ¢; and ¢, nor-
malized by the Lo-distance between the unknown opti-
mal feature ¢(sj,a;,s;, ;) and the known safe feature

[7h,1—"h,2]
¢(sh,ah,sh+1) atstep h. Let g(rp 1 — 7p, 2) ﬁ

denote reward difference |rj, 1 — 7, 2|, normalized by the
reward of the unknown optimal state-action pair at step h.

Assumption 4. (Lipschitz rewards and transitions) There
exists d € (0,1), s.t., for any two safe state-action pairs

(s(i),a(i)) and (s(5), a(j)) at step h,

9 (rn(s(i), a(2)) = rn(s(5), a(5)))
< 0fn (@(s(i),a(i),-) — @(s(j), ald),-)), (18)
Fre (@(sne (), ans (2), ) = @(sn (3), an (4), )
< 0fn (P(s(i), (i), -) — @(s(4), a(4),-)), (19)
where (sp/ (), an/(¢)) (" > h) is the descendant of the

state-action pair (s(7), a(2)) in the safe subgraphs.

Note that (18) implies that rewards are §-Lipschitz: as fea-
ture differences (RHS of (18)) become smaller, reward dif-
ferences (LHS of (18)) become smaller; and (19) implies
that safe transitions are §-Lipschitz: as feature differences
at current step (RHS of (19)) become smaller, feature differ-
ences at future steps i’ (LHS of (19)) become smaller.

When the unsafe states and transitions are taken into con-
sideration, to still achieve a sublinear regret, Assumption 4
is required. This is because (i) if rewards are not Lipschitz,
even though a feature vector close to the optimal one is
learned to be safe, the learner could still suffer from a large
reward gap compared with the optimal safe decision, which
could result in a linear-in-7" regret; (ii) if safe transitions
are not Lipschitz, even though the optimal safe decision at
a step has been learned, the learner could still be far away
from optimum in future steps, and hence suffer from a large
reward gap, which could also result in a linear-in-7" regret.

4.1. Performance Guarantees and A Lower Bound

In Theorem 1 below, we show that LSVI-NEW is safe.

Theorem 1. (Safety) For any p € (0, 1), with probability
1 — p, our LSVI-NEW algorithm satisfies the instantaneous
hard constraint (1) at all steps h of all episodes k.

Thanks to our Idea I in Section 3 for guaranteeing safety, the
proof of Theorem 1 (in Appendix A) focuses on quantifying
the accuracy of the estimated safety value in (8). Below, The-
orem 2 provides the regret upper-bound of LSVI-NEW.

Theorem 2. (Regret) By seiting 6 = 6, A\ = d, =

max {0\/dlog (Hzi)ﬂ) + VAL, bgdH 4 [log (dTT) }

K' = 48DVTlog (d), where T = HK, k = 25D

Ao K’
and A. = ¢ — & — Ay(c), then there exist absolute
constants bg > 0 and Ao > 0, with probability 1 — p, the
regret of LSVI-NEW is upper-bounded by

|:61 + €4+ max (en2 + 6h)3)j| . \/QdHT log(1+7T)

+2H T1g<2dT)+HK’+D(K—1>. (20)
D Ao \ K’

The regret in (20) is dominated by the first term (the first
line in (20)) that results from the aforementioned new chal-
lenges due to the instantaneous hard constraint. Thus, in-
corporated with the values of the parameters, Theorem 2
indicates that the regret of LSVI-NEW is upper-bounded
by O <adf£37‘éﬁ()). Notably, it nearly matches the state-

of-the-art regret 0 ( ‘“}f VA (()) in the setting with only

unsafe actions (Amani et al., 2021) and O(dH?v/K) in the
unconstrained linear mixture MDP (Jia et al., 2020), while
comparing with different optimal policies. To the best of
our knowledge, this is the first such result in the literature.
Further, we provide a lower bound in Theorem 3 below.

Theorem 3. (A lower bound) Assuming K > 32R. The
regret of any safe algorithm 1 is lower-bounded as follows:

dHVE H/24 } e

16v2 7 (6= — Ag(c))?

Theorem 3 implies that the dependency of the regret
of LSVI-NEW on ¢ — &) — Ay(c) is necessary. In addi-
tion, the regret of LSVI-NEW matches the lower bound
within a factor of O(H?v/d). Same as in the setting with
only unsafe actions, we conjecture that this gap can be fur-
ther reduced by applying Bernstein inequality and leave this
as future work. Please see Appendix F for the proof.

R”ZRémaX{

4.2. Proof Sketch for Theorem 2

In this subsection, we provide the high-level ideas for prov-
ing Theorem 2 (please see Appendix E for the proof). Be-
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cause of the new challenges from instantaneous hard con-
straints and our novel ideas in the algorithm design, there
are several new difficulties in the regret analysis. The key
ones are: (I) Differently from MDPs without constraints
or with only unsafe actions, in our case, different policies
could visit very different sets of states at each step. Hence,
the commonly-used invariant on V-values that relies on the
ergodicity property no longer holds. (II) How to quantify the
impacts when looking ahead and peeking backward. Below,
we introduce our new analytical ideas, which may be of
independent interest.

Step-I: Solving difficulty I by constructing new invari-
ants. We construct new forms of V-value functions for
different policies below. We let S; denote the state set
at step h in the optimal safe subgraph. Let SF denote
the state set at step h in the subgraph followed by pol-
icy 7 of LSVI-NEW in episode k. Moreover, we let

fh(sv CL) £ fh(d)(sv a, ) - d)(SZv az» )) denote the gap of
transitions compared with optimal transitions. Let A (s) £

{a € Aﬁ"safe(s) : fn(s,a) < ag} U {ak(s)} capture the
safe actions with transitions close to the optimal transitions,
where &g is the maximum of oy in (28) and the RHS of (29).
Let SF 2 {s € S : Ja € A (s), s.t., fu(s,a) <
&} USF capture the safe states with transitions close to the
optimal transitions. Next, we define the V' -value functions
of the optimal policy, estimated policy and policy 7* to be

Vi (s) = Q. (s,a}(s)),Vs € Sy, (22)

th(s) £ max QZ(S,@),VS = S,’f, (23)
aEAfL(s)

Vi (s) 2 Q7 (s, afi(s)), Vs € Sf, (24)

respectively. Then, the regret RFSYI™NEW can be decomposed
into two parts, i.e., the values in the two brackets [-] below:

K

SV G0 = V) + V) - v 601} @9)

k=1
To upper-bound the regret, we prove that, with high proba-
bility, (i) the value in the first bracket of (25) is non-positive;
(ii) the value in the second bracket can be upper-bounded.
Result (ii) can be obtained by upper-bounding the bonus
terms, which can further be proven by slightly modifying
existing techniques in linear mixture MDP. The main dif-
ficulty is to prove result (i). To resolve this difficulty, we
construct two new invariants that hold at each step.

Lemma 1. (New invariants) At each step h of each episode,
(i) for any state s, s.t., s € S;; and s € S,’f, we have

ViE(s) > Vir(s); (26)

(ii) for any state s, s.t., s € Sj and s ¢ S’,Ij and any state 8,
s.t., 8§ € S¥and § ¢ S}, we have

ViE(3) > Vi (s). (27)

Invariant (i) shows that, if the optimal state has been found,
the estimated V -value must be higher than the optimal V-
value. Notice that if the optimal safe action has also been
found, (26) trivially holds. If it has not been found, thanks
to our new bonus terms that essentially capture the distance
from the optimal action, (26) still holds. Moreover, invariant
(ii) shows that, if the optimal state has not been found, the
V-value of the sub-optimal state in S’g is still larger than
the optimal V-value. This is intuitively because Sl}f only
contains safe states with transitions close to the optimal
transitions, and the distance is captured by our new bonus
terms. Please see Appendix D for details and the proof.

Step-II: Solving difficulty II by quantifying future impacts.
The impact when looking ahead can be characterized by
quantifying the impacts from future steps.

Lemma 2. (Impacts from future steps) For any state s, s.t.,
se€S,ands € Sk, ifaj(s) ¢ AF(s), there must exist an
action ag € AZ(S), s.t.,

fh(S,ao|S;; = S) S Qp, (28)

1 — (e—ch—Ag(c)—l1)(E=C) —Ag(c)—l2)
(=) —Ag(c)+l1)(e—2), —Ag(c)+l2)’
h = 25maXs’H1/J(Uhl»¢(57aﬁ(3)75/))\|(1x;3,1)—1 and ly =

1% U, @ (85 @ s Dllear, )1

where oy =

max
{h<h’§H7(521 7‘12/))3/}

Lemma 2 implies that when k increases, the UCB terms [y
and [» decrease to be closer to 0, and thus o« gets closer
to 0. Then, the gap between LSVI-NEW’s decision and the
optimal decision, i.e., fh(s7 ao|s), = s) on the LHS of (28),
gets closer to 0. This is consistent with the intuition that as
more safety values revealed, we should be able to get closer
to the optimal action. Moreover, when there is no constraint
on states, all terms related to the next state s’ in aig would be
e—ch —2B|p(s,a; ()l
E*C(}JL ’
which results in a parameter same to that used in the case
with only unsafe actions (Amani et al., 2021). However, due
to unsafe states and transitions, impacts from future steps
h' > h are captured in o here, which results in a different
parameter €, o in our Idea II and a new parameter €, 3 in
Idea III. Please see Appendix B for details and the proof.

0. Then, crg would be reduced to be 1—

Step-III: Solving difficulty II by quantifying past impacts.
The impact when peeking backward can be characterized
by quantifying the impacts from past steps.

Lemma 3. (Impacts from past steps) For any state 8, s.1.,
$€ SFands ¢ S;, there must exist an action ag € A% (3)
and1l < h' <h, s.t.,

5 A Efcol,fA (e)—1
Jn(8,a0) < 1—WM7 (29)

where I3 = 23 msa}xH'z/;(U,ﬁ, D(sh>a5:8)) (ar, -1
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Table 1. Comparison of the average rewards (RW) and constraint
violations (CV) in synthetic environments.

LSVI-NEW UCRL SLUCB-QVI sMDP
RW 1.53 1.78 1.59 0.85
cv 0 0.91 0.83 0

Differently from Lemma 2, Lemma 3 quantifies the impacts
from past steps, i.e., h’ < h. This special impact results in
the new bonus term with parameter €4 in our Idea IV in Sec-
tion 3. Moreover, Lemma 3 implies that when the number of
episodes k increases, the UCB term [3 decreases to be closer
to 0, and thus the BHS of (29) in Lemma 3 gets closer to 0.
This implies that 5, (8, ag) on the LHS of equation (29) gets
closer to 0. Notice that fh, (8, ag) represents the gap between
the decision of the policy 7% used by LSVI-NEW and the
optimal decision. In addition, in the RHS of equation (29),
l3 characterizes the transition uncertainty. Therefore, the
above implication is consistent with the intuition that as
more safety values are revealed, we should be able to get
closer to the optimal action. See Appendix C for the proof.

These new difficulties are also the reasons that all €, 2, €}, 3
and e, are different from the parameter used in the setting
with only unsafe actions (Amani et al., 2021).

5. Numerical Results

In this section, we provide some numerical results. We
simulate two types of environments: (i) synthetic environ-
ments and (ii) robot path planning environments (Wachi
et al.,, 2018). In these experiments, we compare
our LSVI-NEW algorithm with the UCRL algorithm in Jia
et al. (2020), the SLUCB-QVI algorithm from Amani et al.
(2021) and the sMDP algorithm in Wachi et al. (2018). For
all algorithms, we compare their average (averaged over the
number K of episodes) rewards (RW) and number of con-
straint violations (CV), in terms of the average number of
episodes that the instantaneous hard constraint is violated.

(i) Synthetic environments: To generate the environments,
we set the dimension d = 5, length of each episode H = 3,
number of episodes K = 10000, and the safety threshold
¢ = 0.5. The transition-probability parameter pt; and safety-
value parameter ~;, are generated according to the truncated
multivariate Gaussian distribution A/(0, 1,4). From Table 1,
we can see that although UCRL and SLUCB-QVI (which
disregard the instantaneous hard constraint) obtain higher
reward, they violate the constraint for most episodes. In con-
trast, our LSVI-NEW algorithm satisfies the constraint all
the time. On the other hand, although the SMDP algorithm
does not violate the constraint, its reward is low since it
is too conservative. In contrast, our LSVI-NEW algorithm
achieves a larger reward in our simulated environments.

Table 2. Comparison of the average rewards (RW) and constraint
violations (CV) in robot path planning environments.

LSVI-NEW UCRL SLUCB-QVI sMDP
RW 53.6 59.6 54.9 33.1
cv 0 0.81 0.71 0

(ii) Robot path planning environments: We consider a 10 x
10 2D-map. The state represents the location of the robot in
the map. The action at each location represents the degree of
the robot’s searching direction. The unsafe states correspond
to the location where there exists a rock or a cliff. Differently
from Wachi et al. (2018) where a deterministic transition
is assumed, we consider the uncertainty between the real
motion and the command. That is, by taking an action with
a degree of z, the robot could either move directly in the
targeting direction or deviate from the targeting direction by
a certain degree. Moreover, we change the episode length
to be H = 100. Similarly to the conclusion in synthetic
environments, from Table 2, we can see that LSVI-NEW is
better in satisfying the instantaneous hard constraint and
obtaining a higher reward in our simulated environments.

6. Conclusion

In this paper, we make the first effort to resolve the chal-
lenges due to unsafe states and actions under instantaneous
hard constraints in RL. We develop an RL algorithm that
achieves a regret that nearly matches the state-of-the-art
regret in the setting with only unsafe actions and that in
the unconstrained setting (while comparing with different
optimal policies), and is safe (i.e., satisfies the instantaneous
hard constraint) at each step. We also provide a lower bound
of the regret that indicates that the dependency of the regret
of our algorithm on the safety parameters is necessary. Fur-
ther, both our algorithm design and regret analysis involve
several novel ideas, which may be of independent interest.
An interesting future work is to study the impact of number
N of instantaneous hard constraints on the regret. Note
that the construction for the bonus terms will need to be
more careful, e.g., the bonus terms need to increase with
log N. Thus, we conjecture that the final regret will depend
on log N, which would be similar to that in the setting with
soft cumulative constraints (HasanzadeZonuzy et al., 2021).
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A. Proof of Theorem 1

Remember that our Idea I in Section 3 is mainly designed for guaranteeing safety. As we discussed there, (i) condition 1
in (9) implies that by choosing action « for state s at step h, the instantaneous hard constraint is guaranteed to be satisfied
at step h; (ii) condition 2 in (10) implies that all possible next states in Sy, (s, a) (i.e., the next states that could be visited
with non-zero probability) must be safe for next step i + 1. Thus, with conditions 1 and 2 satisfied simultaneously in a
backward manner, all step A’ > h (not even just next step h + 1) following (s, a) must be safe. Hence, the probability of
our LSVI-NEW algorithm being safe depends on the accuracy of the estimated safety value 5’2 in (8).

Moreover, remember that, on the RHS of (8), the first term is the projected safety value of (s, a,s’) on Uy, the second
term is the projected empirical safety value of (s, a, s’) on U;-, and the last term is a UCB bonus for the safety uncertainty.
In addition, the second term there relies on the accuracy of the regularized least-square estimator of the projected safety

parameter @b(u,f-, ~;). Thus, the accuracy of Efl further depends on how accurate ’y’,ﬁ in (7) is and how small the safety
uncertainty is.

Therefore, we first prove Lemma 4 below for quantifying the accuracy of the estimated safety parameter 'ﬁj in (7).

Lemma 4. (Accuracy of the estimated safety parameter) For any p € (0, 1), with probability 1 — p, we have that, for all
steps h of all episode k,

where5101/d10g< >+\fL

Proof. (Proof of Lemma 4) First, according to (7), we have that the estimated safety parameter is equal to

[ @i 7i) =il , < B (30)

1
’7’13 = <)\"/’ Uh ) + Zﬂ’ Uh , D, h+1)¢T(uif'»¢;,h+1)>

k—1

S ) ( Gl Fhnsa). 0ok ) '02>

”d)(s%v ap, S?L—Q—l)HQ

T=1
L1

k—1
= (Aw(uﬁ,n+Z«,b(u;%,qs;,hﬂ)wT(u#,¢z,h+1)> S Ui, b5 ) | (WU Ui, Bhgy)) + G |-
T7=1 T=1

By opening the bracket [-], and adding and subtracting the term Ay (U;-, I'), we have

-1

k—1 k—1
= (wuha D4 S U U ¢;,h+l>> (Aw(uf%, D+ S P G U ¢;,h+1>>
=1 T=1

k—1 -1
: 1/}(2/[}%7’7;‘1) - <)\’¢ uh ) + Z w uh a¢h h+1)'¢T(uhL7 d);—L,thl)) )‘w(uhLa I)"p(uhla’YZ)
=1
k-1 11
+ (Azp(uﬁ, D+ Ui, ¢ v WU ¢z,h+1)> > (Ui b pi1)Gi-
=1 =1

Thus, we have

k-1 -1
vh = YU, ;) - (Mp(u,f,I) + Z"P(Uﬁv¢2,h+1)¢T(Uﬁ7¢Z,h+1)> (U, Db (U, ~7)
T=1
g

(Aw Ui I) + Zw Uy, b4 h+1>¢T(uﬁ,¢;,h+1)> > U b gs1)Che 31)

T=1
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According to (31), the square of the left-hand-side of (30) is equal to

k-1

-1
2 T
= | @) k) AL (Aw(u}%,n+ZWh%¢;,h+1)¢T<u¢,¢z,hH>>

T=1

vt~ -]

k—1
: (Aw(uﬁ,l)tb(uff,ﬂ) - th(uff,%,hﬂ)éﬁ) :

T=1

Then, according to the Cauchy-Schwarz inequality, we have

v vi) -]

2
N I ARE AR
h,1

(AL )t
k—1
M@ DY@ A g )+ | 3P D)
| =1 (a0

Notice that the smallest eigenvalue of AZJ is /\mm(AZJ) = A. Hence, according to Theorem 1 in Abbasi-Yadkori et al.
(2011), we have that, with probability 1 — p for any p € (0, 1),

H’¢ Ui 7)) — 'Yh

2+ 2kD?2
< H Ui 7)) —YE) AR 4 o,|dlog T)‘ + VAL . (32)

’(A’;;’l)*l '

Finally, by rearranging the terms in (32), we have

2+ 2kD?
| i) = k]|, <oy dios (pA + VAL < Bi.
h,1

This concludes the proof of Lemma 4.

O

Lemma 4 shows that with high probability, the estimated safety parameter 'YZ is close enough to the projected true safety
parameter 9 (U;-, v}, ). Now, we prove Theorem 1 based on our Idea I in Section 3 and Lemma 4 above.

Proof. (Proof of Theorem 1) We let Gi** denote the set of safe subsubgraphs constructed at step h in episode k

k,safe

by LSVI-NEW using our Idea I. Then, using mathematical induction, we prove that G, ™" is safe, i.e., any state-action-state

triplet (sf,, af,, sk, ), where h < b/ < H, in G;"™" satisfies the instantaneous hard constraint (1).

(i) Base case: when h = H, according to Lemma 4 and the Cauchy-Schwarz inequality, we have

(Ut 7)) = v Uit d(s5)) ) < B |[wltht, @(shy)| (33)

‘(A;jal)*l.
From (33), we have

(WU 7 Ui, B(s5) ) < (VUi (k) ) + 81 [wlthi, d(shy))| (34)

‘(Aﬁyl)*ll

Next, since the left-hand-side of (34) is equal to

(W 7i) WU $lsk)) = (33 Ssh) ) = (Vi v Un, D(sk)) )

(4 Un, D(s5)). S5))
160312 "

= (Vi lsh)) —

13
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we have

(W Un, D(s5)), P(sh))
1b(s%) I
k

Notice that, since the parameter 3 used for the estimated safety value cH(s %) in (8) is larger than or equal to 31, the
right-hand-side of (35) is less than or equal to ¢ H(s H) which is less than or equal to ¢ due to our condition 1 in (9). Hence,
we have cy (s%) < c.

(v @lsh)) < i+ (Vi o)) + vt )| o 69

(Al !

(ii) Induction step: we hypothesize that Gr**** is safe when h = ho. Then, we prove that G **® is safe for h = hg — 1

similar to the base case, while condition 2 that we construct in (10) becomes important here. First, according to Lemma 4
and the Cauchy-Schwarz inequality, we have

(Uit i) = WU @k ahshi))) < B w@i lshoabsha))]| L (36)

(AZJ)_l

From (36), we have

(W 7i) w0 Dokl sk ) < (Thob@ht @k afsh))) + B eteht ok abshi) .
ED)

Next, since the left-hand-side of (37) is equal to

<d)(uhL7’y;kz)7d)(uh 7¢(sh7a;€ws]fi+1))> = <727¢(827a2782+1)> - <727Q/)(Z/{h, d)(sh?aiﬂ S;€L+1))>

k )> _ <¢(uhv¢(shaaﬁvsh+l)) ¢(527a2782+1)> .0

= ")’* ¢(Sk ak S ¢
(i (sl ab sk 6065 a0, )l ;

we have
k k _k
<7Za d)(s}u Qp,, Sh+l)>

(@ Un, d(sh, af. sh11)), S(sh, af. 5711)) )
(0 a—gls Ta +1)/ C?L + <7h7¢(slfmai,sﬁ+l)> + B1H’l,b(lxl}f‘,¢(sﬁ,aﬁ,s’fH_l))H
By @ps Spi1

(A )1
(38)

Notice that, the right-hand-side of (38) is less than or equal to the estimated safety value 52 (sﬁ, afl, st +1) in (8), which is
less than or equal to ¢ due to our condition 1 in (9). Thus, we have ¢ (s5) < &. In addition, according to condition 2 that we

k,safe -

construct in (10) and the induction hypothesis, sj,41 must also be safe. Hence, G, is safe.

O

B. Proof of Lemma 2

As we discussed in Section 4.2, Lemma 2 implies that when k increases, the UCB terms /; and [5 decrease to be closer to 0,
and thus «q on the right-hand-side of (28) gets closer to 0. Then, fh(s, aplsy, = s) on the left-hand-side of (28) gets closer
to 0. Notice that fh(s, agls), = s) represents the gap between the decision of the policy 7% used by LSVI-NEW and the
optimal decision. In addition, in oy, [; characterizes the transition uncertainty and /o characterizes the uncertainty from
future steps. Thus, the above implication from Lemma 2 is consistent with the intuition that as more safety values revealed,
we should be able to get closer to the optimal action.

Moreover, when there is no constraint on states, all terms related to the next state s’ in ayg, e.g., lo, 52, and A¢(c), would be
c—cp— 25H¢(8 ay ()|l

C
same to that used for the UCB bonus term in the case with only unsafe actlons ‘(Amani et al., 2021). However, due to unsafe

states and transitions in our case, the impacts from the future steps 4’ > h are characterized in g here, which results in a
different parameter €y, » in our Idea II and a new parameter ¢, 3 in our Idea III in Section 3.

0. Then, oy would be reduced to be in a much simpler form 1 — , which results in a parameter that is

14
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Further, as stated in Lemma 2, we only need to show there exists such a safe action ag € Aﬁ(s) Thus, we only need to
prove the existence of an estimated safe subgraph, such that this state-action pair (s, ag) is contained. Hence, (28) does not
depends on the estimation accuracy of the ()-value parameter wy,.

In this section, we provide the complete proof for Lemma 2. Please see Appendix D for our discussions and proofs on how
the new impacts from future steps captured in « affect the requirements for choosing the parameters ¢, > and €, 3.

To prove Lemma 2, we first provide another new lemma below, which proves to be important. We let

An(s,a,8) 2 max {cn(s,a,s") —cu(s,a,5)} (39)
s €S8y (s,a)

denote the maximum difference between the true safety value ¢y, (s, a, s”) of the state-action-state triplet (s, a, s”) for any
next state s” € Sy (s, a) of the state-action pair (s, a) and the true safety value ¢y, (s, a, s’) of the given state-action-state
triplet (s, a, s’). Let

Aji(s,a,8)

[I>

~k " ~k /
max cr(s,a,s")—cp(s,a,s 40
Lo {E(s.0.8") — 2h(s.0.5)) (40)

denote the maximum difference between the estimated safety value & (s, a, s”) of the state-action-state triplet (s, a, s”)
for any next state s” € Sj,(s,a) of the state-action pair (s,a) and the estimated safety value & (s, a, s') of the given
state-action-state triplet (s, a, ).

Lemma 5. (Relating the true and estimated safety differences) The estimated safety difference A (s, a,s') can be
upper-bounded by the true safety difference Ay (s, a,s') as follows:

Afi(s,a,5") < An(s,a,8) + 28 [ Ui, (s, a5 Sa)) || ar o1 (41)

where 5’

max

is the maximizer of (40).

Proof. (Proof of Lemma 5) We let s/ . denote the maximizer of (39). Notice that s/ . could be different from §/___ (the

max max max
maximizer of (40)). First, the true safety difference is equal to

Ah(S, a, Sl) = rgafc ) {Ch(sa a, S/I) - Ch(sv a, S,)} = Ch(sv a, S:nax) - Ch(S, a, 8/)
s""€Sn(s,a
= <727¢(S’a75;nax)> - <72’¢(37a’51)> : (42)

Next, the estimated safety difference is equal to

M(s.a.s) = max {eh(s.a.5") - & (s.0.5))

u ) ) 7~{rnax I ¢ 07 0; 0 ~/ ~/
- W d’(f;é ag))s;(l‘j’ﬁfh ) 0 b U (5,0, 5) + B |l @i b(s, 0. 8w | s s
9 9 + N

o <'¢’(uha ¢(87 a, Sl))? [ﬁ(s%a CL%, 52+1)>

||¢(82a a%a S(I)L+1) ||2

o = (Y Ui, b(s,a.8)) = B[ty d(s,a.8) || o 43)
Considering the second term, third term, and the last two terms on the right-hand-side of (43) together, we have

(Vi ¥ Ui D(5,0,5000x))) + Bl Ui, S5, 0, )| (ag )1
= (VUi #(s,0,5))) = Blw U, (5,0, 5))]| px )1
= (W = Vi B Ui B(5, 0, 5100x))) + (Vis Ui, D5, 5100))) + B[ Ui D5, 0, 5 g -
+ (V= o Ui $(5,0,5) = (Vi $ Ui, B(s,0,5)) = B[ Ui, b(s,0,5) | ap 50
< (B U D5, F))) — (Vi B B0, 0) + 28 U (5. 0. )| a e
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where the inequality is by applying Lemma 4 and the Cauchy-Schwarz inequality to the first term in the third line and the
first term in the fourth line in (44) above, and the fact that 3 ||'¢,b(l/lﬁ-, &(s,a,s")) > 0. Next, by combining (43)

and (44), we have

lag )

X / <¢(Uh,¢(5 a’smax)) ¢(89L7a2782+1)> .

Ak (s,a,s") <
o ‘|¢(Shaah73h+1)”2

U ) s &y ! 7~ 07 07 9 % ’
_ (P (Un (7(;(328;(})3 z;)l(sf)ﬁh Sh1)) cp = (v WU, d(s,a,8))) + 28 Hi/:(U,f,(b(s a5 as) H(A’E -1
b b + 3

< An(s,a,8) + 28 ||l Us, ¢(s,a, 5,

ch + (Vi Ui, D(5, 0, 5nax))

max ||(A )

where the last inequality is because of the definition of the true safety difference Ay (s, a, s’) in (39).

Lemma 5 shows that the estimated safety difference is only larger than the true safety difference by a term, i.e.,
258 |}¢(u,f, S,a, 80 ) H (A )-10 that decreases to 0 as the number of learning episodes k increases. This is con-
h,1

sistent with the intuition that, as k increases, the estimated safety difference AZ (s, a,s’) should get closer to the true safety
difference Ay (s,a, s’). Below, based on Lemma 5, we prove Lemma 2.

Proof. (Proof of Lemma 2) Recall that f), (s,ao|s;, = s) represents the gap between the decision of the policy 7% used
by LSVI-NEW and the optimal decision. Thus, now we characterize the relation between the safety values based on the
state-action pair (s, ag) and the optimal state-action pair (s, a} (s)). First, according to the definition of estimated safety
value in (8) and Assumption 3, the estimated safety value of any state-action-state triplet (s, ag, $'(s, ag)) induced by the
state-action pair (s, ag) is equal to

& (s,a0,5'(s,a0))
_ (Un, p(s,a0,)); B(sh, ah, s 4 1))
(s, an, sp41)ll2
_ (@ Un, s (sh, ap, sh 1) + (1= as) (s, aj (s), 8'(s, aj,(s)))), D(shap, shin)) 0
1@(sp, ahs shia)ll2 "
+ (Vi Ui ag d(sh, ap, shyr) + (1= as)d(s, aq(s), ' (s, a5, (5)))))
+ B |l Ui s asvd(sh, ap, shar) + (1 = Oés’)¢(57a?l(5),SI(S,GZ(S))))H(AZJ)A N CN)

: c(f)z + <’Y]}€va(uhl7 ¢(S,a078/))> + 6 Hd"(uhLa¢(S?a078/))”(1\ﬁ71)—1

where we drop (s,ag) from s'(s,ag) for simplicity. — Since (U, P(sh.af.sh. 1)) = ¢(sh,af,s). ;) and
(Ui, P(s),af, sh 1)) = 0, from (45), we have

<¢(Sgaa%a52+1)7$(827a2752+1)> X 0
||¢(52,l12,52+1)”2 4
(W (Un, D(s, a5, (), 8'(s,a,(9)))) B(sh af, sh 1))

||¢)(52,a2,32+1)||2

éﬁ(sva(% SI(S7a0)) = Os/(s,a9) *

+ (1 - as’(s,ao)) :

A+ (b (14t (5. 035). 5 (5,03 ()))

y ] (46)
(Af )1

|w(u¢,¢<s,az<s>,s’(wi(s))))
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Let us focus on the terms in the bracket [-] of (46). Notice that, (i) we have

(U, B3, 7,(5), 5'(5,07,()))), D5, 5541))
ECRIE I

(i (DU, D05, 1 (5), 5 (5,05, ()))), D58 08 5001) ) B8 0) ) + (Vi (UL S5, 5. (5), 5/ (5, ()

= (Vi $(5. 3 (5). o (5,05, (5))

cn(s, 03 (5), 5/ (5, 3 (5)))

_A}L(S’ah( )75 (Svah(s)))v (47)

ch + (Vi ¥ Ui, d(s, a3 (5),8' (s, a5,(5)))))

| /\

where the inequality is (a) because (s, aj (s)) is safe, and hence ¢y, (s, aj (s),s’) < cforall s’ € Si(s, aj(s)); (b) according
to the definition of the true safety difference in (39). (ii) According to Lemma 4, we have

V= Y Ui (s, a5(5), 8'(s,a5,())))) < Bl Ui (s, ax(s), 8 (s, aj (s ||(A "y (48)
By combining (46), (47) and (48), we have

& (s, a0,5'(s,a0))

< asl(syao)c?l + (1 = Qg (s,a0)) [C— An(s,ap(s),s'(s,a5(s))) + 26 HdJ(Uﬁ‘, (s, ar(s),s (s,a} (s H(A 1),1} .
(49)

Next, since the optimal action a}; (s) has not been found by the algorithm, there must exist at least one next-state s’ € Sy, (s, a),
such that the instantaneous hard constraint (1) is violated. Thus, we must have

(5,01 (5), Smax) > €. (50)

Combining (50) and Lemma 5, we have that, for all next state s'(s, a},(s)) € Si(s,a},(s)),
Ch(s, ap(s),8'(s, a3 (5)) > &= An(s, aj(s), 8/ (s, a5(9)) — 28 [| U, S5, 0, S )| (a1 (51)

However, as we discussed in our Idea II and Idea III in Section 3, due to possible unsafe transitions and unsafe states in our
problem, such a safety value in (51) may not be achieved by the algorithm. This is a critical difference compared with the
case without instantaneous constraints or with only unsafe actions. Therefore, in the following, we first quantify the gap
between the state-action pair (s, a)) that achieves the safety value in (51) and the optimal state-action pair (s, a,(s)). Then,
we quantify the smallest gap between the safe state-action pair (s, ag) and such a possibly unsafe state-action pair (s, ag).
Specifically, for the state-action pair (s, a() that takes the safety value in (51), from (49), we have

P ch = An(s,aj(s),8'(s,a;,(s))) — 2B maxy [P (U, d(s, ah(s).8"))llax ) 2)
Qgr(g,al) > 1 — * * * 1
S e = Al (5), /(5,0 (9)) + 2B maxw [ B, (), 5D ag -
Since the right-hand-side of (52) increases with Ay (s, af (s), s'(s, a},(s))), we have
B e O (ORI PR -
As/(s,al) > L — - .
(sra6) ¢ — ) — Ag(c) + 2B maxy (UL, ¢(s, aj,(s), ) (ar )

Note that (53) quantifies the gap between the state-action pair (s, af,) that achieves the safety value in (51) and the optimal
state-action pair (s, aj(s)). Next, we quantify the smallest gap between the safe state-action pair (s, ag) and such a possibly
unsafe state-action pair (s, ag). According to (53), there must exists a safe action aj,, , for only step 7/, s.t.,

&= ch = Ag(e) — 2Bmaxy [P Uy, B(s7,, aj (), 8D ar, )
y<1-— — L (54)
o) ¢~ o — Dg(€) + 28 maxy [[$ U5, B(sj i, (), )l ar, )

ozs(
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Then, let fi(s,a) £ fu(@(s,a,-) — (s, a9, s +1)) denote the normalized Ly-distance between the features of the
transitions associated with the state-action pair (s, a) and the known safe feature ¢(s),a?, s9 4+1)- According to (54)

and (19), there must exists an action aq that induces at least one safe subsubgraph Gi’safe(s, ag), s.t.,
Fn(s, a0) N C— & — Dple) = 2Bmaxnan < (s:,az,(s),5)ebn (o)} 1Y Ui D(shrs ahi (5), )l ak, -

h’ 1
L > S 2D (55)
fn(s,ah) — = = Agle) +2Bmax nen <m,(st,ar, (s),5)eGn () Y Ups, @53, i (), sDar, -1

Finally, by combining (53) and (55), since the subgraph feature space is convex, we have that the left-hand-side of (28) can
be upper-bounded as follows:

- . f(s, alst = s
In(s,aolsy, =s)=1-— w
fh(37a0|3h = S)
¢—ch — Dg(c) — 2Bmaxy [ Uy, d(s, aj,(s), 8))ll A
T ey — Do) + 28maxy [ Uy, B(s, aj (s),8)) a1
¢~y — Aplc) = 2Bmax(nen < (s:,az,(5),5)ebn ()} 1Y Ui (875 ah (), sDlax, H-1
¢ =G = Dg(0) + 26 maX nan <h.(s;,.ap, (5).8) G ()} Ui, (s7rs a3 (5), )l ar, H-1

fu(s,apls, = )

C. Proof of Lemma 3

As we mentioned in Section 4.2, compared with Lemma 2, the main difference in Lemma 3 is that Lemma 3 quantifies the
impacts from past steps, i.e., h’ < h. This special new impact results in the bonus term with parameter €4 in our Idea IV
in Section 3.

Notice that Lemma 3 implies that when k increases, the UCB terms I3 decreases to be closer to 0, and thus the right-hand-
side (29) get closer to 0. Then, f3,(§, ag) on the left-hand-side of (29) gets closer to 0. Notice that f, (8, ag) represents the
gap between the decision of the policy 7 used by LSVI-NEW and the optimal decision. In addition, on the right-hand-side
of (29), I3 characterizes the uncertainty from past steps. Thus, the above implication from Lemma 3 is consistent with the
intuition that as more safety values revealed, we should be able to get closer to the optimal action.

In this section, we provide the complete proof for Lemma 3. Please see Appendix D for our discussions and proofs on
how this special new impact from past steps results in a new bonus term in our Idea IV in Section 3 and how it affects the
requirements for choosing the parameters €4.

Proof. According to Lemma 5 and (54), there must exists a safe action ay ¢ at step b’ < h, s.t.,

e— Y — Ap(c) — 2B maxy || YUk, d(s5., al(s), s ax, y-1
as’(s,ah/ 0) <1l- = 0 T " " ; bt . (56)
2 c— ), — Ag(c) + 2B maxy || (U5, @(s5,, a5 (s), s ))H(Aﬁul)fl

Then, according to Assumption 4, there must exists a safe action a at step h, s.t.,

£ &~ Dglc) — 28 max [ U, (s ai (), Dl ar, )

X' (3,a0) <1- ~ o N . &7
5 (2= ) — Ag(e) + 28 max [0, (st (), ear, 1)
Finally, since fh(é, ao) < Qg (5,a0)> WE have
o ¢ —ch — Dg(c) — 2Bmaxy ||y Uy, (s}, aj (), 8)) | ar, )1
fn(3,a0) <1 = —— n : .
5 (c— ) — Agle) + 28 masy [ YU, B(57, ah (), ar, 1)
O]
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D. Proof of Lemma 1

In this section, we provide the proof of Lemma 1. The proof replies on Lemma 2 and Lemma 3. Recall from Section 4.2
that invariant (i) shows that, if the optimal state has been found, the estimated V' -value must be higher than the optimal
V -value. From a high-level point of view, if the optimal safe action has also been found, invariant (i) trivially holds. If it has
not been found, thanks to our new bonus terms that essentially capture the distance between the estimated safe actions and
the optimal action, invariant (i) still holds. Moreover, invariant (ii) shows that, if the optimal state has not been found, the
V-value of the sub-optimal state in S ’}f is still larger than the optimal V' -value. This is intuitively because S }’f only contains
safe states with transitions close enough (within a small gap captured by the small constant &) to the optimal transitions,
and the distance is captured by our new bonus terms.

Proof. We prove Lemma 1 by mathematical induction.

(i) Base case: when h = H + 1, both invariants are trivially true, since V;*(s) = V}¥(s) = 0.

(ii) Induction step: we hypothesize that the two invariants are true when A = hg. Then, we prove that they are true for
h=ho—1.

(ii-a) Step-a: note that invariant (i) trivially holds for h = H since V;*(s) = V}¥(s) = r(s). Next, we prove invariant (i)

for h < H by considering the following two cases, based on whether the optimal action a}, (s) has been found in Aﬁ (s) and

chosen or not.
(ii-a-1) Case-1: If the optimal action a} (s) has been found in A% (s) and chosen by 7*, i.e., af(s) = aj(s), based on

Section D.4 in (Jia et al., 2020), we have
ViE(s) = QF(s,af(s)) = Qf(s,a5(s)) = Qs (s, an(s)) = Vi (s), (58)

where the inequality is because of the definition of V,f (s) in (23) and the induction hypothesis of invariant (i) at step hg.
Notice that this step is different from the analysis in the case without constraints or with only unsafe actions. Here, the
optimal action a}; (s) must already be chosen, i.e., it is not enough to simply find that the action is safe. This is because, if the
optimal action aj (s) is simply found to be safe while not chosen by the algorithm, a future subsubgraph that is completely
different from that of the optimal policy could be visited by 7.

(ii-a-2) Case-2: If the optimal action aj,(s) has not been chosen by 7%, i.e., af(s) # aj(s), we consider the following two
subcases based on whether the optimal action aj (s) has been found in A¥ (s) or not.

(ii-a-2-T) Subcase-2-I: If the optimal action a; (s) has been found in A% (s) by 7", i.e., af(s) € Ak (s), we have

Vii(s) = max Qh(s,a) = Qi(5,a5(s) Vi 1) > Qi (s, a5(5)IViki1) = Qi (s, a5(s)) = Vi (s), (59)

a€Aj (s

where the second inequality is because of the definition of V}f (s) in (23) and the induction hypothesis of invariant (ii) at step
ho. Recal from (11) that Q5. (s, a) = ru(s, a) + (wy, d)Vh*H (s,a)), which depends on the V-value V7, ; at next step. Thus,

we write such a dependency explicitly for Q¥ and Q} in (59).

(ii-a-2-1I) Subcase-2-II: If the optimal action aj (s) has not been found in A} (s) by 7%, i.e., af (s) ¢ Af(s), we consider
the following two subsubcases, based on the reason the optimal action a} (s) has not been found in A% (s) by 7*.

(ii-a-2-T1-A) Subsubcase-2-II-A: If the optimal action a} (s) has not been found in A% (s) by 7% because condition 1 in (9) is
violated, we have

~k * / —
a >
s/GS?(ls,fz(Z (s)) Ch(s, h (S)’ s ) ©

Note that  V}(s) = mMax, ¢ ir(s) Q¥ (s,a) > Q¥(s,ap) and the bonus term €4

MaXy s, (s;,ak) |l (Ui, (51, ak, s"))[l(ax -1 in (13) is non-negative, we have

ViE(s) = min {7(s, a0) + (wh, dup (5,a0)) +e1 - by, (5.00)af -+

+€n2 .s’ max )||17b(uli_7¢(saa05S,))”(A’}‘;'l)*l +é€n3 - ( max )H’ltb(u}ﬂ_’a¢(Sh/7ah/75/))H(A’;, 1)*13H}-

€Sn(s,a0 Sprsapr,8')EGK (s
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Then, according to Section D.4 in (Jia et al., 2020), we have
Vi¥(s) > min {rh(s,ao) + <w;§, by, (s, a0)> +(er = 1) llyr (s,00)llar )

+ - max Q,bZ/IJUQS s,ag, s’ Ak y-1 1t €p 3" max 1bUJ‘,,qbs/,a/7s’ AF 71,H}.
€h,2 s'éSn(s,ao)” Uy, (s, a0 ))”( h) €3 (sh/,ah/,s’)EGh(S)H Ui, lsne an ))H( )
(60)

Moreover, according to Lemma 2, there must exists an action ag € Aﬁ(s), s.t.,

; o A¢< ©) — 2B maxxy [ Ui, (s, @i (s). ) lay
fu(s,aolsy =s) <1— 3

¢ —ch — Dg(c) + 2B maxy | Uy, (s, aj,(s),8) | ar )1
¢ = — Ag(c) — 28max(nap<u(s:, az,(s), ')EQ;L(s)}Hw(uh’?¢(SZ”a;‘z’(‘s%‘g/))”(A’;,’l)*l
= = Dg(0) + 26max(nen<m (sp, az, (s),5)egn ()} [P Ui, (53, 03 (5): ) ar, -2
(61)
By combining (60) and (61), and according to Assumption 4 and invariant (ii) at the next step hg, we have
VF(s) > min { ¢—ch — Ag(c) — 2Bmaxy [ Uy, d(s, aj,(s),8)) | ar )
¢—cf = Ag(c) + 28 maxy [ Uy, d(s, aj, (s),8)llar )1
o G = Dg(€) = 2BMaX(nahr<H (55,01, (3).5) €0 ()} [P Ui, @53, a3 (5),8)) | ar, )1 s .
¢ = Dg() + 2BmaX nan <H (57,07, (s).5) €0 ()} |1 Ui, D531, 0, (5), )l ar, )1 [rh(& %(2))
+ (Wi by, (5:03(5)) + (e = 1) - by (5,03 (5)lleag 1 + ene
'S,esﬁiﬁz(s))ﬂiﬂ(uﬁa¢(57a2(3)a SDlax -1+ €ns (s;,,a;r/n?’))(Gg [+ @i, ¢(SZ/:GZ/75/))|(A;,:1)1}7H}'

Since ¢; is set to be equal to 5 + 1, we have e; — 1 > 0. Thus, (e; — 1) - ||<i)vh+1
¢ —cp — Dg(c) — 2Bmaxy [P (U, d(s, aj(s), s
¢ — ) — Ag(c) + 28 maxy || (Ui, d(s, al(s), s

¢ = — Ag(c) = 2Bmaxnan<n,(s;, a2, ()50 ()} 1%

(s,aj,(s)ll(ax )-1 = 0. Thus, we have

Meas )

%
k(s min h
Vi) = { St

(Sh’7 ah/(8)7 8/))H(Aﬁ/ 1)71

)
’)
Uy
(

i—¢ oé[rh(s,a* (9))
“” 02/ B A¢( ) + 2ﬁ MaxX{h<h'<H, (857503, (5),5" )€ (s )}”’l’b Z/[ (sh/’ah’(s)’ s/))H(A;/ 1) ! "
+ <wh= by, (s, ah(s))> tena X (s))||1/’( D(s,a,(5),8)ll(ax )1
+ ma U, d(st,at,, s _ },H . 62
e (s ag, } .

Thus, to prove that V;*(s) > V;*(s), we need to prove that
62— ch = Ag(e) — 28 max| (U, $(s. i (5): ) ay ) |

o= - age) ~28 ma @b, @57 03 (5),5 ) cat, 1]

(h<h/<H (557 (),5)€Gn ()}

. [QZ(S,@Z(S)) + €no - 'esir(ls,afz(h s))||1p(1/lh , (s,aﬁ(s),s’))H(Agyl)_l

+ €n,: U, (st al,, s ' ,}
€h,3 (sh”a;;/,/)egh(s)”,d)( Wy (spysap, ))”(AIZ,J) !

> [o— = Ag(e) +28max|w @, $(s.ai(5), ) ag )+ |

= -0 1 * * * *
: [C_ Ch — Dglc) +28 (he<h'<H.(s h’mh/(s) )eGnls )}”1/"(”}1’)¢(Sh'7ah’(5)vS/))H(A’;‘L,Yl)—l} Qp(s,ai(s)).  (63)
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By rearranging the terms in (63), we have

6= ¢f — Ag(e) — 26 max| (U, #(s, i (), ) leas )+

o= - Ag(0) - 28 max R CARTA ORI

{h<h' <H,(s%,.a%,(s),s")EGH(s)}

ena- [t d(s,ai(s), )l ag o + ns I @3 @ @iy s Dllear, )|

’ES;L(s ah(b)) g (s ;,7a;,76’)EG;L( s)
> 48[(c — ) — Ag(e)) maxl (U, $(s, 5. (), )l ag )1

+ (@@= —Aglc max U, d(st,,ak,(s), s cyor | - Qi (s,ar(s)).
ool e e @ai (5) 5Dy, - |- @il i)

Since Q; (s, a} (s)) < H for all states s and steps h, we have

€na - d(s,a;(s),s 1t eps- max Ui, d(sh,al, s -
h,2 sESh(sah S))H’J)( @(s, ap(s) ))H(A’i,l) 1 h,3 (s;,,a;,,s')egh(s)||¢( s ®(shrsap, ))”(A’;,‘l) 1

ABH [e— &, — A

||w<u¢,¢<s;,,az/<s>,s’>>|<Ag/yl>-1]

ma
{h<h'<H,(s%,, ah/(S) s')€Gn(s)}

o ¢ =32 —Agle
Je=d - a0 - ——A::(()) 26 max || Uy, b(s, a4 (5), )| (g s
L Z/{l/a £ aki(s), / N _. 64
ﬁ{h<h/gH,(s;‘L,rill%}:((S),S')Egh(“‘)}”1'[)( s @(shrs aiv (), Dl at, ) } (64)

Note that (64) indicates that, to have V}¥(s) > V;*(s), we need

c— ch,—Ad,((')
€R.2 > 4ﬂH ~29() and €n.3 > 4/8H .
T ey, —A(,)(c)—‘éjﬁ%mﬁ) =6 — Agle) — k)
h

This is reason we set the parameters €y, o and €, 3 in our Idea II and Idea III to be in the form in (14) and (15), respectively.

(ii-a-2-11-B) Subsubcase-2-1I-B: If the optimal action aj (s) has not been found in A (s) by " because (although condition
1 in (9) is satisfied) condition 2 in (10) is violated, we have

Snai(s,aj(s))  SEE.

In this subsubcase, we can leverage the knowledge from the satisfied condition 1 to prove V;*(s) > V;*(s). The proof then
could follow the similar inductions in the proof for subsubcase-2-1I-A. For completeness, we provide the proof steps below.
First, since the bonus term €4 - maxy s, (s, ) (U, p(s1,ak,s")) [(ax )1 in (13) is non-negative, according to Section

D.4 in (Jia et al., 2020), we have

Vik(s) = min {ra(s, a0) + (wi,, dvp, (5,00)) + (1 = 1) Iy, (5,00 ay )

bona - max W@ B0l ag 0 Fenas om0 Slnann ) lag, )0 H

(s,a0) > Spraapr,s')EGH(
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Next, according to Assumption 4, invariant (ii) at next step  + 1 and (e1 — 1) - |y (s, a},(s))[|(ax )-1 = 0, we have

h+41
& —ch — Ap(c) = 28maxy [ (U, ¢(s, 0 (5),8) | (ar -
¢ —cp — Ap(c) + 2B maxy [P U, d(s, aj, (s), "))l ax )1
¢—h — Dglc) — 28 mMaX p<h'<H,(st,,a%,(s),5')EGn( @I Ui, d(s71, sy (5), 5 ))H(Ak, Dt

¢ = = Dg(C) + 2Bmax nan <h (s;,.a7, ()5 e ()} | Ups, @53, a3 (5), 8)) [l a, )1

- (wp o (5,00()) s max (Ut ds, 0l (5), s’>>|\<A;3,1)f

s'€Sn(s,a} (s))

% | =%

Vi¥(s) > min {

( e
u [ (s.a3())

fens | max ||¢<u¢,¢<sz/,az,,s'>>||m;,yl>1],H}.

(5;/7a2/73/)egh(5)
Then, to prove th(s) > V,*(s), based on (63) and since Q5;(s) < H, we have

€ ) u ’ 870’* S ’8/ : y—1 T € . ma. uJ77 S*/7a*/73/ —1
h,2 gesh(wh(g))||1/)( s B(s,ap,(s) ))H(Aﬁ,l) 1+ é€ns (sz”a:’/7s,’)(€gh(s)|‘1/’( s @Sy ap, ))H(Aﬁ/,l)

45H Cc— Eh’ — A¢(C) n " ,
Z 5 [C— C?L — A¢(C) I’IlSE/%X ||¢(uh 7¢(53ah(s)75 )>||(A}}2,1)_1

9 Ui, D (i, ai (5), 3/))”(A§,11)1‘|

max
{h<h/§H7(3;/ 7‘1;;/ (s),s")€EGR(8)}

Cc QﬂranH"/)(uhqus(S ah( H A’fz DRt

—28 max b @i, Sl (5). 5Dl as, 2]

{h<hW<H,(s},,a},(s),5')EGR(5)}
which provides the same requirements on the parameters ¢, o and €, 3.

(ii-b) Step-b: differently from invariant (i) that trivially holds for h = H, we need to carefully handle the correctness of
invariant (ii) at step h = H. Next, we prove invariant (ii) for all steps h < H as follows.

First, since  the bonus  terms €2 - Maxyes, (s ||[YUL, (s, a, sSOar -+ and  ens
Max(s,, a,,,s')€Gn (s) ||¢(L{}f77 d(spr,ap, s’))|| _1 in (13) are non-negative, to prove th(é) > Vi(s), we
need to prove that h

ra(8,a) + (wh, e (3.0) +er-ldys (5a)lax ot max (S, ¢lsaak, )lar )

ht1 ’ 8/651(81,a1f)
> (s, ai(5) + (wi by (5,05(5)) ) (65)

for some & € A% (3). To prove (65), we prove

(5,03, ()) + (whs by (5,03(5)))| = [rn(5,0) + (wh, dy (3,0)]
s llovy, G dlag o Fea | max I @i, d(s1,at,s))llax )1 (66)
’ S 1 51,a1 ’
By adding and subtracting (8, @) + (wy,, ¢Vh*+1 (8,a)), we decompose the left-hand-side of (66) into two parts that are
easier for analysis in the following special way,

= (s i) + (wi by, (s.ai(s)| = [r(5.0) + (wi gy, (5,0)]

h41

+ [n(5,0) + wi pu (B.aD] = [r(5.0) + (wh, by (5,0))] G

h+1 h+1
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Notice that by decomposing in this way, the value in the first two brackets [-] on the right-hand-side of (67) characterizes how
the policy executed by our LSVI-NEW algorithm learns about and searches towards the optimal safe subgraph. The value in
the last two brackets [-] on the right-hand-side of (67) characterizes how the policy executed by our LSVI-NEW algorithm
learns and estimates the optimal (-value parameter wj . Next, according to invariant (ii) at next step ho, the value in the last
two brackets [-] on the right-hand-side of (67) can be upper-bounded as follows,

[0(5,0) + (i by, 5,0)] = [r(50) + (wh, dup, 5,0)]

< [ru(5,@) + (i, oy, (5| = [10(3,0) + (wh dug, (5,0)] < x-lldwy, (5, ag oo

Then, to prove (66), we need to prove

(s, 03 () + (wi, b, <s,a*<s>>>} — [m(5,0) + (wi, by, (5,0)]
e mox U Bsah g oo (68)

Therefore, below we focus on bounding the value in the first two brackets on the right-hand-side of (67). According to the
definition of V}*(s) and Lemma 3, there must exist an action & € A% (5) and 1 < b’ < h, s.t.,

e~ — Dgle) — 28U, Sl i )ar, o
5 — ey — Do) + 28 mal YU, Sl @i N iat, 1)

fh(gad) <1-

Thus, we have

ru(s,a) + (wh, duz,, (5,0))
e = Agle) — 28 maxl| (U, Slsiat sl ar, )

% T Do) + 2B WE Bsh ) ar, (o) + Qi b, (s, i )] 69

Notice that (69) indicates that the left-hand-side of (68) can be upper-bounded as follows,

(s, 0 () + {whs by (5,02(5))| = [r(5,0) + (wi bz, (5,0)]
46 max|[ (@, @5, afs ) leas, oo

= T Aglo) + 20 MW B a5 s,
ABH max|| (Uit (i at ) ag, )1

< - a— )
c—c, —Ayp(c)+28 ijH't/)(u,#, ¢(5h/,ah/,8/))H(A;€L,,1)—1

{rh(s, ay(s)) + <w}§, ¢)V;f+1 (s, GZ(S))>]

(70)

where the last inequality is because V;*(s) < H for all states s and steps h. (70) indicates that to prove (68), we need

(6= chr — Ag(e) + 28 max||y U, ¢(shrr ahr, 5) | (ar, y-1) €2+ max k)lllb(uf, d(s1,a1,8"))ll(ar )

s'€S1(s1,af
> 48H msgxnw(u,ﬁ, D(shran s))llar, - (71)
Note that (71) shows that, to prove V}¥(§) > V;*(s), we need

. 4BH
IR (5

This is the reason we set the parameter €4 in our Idea I'V to be in the form in (16).
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E. Proof of Theorem 2

As we mentioned in Section 4.2, because of the new challenges from the instantaneous hard constraint (1) and our novel
ideas in the algorithm design, there are several new difficulties in the regret analysis, which is shown in this section. The key
ones are: (I) Differently from the unconstrained setting or the setting with only unsafe actions, in our case, the states that
could be visited with non-zero probability by different policies could be completely different at each step h. Hence, the
commonly-used invariant on V'-values, i.e., th (s) > Vi¥(s) for all h and s, that relies on the ergodicity property no longer
holds in our case. This difficulty is resolved by Lemma 1. (II) How to quantify the impacts when looking ahead and peeking
backward. This difficulty is resolved by Lemma 2 and Lemma 3.

Proof. First, for the convenience of the reader, we restate our new construction for the V'-values functions of different
policies. We let S} denote the state set at step h in the optimal safe subgraph. Let S}’j denote the state set at step h in the
subgraph followed by policy 7* of LSVI-NEW in episode k. Moreover, we let fi,(s,a) 2 fn(¢p(s,a,-) — ¢ (s}, a},-))
denote the gap between the transitions associated with the state-action pair (s, a) and the optimal transitions. Let flﬁ (s) &

{a € A7™(s) : fu(s,a) < ao} U {ak(s)} denote the union of the safe actions with transitions close to the optimal
transitions and the action chosen by 7* for a safe state s at step h, where

1 —
¢— ) — Do) + 2B maxy [$UE, (5,03 () N ar )+

C — _O/ - A - 2 J7 */ */ ! ¢ —
=G () ﬁ{h<h’§1¥l(%§f,7a;/),s’}”¢(uh s @(shisajy, s ))H(A;;,J) 1
= — Dglo) + 25 1% @ @i an s Dllar, )+
e = = Ag(e) — 26 max| U, $(sivr afrn s ar, )
5(— cfy — Dgl0) + 28 mal YU, $(shr @i ) iat, 1)

_ { ¢ —cj — Dg(c) — 2Bmaxy [P U;, @(s, aj,(s),8) | ar )
Qo = max :

max
{h<h/SH’(52/ ,a;/),s’}

1—

is a small value that decreases to be closer to 0 when the number of learning episodes & increases. Let é:;j 2{s¢ S,’f safe
da € Aﬁ’safe(s), s.t., fu(s,a) < @} USE denote the union of the safe states with transitions close to the optimal transitions
and the state set at step h in the subgraph followed by policy 7% of LSVI-NEW in episode k. Next, we define the V-value
functions of the optimal policy, estimated policy and policy 7* to be

Vi (s) £ Q. (s,a5,(s)),Vs € S, (72)

th(s) £ max QZ(S,(L),VS € S,’;, (73)
aEA;“L(s)

Vi (s) 2 Q7 (s, afi(s)), Vs € Sf, (74)

respectively. Then, the regret R“SVI'NEW can be decomposed into two parts as follows:

K

RSN = N L (1) = Vi (s1) | = ﬁ {60 =]+ [0 v 6ol }. (75)

k=1 =1

To upper-bound the regret, we prove that, with high probability, (i) the value in the first bracket on the right-hand-side
of (25) is non-positive; (ii) the value in the second bracket on the right-hand-side of (75) can be upper-bounded. Note
that, according to Lemma 1, we have the value in the first bracket on the right-hand-side of (75) must be non-positive, i.e.,
Vi*(s1)—V{¥(s1) < 0for all episodes k. The value in the second bracket on the right-hand-side of (75) can be upper-bounded
by slightly modifying existing techniques for the linear mixture MDP. Specifically, according to the Azuma-Hoeffding
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inequality, we have

K K H
S (Ve -Vt o0} < 3 {er v, (0l ena gm0 000,055 Dl -

k=1 k=1h=1
+ m Ui, d(sn, an, s _1+e - ma U, p(s1,av, s 7}
hyc W s,)egh()\\%b( s @lsns anss)llax, H-1 + € Slesl(sfalf)ﬂlﬁ( i @(s1,01,8)l[ax )
2dHK
+2H\/HKlog< )+HK’
p
K H 4BH e=8) —Ag(0) -
<> {B+1+ R - ) ABH/S . dpH }
= 2%, —Ng(c c—a, — — —
k=1h=1 c— ¢y *A‘i’(c)*a—ﬁ/jﬁ:((c))” C—Ch —Ap(c) =k =] = Ay(0)

2dHK D (K
.\/QdHKlog(l—i—HK)—i—QH\/HKlog( d >+HK/+)\<K/_1)’
p 0

where the last inequality is because of Lemma D.2 in (Jin et al., 2020) and Lemma 1 in (Amani et al., 2019).

F. Proof of Theorem 3

In this section, we provide the proof for Theorem 3. The proof is based on the lower bound in the unconstrained horizon-free
linear mixture MDP setting (Zhou & Gu, 2022) and the lower bound in the constrained bandit setting (Pacchiano et al.,
2021). Note that these existing lower bounds do not show the dependency on the episode length H and the safety parameter
Ag(c) that are captured in our lower bound.

Proof. Notice that in Theorem 3, we assume K > 32R. Under this assumption, Lemma 25 in Zhou et al. (2021a)

d
indicates that in the linear bandit problems that are parameterized by the vector p* = {— v 4?//5[(’ v 45//;{ } and with the

action space A = {—1,1} and Bernoulli distributed reward r ~ B(6 + (u*,a)), where 0 < § < %, the regret of any

algorithm is lower-bounded by 4L vE

. Next, consider an instance with three states {s1, s2, s3}, one action a, and the reward

rp(s1,a) = rp(s2,a) = 0 and 74 (s3,a) = 1 for each h. Then, by using the same transition probability in Section C.3

of Zhou & Gu (2022), we have that the regret of any algorithm for linear mixture MDPs with H steps in each episode is

lower-bounded by le \\? Since the linear mixture MDP with instantaneous hard constraints subsumes (when the cost

cn(s,a,s") = 0 for all state-action-state triplets) the unconstrained case, dllé\/‘/; is also a lower bound of the regret in our

case.

Further, to quantify the impact of the safety term & — ) — A4 (c) on the lower bound, in the following, we focus on showing

that, when the instantaneous hard constraint with threshold ¢ is considered, the regret is at least m. We prove
1

this by contradiction. Assume there exists a safe algorithm that can achieve a regret Ry < for any instance

of the problem that we consider. Let us consider the following transition probability function: At step h = 1, the transition
probability is equal to Py (s2(i)|s1,a(i)) = 1 for all ¢, and Py (s2(7)|s1, a(j)) = 0 for all ¢ # j; at step h > 1, the transition
probability is equal to Pp, (sp41(2)|sn(i),a(j)) = 1 forall ¢ and j, and Py (sp+1(4)|sn(4),a(l)) = 0 for all ¢ # j and all [,

where , j and [ are the indices of the states and actions.

Now, let us consider an instance where the safety value function is as follows: at step h = 1, the safety value is equal
to ¢1(s1,a(l),s") = éf, c1(s1,a(2),s") = 2¢ — &, c1(s1,a(3),8) = &, ci1(s1,a(4),s') = 2¢ — &) — Ag(c) and
c1(s1,a(i),s’) = 2¢ — & for all i > 4. Notice that a(1) and a(3) are safe actions, while a(2), a(4) and other actions are
unsafe for state s; at step h = 1. Moreover, at step h > 1, for all 4, the safety Value is equal to cp, (sp(1),a(i), s') = &,
er(5(2), ali), ') = 26— &, ex(sn(3), ali), ') = &, ea(sn(@), ai), ') = 26 — & — Ag(e) and ex(5(3), ali), ) =
2¢ — & for all j > 4. Notice that s, (1) and s;,(3) are safe states, while sp,(2), s5,(4) and other states are unsafe at each step
h > 1. The reward value function is as follows: at step h = 1, the reward is equal to 71 (s1,a(1)) = £, 71(s1,a(2)) = 1,
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r1(s1,a(3)) = 0 and ry(s1,a(i)) = 1 forall i > 3; at step h > 1, for all 4, the reward is equal to r4(s,(1), a(i)) = §,
1

r1(sn(2),a(i)) = 1,71(s1(3),a(i)) = 0 and r1(sx(j), a(i)) = 5 forall j > 3. Since for any algorithm that chooses action
a(1) at step h = 1 less than half of the total episodes with probability p;, the regret is at least #. Moreover, since the

. . H . .
regret of assumed algorithm is Ry < = T-Bg()° we have that, for this algorithm,

1
< .
L= oK — &8 = Ag(o)?

Next, let us consider another instance where the safety value function is as follows: at step h = 1, the safety value
is equal to ¢1(s1,a(1),s") = &, c1(s1,a(2),8) = 2¢ — &, c1(s1,a(3),s") = &, c1(s1,a(4),s") = & + Ag(c) and
c1(s1,a(i),s') = 2¢ — & for all i > 4. Notice that a(1), a(3) and a(4) are safe actions, while a(2) and other actions are
unsafe for state s; at step h = 1. Moreover, at step h > 1, for all i, the safety value is equal to cp,(s5(1),a(i), s') = &,
c1(sn(2),a(i),s") = 2¢ — &, c1(sn(3),a(i), ') = &, c1(sn(4),a(i),s") = & + Ap(c) and c1(s4(j), a(i), s') = 2¢ — &
for all j > 4. Notice that s,(1), s(3) and s;,(4) are safe states, while s;,(2) and other states are unsafe at each step
h > 1. The reward value function is as follows: at step h = 1, the reward is equal to r1(s1,a(1)) = 3, 71(s1,a(2)) = 1,
r1(s1,a(3)) = 0 and r1(s1,a(i)) = & forall i > 3; at step h > 1, the reward is equal to 7(sn(1),a(i)) = 3,
r1(sn(2),a(i)) = 1,71(sn(3),a(i)) = 0 and 71 (s, (j), a(i)) = 3 forall j > 3. Since for any algorithm that chooses action
a(1) at step h = 1 more than half of the total episodes with probability p, the regret is at least %. Moreover, since the

5, we have, for this algorithm,

regret of the assumed algorithm is Ry < m
1

2
< .
P2 = 9K(@— &) — Dg(0)?

Notice that the main difference between this two instances is change of the safety of action a(4) for state s; at step
h = 1. Specifically, in instance 1, action a(4) is unsafe, while in instance 2 it becomes safe and incurs the largest
reward. Thus, we can quantify the total variation distance between the statistical distributions between these two instances,
which can further be upper-bounded by the Kullback—Leibler (KL) divergence. More specifically, according to Lemma
1 in Kaufmann et al. (2016) and Lemma 15.1 in Lattimore & Szepesvari (2020), we have that this KL divergence is at
least g(4) - D (NV(2¢ — & — Ag(c), DIN(&) + Ag(c), I)) = 2q(4)(c — &) — Ag(c))? > 5, where q(4) is the expected
number of times of choosing action a(4) at step h = 1 in instance 1. Thus, we have

1
Ae— e — Ag(c)?

q(4) >

For the algorithm choosing action a(4) for at least ¢(4) times in average for instance 1, the regret is at least ¢(4)- -+ = £q(4).

This contradicts with our assumption that the regret of this algorithm is Ry < T -By()
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