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Abstract

Differential privacy (DP) is increasingly used to protect the
release of hierarchical, tabular population data, such as cen-
sus data (Abowd et al. 2022). A common approach for im-
plementing DP in this setting is to release noisy responses
to a predefined set of queries. For example, this is the ap-
proach of the TopDown algorithm (Fioretto, Van Hentenryck,
and Zhu 2021) used by the US Census Bureau. Such methods
have an important shortcoming: they cannot answer queries
for which they were not optimized. An appealing alternative
is to generate DP synthetic data, which is drawn from some
generating distribution. Like the TopDown method, synthetic
data can also be optimized to answer specific queries (Liu
and Wu 2022), while also allowing the data user to later sub-
mit arbitrary queries over the synthetic population data. To
our knowledge, there has not been a head-to-head empirical
comparison of these approaches. This study conducts such a
comparison between the TopDown algorithm and private syn-
thetic data generation to determine how accuracy is affected
by query complexity, in-distribution vs. out-of-distribution
queries, and privacy guarantees. Our results show that for in-
distribution queries, the TopDown algorithm achieves signif-
icantly better privacy-fidelity tradeoffs than any of the syn-
thetic data methods we evaluated; for instance, in our experi-
ments, TopDown achieved at least 20× lower error on count-
ing queries than the leading synthetic data method at the same
privacy budget (McKenna, Miklau, and Sheldon 2021). Our
findings suggest guidelines for practitioners and the synthetic
data research community.

1 Introduction
Countries routinely compile and publish census data on res-
idents for government operations. For example, personally
identifiable information like sex, age, race, and ethnicity, are
some of the features collected in the US Census. Due to the
sensitive nature of this data, countries release tables of ag-
gregate statistics instead of publishing raw data in the clear.
These statistics must be accurate because of critical down-
stream tasks like “apportionment, redistricting, allocation of
funds, public policy, and research” (Abowd et al. 2022). For
example, population counts from the United States Census
determine the number of elected officials each state can have
in the House of Representatives (Cohen et al. 2022).

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

However, releasing aggregate statistics is not enough to
prevent attackers from reconstructing individual rows of a
dataset with near-perfect accuracy (Cohen and Nissim 2020;
Narayanan and Shmatikov 2008). To protect against this pri-
vacy risk, population statistics have been released with for-
mal differential privacy (DP) guarantees, most famously by
the US Census (Abowd et al. 2022; Dwork et al. 2006).
Two popular approaches to releasing private data with dif-
ferential privacy are: (1) adding calibrated noise to aggre-
gate statistics before releasing them publicly (Abowd et al.
2022), and (2) privately approximating the underlying data
distribution from the raw data and generating synthetic data
from this distribution to be released publicly (Liu and Wu
2022; Çağlar Tozluoğlu et al. 2023).

Directly applying many existing DP mechanisms to cen-
sus data is not possible because of constraints arising from
its hierarchical nature and applicable administrative require-
ments. For example, the US Census divides the country
into administrative units called census blocks. These blocks
are combined to release counts at a six-level hierarchy: na-
tion, state, county, tract, block group, and block (Abowd
et al. 2022). Private statistics for the census need to be non-
negative integers and consistent at each geographical level.
For example, the sum of the populations of all cities in a
state must equal the population of the state. For applica-
tions like apportionment, counts must be invariant or match
the ground truth values at some geographical levels (Abowd
et al. 2022). This has given rise to two solutions:

Approach 1: Private statistic release. The US Census
addresses the challenges of hierarchical data with the Top-
Down algorithm, which releases aggregate statistics while
respecting hierarchical constraints (Abowd et al. 2022). The
TopDown algorithm samples noise from a geometric distri-
bution and adds it to each aggregate query result. Then, a
post-processing phase guarantees that the published counts
are non-negative integers and that the total counts at each
geographical level are equal. Fioretto, Van Hentenryck, and
Zhu (2021) propose a more efficient version of this algo-
rithm, which we use in our evaluation.

Approach 2: Private synthetic data. DP synthetic data
generation instead generates a synthetic population on which
queries can be computed. This approach trivially meets hi-
erarchical constraints because queries are computed from
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(synthetic) individuals. However, it is challenging to accu-
rately estimate the distribution of census data due to the high
dimensionality of the dataset. There are various methods for
addressing this challenge. For instance, the authors in (Liu
and Wu 2022) propose modeling the underlying distribu-
tion as a mixture of hierarchical product distributions (HPD)
across features. Their approach is motivated by the fact that
records can be nested under group-level features (such as
multiple individuals comprising one census block). In this
work, we evaluate both fixed distribution modeling (HPD-
Fixed) and generative modeling (HPD-Gen) approaches in-
troduced in (Liu and Wu 2022).

An alternative Maximum Spanning Tree (MST) approach
(McKenna, Miklau, and Sheldon 2021) builds on the Chow-
Liu algorithm (Chow and Liu 1968) to privately infer an un-
derlying probabilistic graphical model, and generates syn-
thetic data from this distribution. We compare against both
algorithms because to our knowledge, HPD (-Fixed and -
Gen) are the only private synthetic data generation algo-
rithms optimized for hierarchical data; on the other hand,
MST is a general-purpose synthetic data algorithm for tab-
ular data, but was shown to outperform other synthetic data
algorithms in a recent benchmarking study (Tao et al. 2021).

Private synthetic data offers flexibility in selecting which
queries must be answered. The TopDown algorithm, on the
other hand, requires prior knowledge of the queries. We dis-
tinguish between these two types of queries: in-distribution
and out-of-distribution. In-distribution queries refer to those
on which the synthetic dataset and TopDown algorithm were
trained, whereas out-of-distribution queries are unknown be-
forehand.

Contributions. Our contributions are threefold.

1. We provide the first empirical comparison (to our knowl-
edge) of state-of-the-art methods for tabular, hierarchi-
cal private data release. Our experiments show that the
TopDown algorithm performs significantly better than
PrivSyn (HPD-Fixed), PrivSyn (HPD-Gen), and MST
in answering in-distribution queries, regardless of query
complexity and desired privacy guarantees (though it
cannot answer out-of-distribution queries).

2. We evaluate the quality of synthetic datasets using the
metrics introduced in (Tao et al. 2021). We use this eval-
uation to study which properties of the underlying data
distribution the synthetic data algorithms learn best. We
find that MST is more effective than HPD-Gen and HPD-
Fixed in preserving the ground truth distributions of in-
dividual features, pairs of features, and correlations be-
tween features, even though HPD algorithms are trained
on in-distribution queries.

3. We present guidelines for dataset providers to select
a data release algorithm. Overall, we recommend that
providers use the TopDown algorithm for in-distribution
queries, and opt for synthetic data from the MST algo-
rithm when the queries are unknown beforehand.

2 Private Tabular Data Release
2.1 Problem Formulation
A dataset provider (e.g., country) collects information
on n individuals and wants to release aggregate statis-
tics to approved third parties. Denote the dataset as
D = {(pi, xi,1, . . . , xi,m, . . . , xi,M , ri)}ni=1 containing n
records, where each record is a tuple ∈ P × XM × R.
Here, pi ∈ P is a unique identifier for person i in the
dataset. Each person has an M -dimensional feature vector
(xi,1, . . . , xi,m, . . . , xi,M ) ∈ XM , where the mth feature
value for person i, i.e., xi,m (e.g., is employed) is sampled
from the corresponding domain Xm (e.g. employment sta-
tus). The geographical region that person i resides in is given
by ri ∈ R (e.g., county name).

Following the notation introduced in (Fioretto, Van Hen-
tenryck, and Zhu 2021), the dataset provider has a region
hierarchy defined using a tree T with L levels. The dataset
provider uses this tree to release aggregate statistics grouped
by geographical region. Each level of this tree corresponds
to a set of geographical regions that form a partition on D.
Every node of T represents a region r, and subregions of
r are denoted by r′ ≺ r. The set of children child(r) =
{r′ ∈ R|r′ ≺ r} partitions the region r in the next level of
the tree. Each node has one parent region, indicated using
par(r). The tree has one root region called rroot.

Queries. The dataset provider needs to release aggregate
statistics on D using the set of k-way marginal queries
Q = {(q1, q2, . . . , qk)}. A k-way marginal query consists
of k conditions, where each condition qk selects a particu-
lar value for the kth feature from the corresponding domain
Xk. The answer for a query counts the number of individu-
als whose features match the query predicates. Note that the
features in a k-way query do not include geographic region,
as we release the answers for all nodes of the region hierar-
chy tree for each query. We denote the set of ground truth
answers for the query set Q on the dataset D using AQ,D.

To release aggregate statistics AQ,D while protecting the
privacy of individuals persons in D with formal guarantees,
we use differential privacy (Dwork and Roth 2014). Since
differential privacy bounds the influence of any one person
in the dataset on the output, the privatized answers will not
be vulnerable to reconstruction attacks. We denote the set
of privatized answers for the query set Q on the dataset D
using ÃQ,D.

Hierarchical data constraints. As well as being differen-
tially private, we need ÃQ,D to meet the following hierar-
chical data constraints (Fioretto, Van Hentenryck, and Zhu
2021) previously satisfied by AQ,D:
1. Consistency: For each region r ∈ R and query q ∈ Q,

the answers in its subregions r′ ∈ child(r) add up to the
answer for r, i.e., ãrq,D =

∑
r′∈child(r) ã

r′

q,D.

2. Validity: All answers ãrq,D are non-negative integers.
3. Faithfulness: For each query q, the answers at each level

l of the region hierarchy tree add up to the same number,
i.e., the true answer G = ar

root

q,D for the root node, i.e.,∑
r∈Rl

ãrq,D = G.



Our goal is thus to release ÃQ,D solving the following opti-
mization problem:

min
ÃQ,D

∥ÃQ,D −AQ,D∥2

s.t. ãrq,D =
∑

r′∈child(r)

ãr
′

q,D; ∀q ∀r ãrq,D ∈ Z+;

∀q ∀l
∑
r∈Rl

ãrq,D = G

2.2 Algorithms
We consider two classes of algorithms: DP release of hierar-
chical statistics, and DP synthetic data.

Private statistic release. The TopDown algorithm is the
best-known algorithm for releasing hierarchical tabular
statistics (Abowd et al. 2022). It consists of two steps. First,
random noise is added to the ground truth aggregate statis-
tics AQ,D to create ÂQ,D. This noise is sampled from a
double-geometric distribution with a parameter of 2L

ϵ , where
L is the number of levels in the region hierarchy tree. Next,
ÂQ,D is post-processed using an optimization routine to
satisfy the hierarchical data constraints. Note that to run
the TopDown algorithm, we need to know the full set of
queries ahead of time, and it is not possible to submit out-of-
distribution queries post-release. In our experiments, we use
the optimized version of Fioretto, Van Hentenryck, and Zhu
(2021), which provides state-of-the-art utility for this class
of methods. The TopDown algorithm satisfies ϵ-differential
privacy.

Private synthetic data. When generating private syn-
thetic data, answers to the query set Q are computed on
a synthetic dataset D′ instead of adding noise to answers
computed using the actual dataset D. This means that we
release AQ,D′ instead of ÃQ,D, and the hierarchical data
constraints are already met. We consider two synthetic data
algorithms in this work: Hierarchical Product Distributions
(HPD) (Liu and Wu 2022) and Maximum Spanning Tree
(MST) (McKenna, Miklau, and Sheldon 2021).

Hierarchical Product Distributions (HPD): To our knowl-
edge, HPD is the only private synthetic data method that
is explicitly designed to model hierarchical data distribu-
tions. Since census data consists of features with large do-
main sizes, Liu and Wu (2022) propose modeling the un-
derlying data distribution as a mixture of hierarchical prod-
uct distributions (HPD) over group-level (e.g., county) and
individual-level features (e.g., age). The iterative Adaptive
Measurements framework is then used to solve for D′.
HPDs make solving for D′ more tractable.

A learned HPD is utilized in the following manner. Firstly,
a group-level feature m and the number of individuals
nm in that group are randomly sampled. Subsequently, the
individual-level features for people in this group are sam-
pled nm times. The authors consider two variants based on
how the HPD is parameterized: HPD-Fixed and HPD-Gen
(Liu and Wu 2022). HPD-Fixed defines a fixed distribu-
tion whose parameters are the exact probability vectors in

the product distributions. HPD-Gen uses a generative neural
network that learns from the original data and creates sam-
ples from random Gaussian noise according to the learned
distribution.

In each round of the Adaptive Measurements framework,
the following three steps are performed. First, a query q that
has high error is sampled privately from Q using the expo-
nential mechanism. Next, the answer to q is privately com-
puted on D using the Gaussian mechanism. Finally, an opti-
mization problem solves a loss function that minimizes the
error of D′ on all queries, including the current round. It is
worth noting that HPD-Fixed and HPD-Gen satisfy (ϵ, δ)-
differential privacy.

Maximum Spanning Tree (MST): Although the MST syn-
thetic data algorithm is not designed for hierarchical data
distributions, it is the state-of-the-art tabular synthetic data
algorithm, achieving the best results in the recent work of
Tao et al. (2021) on benchmarking private synthetic data al-
gorithms, where it outperformed a host of other synthetic
data algorithms (Aydore et al. 2021; Chanyaswad, Liu, and
Mittal 2017; Ge et al. 2020; gretelai 2023; Jordon, Yoon,
and Van Der Schaar 2018; McKenna, Sheldon, and Miklau
2019; Rosenblatt et al. 2020; Vietri et al. 2020; Xie et al.
2018; Zhang et al. 2017). Instead of using Q, the MST algo-
rithm selects a query set Q′ from all possible 2−, . . . , k-
way queries. Q′ is constructed by selecting features that
form a maximum spanning tree of a correlation graph, where
the nodes correspond to features and edges correspond to
the mutual information between two features (McKenna,
Miklau, and Sheldon 2021). Since the correlation graph is
based on the actual dataset D, the exponential mechanism
is used to select features. This selection process consumes
part of the privacy budget. The queries in Q′ are privately
measured using the Gaussian mechanism. The Private-PGM
post-processing method uses these measurements to learn a
high-dimensional data distribution (McKenna, Sheldon, and
Miklau 2019), which is used to generate synthetic data. Like
HPD-Fixed and HPD-Gen, MST satisfies (ϵ, δ)-differential
privacy.

3 Experiments
Datasets. We ran our evaluation on two demographic
datasets, one at the regional level (New York state) and the
other at the national level (the US at large). The Ameri-
can Community Survey (ACS) dataset contains information
about the United States’ changing population, housing, and
workforce. For the first dataset (ACS NY 2019, abbreviated
NY19), we modify the data as suggested in (Liu and Wu
2022) by selecting households of size ten or smaller from
the state of New York in 2019 and discretizing all 21 fea-
tures. ACS NY 2019 contains records of n = 197512 in-
dividuals, and the regional hierarchy tree has two levels -
county and state - with COUNTYFIP encoding an individ-
ual’s county. For the second dataset (ACS Public Coverage
2021, abbreviated US21), we follow the filtering procedure
in (Ding et al. 2021), select up to 10,000 records from each
state in the US, and discretize all 14 features. ACS Public
Coverage 2021 contains records of n = 212900 individu-
als, and the regional hierarchy tree has two levels - state and



(a) In- vs. out-of-distribution accuracy (NY19). (b) In- vs. out-of-distribution accuracy (US21).

Figure 1: Accuracy of algorithms on in-distribution and out-of-distribution three-way marginal queries on ACS NY 2019 (left)
and ACS Public Coverage 2021 (right). Accuracy describes the fraction of queries whose answers match ground truth. Both
HPD methods are trained on queries used in the evaluation, whereas MST does not use prior knowledge of these queries. The
size of the markers increases with ϵ ∈ {0.125, 0.25, 0.5, 1, 2, 3}. All metrics are averaged over 20 runs.

country - with ST encoding an individual’s state. Although
we were able to find some publicly-available real datasets
from non-US contexts (United States Census Bureau 2017;
Eurostat 2023; Census of India 2023; Singapore Department
of Statistics 2023), they are all pre-aggregated, and hence
cannot be used to run our experiments.

Implementation details. For the TopDown algorithm, we
used an implementation provided by Fioretto, Van Henten-
ryck, and Zhu (2021). Our only modifications to the code
were to adapt it to use the ACS datasets and the same in-
distribution queries for generating the synthetic datasets. For
HPD-Fixed and HPD-Gen, we used an implementation pro-
vided by Liu and Wu (2022). We used the default hyperpa-
rameters; HPD-Fixed uses a learning rate of 0.1. HPD-Gen
uses a learning rate of 0.0001 and has 512 hidden layers in its
generative neural network. Both HPD-Fixed and HPD-Gen
are run for 100 iterations. We used a fixed δ = 1/n2 for both
variants. For MST, we used the implementation (McKenna
2023) released by McKenna, Sheldon, and Miklau (2019)
and set δ = 1/n2.

Query complexity and privacy. We assess how well pri-
vate tabular data release methods perform for queries with
complexity k ∈ {1, 2, 3}. In particular, we use 137 one-
way, 1295 two-way, and 3196 three-way marginal queries,
selected uniformly at random for ACS NY 2019 (we gen-
erate similar number of queries for ACS Public Coverage
2021). To generate synthetic datasets, we train the PrivSyn
algorithms on the exact marginal queries used in the evalu-
ation. These queries are called in-distribution queries. The
MST algorithm does not use prior knowledge of queries
during training. We also select out-of-distribution queries
for evaluation, and evaluate all three baselines on both in-
and out-of-distribution queries (though this distinction is not

meaningful for MST). We repeat the evaluation for various
ϵ ∈ {0.125, 0.25, 0.5, 1, 2, 3}.

3.1 Metrics
Comparing private statistics to synthetic data. For each
query, we compute the answers for all nodes in the regional
hierarchy tree (i.e., all counties, the state total). Since the
queries are all numeric, we plot the distribution of absolute
errors with respect to the ground truth dataset for each al-
gorithm, i.e., ∀q ∈ Q, we plot |ãq,D − aq,D| for the Top-
Down algorithm and |aq,D′ − aq,D| for the private syn-
thetic datasets. To compare errors of two algorithms, we
plot the distribution of the difference between their abso-
lute errors for various k and ϵ, i.e., ∀q ∈ Q, we plot
|ãq,D−aq,D′ |. Since the TopDown algorithm cannot answer
out-of-distribution queries, we only compare absolute errors
for in-distribution queries. We also calculate the accuracy
of each algorithm as the fraction of queries it answers cor-
rectly, i.e., the algorithm’s answer matches the ground truth
dataset’s answer. On out-of-distribution queries, we consider
TopDown to have 0 accuracy.

Evaluating synthetic data quality. We compare the syn-
thetic datasets produced by the HPD-Fixed, HPD-Gen, and
MST algorithms using the metrics introduced in (Tao et al.
2021). In particular, we compute Individual Attribute Distri-
bution Similarity (Ind), Pairwise Attribute Distribution Sim-
ilarity (Pair), and Pairwise Correlation Similarity (Corr)
at different values of ϵ ∈ {0.125, 0.25, 0.5, 1, 2, 3}. Ind is
the average total variation distance (TVD) of all one-way
marginal distributions (i.e., M features) with respect to the
ground truth dataset. Similarly, Pair is the average TVD of
all pairs of two-way marginal distributions. Corr measures
how many pairs of features have the same correlation level
among the synthetic and ground truth datasets. We compute



(a) Average absolute error, in-distribution (NY19). (b) Average absolute error, in-distribution (US21).

Figure 2: Average absolute error of algorithms on in-distribution three-way marginal queries on ACS NY 2019 (left) and
ACS Public Coverage 2021 (right). Absolute error between the answers returned by the algorithm and those on the ground truth
dataset are averaged over 20 runs over all in-distribution queries since the TopDown algorithm cannot answer out-of-distribution
queries. Both HPD methods are trained on queries used in the evaluation, whereas MST does not use prior knowledge of these
queries.

the Cramer’s V between each pair of features and bucket it
into four levels as suggested in (Tao et al. 2021): V ∈ [0, .1)
= “low”, [.1, .3) is “weak”, [.3, .5) is “middle” and [.5, 1) is
“strong”.

3.2 Results
The performance of the two approaches on in-distribution
and out-of-distribution three-way marginal queries is de-
picted in Figures 1 and 2. Figure 1 shows the trade-
off between in-distribution and out-of-distribution accuracy
for both datasets. Since TopDown cannot answer out-of-
distribution queries, we consider it to have 0 accuracy on
these queries. As expected, synthetic data does much better
on out-of-distribution queries, whereas TopDown does much
better on in-distribution queries. However, the scale of dif-
ference on in-distribution queries is notable. At ϵ = 0.125,
both TopDown and MST achieve similar in-distribution ac-
curacy. However, at a more realistic privacy budget of ϵ = 3,
the TopDown algorithm has an accuracy of 0.92 compared to
0.49 for the best performing synthetic data algorithm (MST)
– a difference of 1.9× at the same ϵ.

For a more nuanced look, Figure 2 shows the effect of ϵ
on in-distribution average absolute error (the Top-Down al-
gorithm cannot compute out-of-distribution queries). As ex-
pected, the TopDown algorithm’s absolute error decreases as
ϵ increases (reduced privacy). It also outperforms all private
synthetic datasets on in-distribution queries at all ϵ values by
a significant margin (at least 4×). Figure 3 further shows the
full absolute error CDF at fixed values of ϵ.

Note in Figure 2 that for private synthetic datasets, the
average error does not always decrease as ϵ increases. One
possible explanation for this is given by Alvim et al. (2023).

Private synthetic datasets use “geometric perturbers”, e.g.,
the Gaussian mechanism, to introduce noise. Alvim et al.
(2023) show that such perturbers can be unstable with re-
spect to utility (e.g., average absolute error) computed over
“post-processors”—that is, the set of marginal queries used
in our evaluation. An unstable method does not preserve the
increase in ϵ-decrease in utility trend after post-processing.
We hypothesize that their observations may help explain the
non-monotonicity in Figure 2.

Another detail to note in our results is the following: as
described in §2.2, the optimized version of the TopDown
algorithm we evaluate (Fioretto, Van Hentenryck, and Zhu
2021) satisfies ϵ-differential privacy, whereas HPD-Fixed,
HPD-Gen, and MST satisfy (ϵ, δ)-differential privacy. Un-
like the optimized version, the original TopDown algorithm
(Abowd et al. 2022) satisfies zero-concentrated differential
privacy (zCDP) (Bun and Steinke 2016) and uses a discrete
Gaussian mechanism to introduce noise. We might observe a
larger gap in utility between TopDown and private synthetic
data if we modify the optimized TopDown algorithm to use
the discrete Gaussian mechanism instead of the Geometric
mechanism. Furthermore, using zCDP would allow us to
translate TopDown’s privacy guarantee to (ϵ, δ)-differential
privacy, giving us a better comparison with the private syn-
thetic data algorithms. We benchmarked only existing meth-
ods in our study, and did not do this comparison; however,
extending the TopDown algorithm to use zCDP and evaluate
its performance would be an interesting direction for future
work.

We next study the effect of query complexity on perfor-
mance. In Figure 4, we show the CDF of the difference be-
tween the absolute errors of TopDown and MST for k ∈



(a) ϵ = 0.125 (b) ϵ = 0.5 (c) ϵ = 2.0

Figure 3: Absolute error CDFs for TopDown, HPD-Fixed, HPD-Gen, and MST for in-distribution three-way marginal queries
(k = 3) on ACS NY 2019. As ϵ increases (reduced privacy, higher accuracy), the error distributions of TopDown skew towards
0.

{1, 2, 3} marginal in-distribution queries. The TopDown al-
gorithm performs better than MST for all queries. However,
as the query complexity increases, the performance of the
private synthetic dataset improves and becomes compara-
ble to the TopDown algorithm. These results suggest that
synthetic data may be a good option when mostly complex
marginal queries (i.e., k ≥ 3) need to be made.

Synthetic data detailed comparison. Finally, in Figure 5,
we assess the three synthetic datasets’ ability to approximate
the actual data distribution at different ϵ values for ACS Pub-
lic Coverage 2021 (we observed similar trends for ACS NY
2019). We used metrics drawn from the benchmarking work
of Tao et al. (2021). As defined in §3.1, the Ind and Pair
metrics measure the Total Variation Distance between the
distributions of individual features and pairs of features, re-
spectively (lower is better). Corr measures how many pairs
of features have the same correlation level (Cramer’s V) for
pairs of features, between the ground truth and synthetic
dataset. MST better preserves the individual feature distri-
butions, as well as distributions between pairs of features
and the correlation between them. This is likely because
MST selects better queries to learn the underlying data dis-
tribution (McKenna, Miklau, and Sheldon 2021), whereas
HPD-Fixed and HPD-Gen use the queries we randomly gen-
erated for the evaluation. Understanding exactly why MST
performs better than the HPD methods is a question left for
future work.

4 Discussion
Our results suggest that if queries are known ahead of time,
the TopDown algorithm is (for now) the clear winner, for
all query complexities. However, private synthetic data gen-
eration algorithms should be used when dataset providers
want to release answers to queries that are not known be-
forehand, or if the data needs to be shared in its original for-
mat. Our results suggest several important research direc-
tions, including methods for improving DP synthetic data
algorithms over hierarchical datasets, and dynamically up-
dating the TopDown method when the queries are unknown
a priori. Moreover, it is currently unclear how to use either

method in a dynamic setting, i.e., when data users want to
make repeated queries that adapt to the population changing
over time. We believe these pose interesting and important
challenges for the DP and synthetic data research communi-
ties.
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