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1 Introduction

Several Standard model (SM) and beyond the Standard model (BSM) processes produce final states with
two or more collimated particle jets that are reconstructed as a single, merged jet in the detector. Once
considered a challenging object, the excellent spatial resolution of modern trackers and calorimeters makes
it possible to partially resolve different particle jets merged into a single reconstructed jet [1]. Resolving
individual particle jets relies on substructure patterns formed when the jets are clustered together in a
single reconstructed jet. In order to properly identify the substructure of merged jets, it is important to have
information about all particles from the constituent particle jets.

Substructure identification algorithms are usually applied to jets clustered with large radius ' parameters
(large-'), and several algorithms have been developed by the ATLAS collaboration for ' = 1.0 jets [2].
Large-radius jets are used to capture the constituents of several particle jets, but can also include significant
contributions from long-range phenomena or from simultaneous inelastic proton–proton interactions
(pileup). These additional contributions have typically low transverse momentum (?T), but when integrated
over a large jet area, they can have a non-negligible contribution to the jet energy scale. Several dedicated
techniques have been developed to address these challenges [3], relying on the expected behavior of QCD
showers to trim off regions of the jet with a small relative contribution to the jet ?T. The trimming of low
?T particles works better if the particles associated to the particle-jets are, themselves, of relatively large
?T. Thus, large-' reconstructed jets are only defined and calibrated for ?T > 200GeV, rendering most
substructure techniques inaccessible to analyses with final states with low-?T, merged jets. A particularly
interesting case for the identification of merged reconstructed jets is when at least one of the particle jets
comes from the hadronization of a heavy-flavored quark. In this case, the traditional identification of
long-lived 1- and 2-hadrons can be used together with substructure techniques to resolve merged jets. This
idea has been explored in algorithms for flavor tagging of reconstructed jets with multiple particle jets, like
in the recent neural-network-based - → 11̄ tagger [4].

The first half of this note describes the development of a new algorithm that identifies merged heavy-
flavored particle jets inside a single reconstructed jets at low ?T < 200GeV. Instead of relying on large-'
calorimeter jets, the algorithm uses standard particle-flow jets [5] and an associated large-' track jet that
can be well-defined at low ?T values. The new algorithm is called DeXTer (Deep set X→ 11̄ Tagger).
DeXTer uses information from reconstructed tracks and vertices in a Deep Set [6] Neural Network (NN)
to identify merged heavy-flavored jets. The development of DeXTer is motivated by several BSM physics
searches where the ?T of a 11̄ pair is constrained by the mass of an intermediate resonance. Examples of
such a BSM scenario are exotic Higgs boson decays to a pair of new low-mass particles that subsequently
decay to one or more 11̄ pairs [7]. This decay chain is present in models with an additional scalar � → BB

or pseudoscalar � → 00, as well as in models with Higgs boson decays to dark photons � → WDWD [8]. In
some BSM models, new low-mass scalars and pseudoscalars can be produced in association with top-quark
pairs [9]. In the SM, the production of low-?T 11̄ pairs occurs mostly in gluon splitting 6 → 11̄ processes.
When produced in association with a top-quark pair, this process is an important background for CC̄�
measurements. DeXTer may be used to improve background rejection in CC̄� analyses and help improve
the direct measurement of the top-quark Yukawa coupling. The second half of the note describes the
measurement of the DeXTer efficiency using data from Run 2 of the LHC. The efficiency is measured in
CC̄ and / + jets events, which provide large samples of merged and non-merged heavy-flavored jets.
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2 ATLAS detector

The ATLAS experiment [10] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle1. It consists of an inner tracking
detector (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field,
electromagnetic and hadron calorimeters, and a muon spectrometer (MS) in a toroid magnet.

The ID is comprised of silicon pixel detector which covers the vertex region and typically provides four
measurements per track. The innermost layer, known as the Insertable B-Layer (IBL), was added in
2014 and provides hits at small radius to improve the tracking performance. The silicon pixel detector
is surrounded by a silicon microstrip tracker (SCT) that typically provides eight measurements. These
silicon detectors are complemented by a transition radiation tracker (TRT), which enables radially extended
track reconstruction up to the pseudorapidity |[ | = 2.0. The TRT also provides electron identification
information based on the fraction of hits above a higher energy-deposit threshold corresponding to transition
radiation. The ID is immersed in a 2T axial magnetic field and provides charged-particle tracking in the
pseudorapidity range |[ | < 2.5.

Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The MS surrounds the calorimeters and is based on three
large superconducting air-core toroidal magnets with eight coils each. The field integral of the toroids
ranges between 2.0 and 6.0 Tm across most of the detector. The muon spectrometer includes a system of
precision tracking chambers and fast detectors for triggering. A two-level trigger system is used to select
events. The first-level trigger is implemented in hardware and uses a subset of the detector information
to accept events at a rate below 100 kHz. This is followed by a software-based trigger that reduces the
accepted event rate to 1 kHz on average depending on the data-taking conditions. An extensive software
suite [11] is used in the reconstruction and analysis of real and simulated data, in detector operations, and
in the trigger and data acquisition systems of the experiment.

3 Object Reconstruction

Tracks are reconstructed in the ATLAS ID from clusters of energy deposits in the pixel and SCT detectors.
Especially in dense environments inside jets, these clusters can be shared by several tracks [12]. Seeds
are formed from triplets of clusters using a loose compatibility criterion to ensure high reconstruction
efficiency. A Kalman filter is used to build tracks by extending seeds to additional clusters compatible
with a track trajectory in the magnetic field and multiple scattering in the detector material [13]. Tracks
are used to reconstruct vertices based on a pattern recognition algorithm and an adaptive vertex fitter
with annealing [14]. The DeXTer algorithm uses tracks that satisfy a loose selection criteria, defined as
?T > 0.5GeV, |30 | < 3.5mm, and |I0 sin \ | < 5mm.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points upwards.
Cylindrical coordinates (A, q) are used in the transverse plane. The pseudorapidity is defined in terms of the polar angle \ as
[ = − ln tan(\/2). Angular distance is measured in units of Δ' ≡

√
(Δ[)2 + (Δq)2.
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DeXTer uses standard ATLAS particle-flow (PFlow) jets reconstructed using the anti-:C algorithm with
radius parameter ' = 0.4 [15]. The inputs to the clustering algorithm are determined with a PFlow
algorithm that matches well-measured tracks to calorimeter topological clusters. Tracks consistent with
the primary vertex of the event but not associated to reconstructed muons, and topological clusters not
matched to tracks are clustered into jets.

The uncalibrated four-momentum of a jet is estimated as the sum of the four-momenta of the constituent
tracks and topological clusters. The jet energy is corrected for pileup effects and simulations are used to
calibrate the average jet energy response to the particle-jet level. Then, a global sequential correction
method is used to improve the jet energy resolution by correcting the jet energy scale as a function of the
tracks and topological cluster shapes without changing the average scale [16]. These set of corrections are
important to account for variations coming from the flavor of the jet and the specific hadron composition
coming from jet fragmentation. Finally, a residual in situ calibration is applied to data to correct the
residual difference between data and MC simulations [17].

3.1 Track-jet Reconstruction

The radius parameter ' = 0.4 provides good containment for particles created in the fragmentation of
a jet originating from the hadronization of a single parton. In order to capture the particles from the
fragmentation or decay of heavy-flavored hadrons from multiple partons which may escape the ' = 0.4
jet, DeXTer associates an extended collection of tracks to a reconstructed jet by clustering all PFlow
jets and ID tracks matched to the jets using the ghost-association method [18]. This method treats the
tracks as four-vectors of infinitesimal magnitude during the jet reconstruction and assigns them to the
jet with which it is clustered using an anti-:C algorithm with radius parameter ' = 0.8. This process is
called reclustering [19] and, here, its purpose is two-fold. First, it creates large-' track-jets around each
PFlow reconstructed jet. Second, it creates a technical definition of jet isolation. An isolated jet is defined
here as a reclustered jet with a single PFlow jet constituent. The radius parameter ' = 0.8 is chosen as a
compromise between capturing most of the tracks from heavy-flavored hadron decays and not including
unnecessary uncorrelated tracks that cannot be removed with trimming procedures at this momentum range.
The same radius parameter has been used successfully in a previous version of this work [20]. The ' = 0.8
track jets are used as basic input to the DeXTer algorithm.

3.2 Multiple Secondary Vertex Reconstruction

Secondary vertices (SV) in jets have been explored by many flavor tagging algorithms in ATLAS [21, 22].
These algorithms either reconstruct the cascade decay of detached 1-hadron vertex and subsequent decay
vertex to 2-hadron, or only try to find the displaced vertex of a 1-hadron.

To explore the multiple heavy-flavor decays with DeXTer, an algorithm to reconstruct multiple decay
vertices was developed by combining two existing algorithms: the track-cluster-based low-?T vertex tagger
(TC-LVT) [23], and the multiple secondary vertex finder algorithm (MSVF) [24].

The TC-LVT algorithm has been developed for soft 1-hadron tagging and optimized to reconstruct low-?T
1-hadron decays. This work uses the clustering algorithm from TC-LVT to identify the collection of
tracks that may have at least one displaced secondary vertex. The MSVF algorithm is used to identify
multiple SVs in the track cluster. The algorithm builds all two-track proto-vertices consistent with displaced
tracks that are not compatible with a hadronic material interaction, a photon conversion, or the decay
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of a long-lived light-flavored hadrons. All displaced tracks reconstructed in the ID are used to built
proto-vertices. Proto-vertices define relations between tracks. A single track can be part of more than one
proto-vertex, and therefore be related to more than one other track. Each set of tracks that are mutually
connected to each other form a secondary vertex. After secondary vertices are formed, tracks with small
compatibility with the vertex are removed and the ambiguity caused by distant vertices sharing common
tracks are resolved. Nearby vertices are also merged by the MSVF algorithm. Finally, reconstructed SVs
are required to be Δ'-matched to a reclustered ' = 0.8 track-jet.

3.3 Track Subjet Reconstruction

One of the main goals of substructure methods is to identify the flight axis of the several particle jets that
are merged in a single reconstructed jet. Several algorithms have been developed for that purpose [25] with
different performance and algorithmic complexity. A good compromise is obtained with the exclusive-:C
clustering of the jet constituents [26]. The exclusive-:C algorithm is a sequential clustering algorithm
that compares the relative :C -distance min(?T,8 , ?T, 9) × Δ'8 9 between pairs of components (8, 9) and the
so-called beam distance ?T,8 . If the smallest value in the set is the beam distance, the component is removed.
On the other hand, if the smallest value is the :C -distance, then components 8 and 9 are clustered together in
a pseudo-jet. The algorithm then iterates over the merged pseudo-jet and stops when a well-defined number
of pseudo-jets remain, which are the subjets used to estimate the flight direction of the two particle-jets
merged together.

DeXTer uses as inputs the direction of the subjets formed using the exclusive-:C algorithm on the tracks
from the reclustered ' = 0.8 track jet, stopping when two pseudo-jets are left. In this note, this particular
instance of the algorithm is referred to as Ex: (2)C .

3.4 Jet Selection

DeXTer is optimized for isolated jets obtained when reclustering calibrated PFlow jets with ?T > 20GeV
and |[ | < 2.5. The associated ' = 0.8 track jet is required to satisfy |[ | < 2.0 to account for the extended
radius and the acceptance of the ID. Furthermore, each Ex: (2)C subjet is required to satisfy ?T > 5GeV
where the track-subjet ?T is estimated from the sum of the tracks’ four-momenta.

3.5 Leptons

Electron candidates are reconstructed from energy deposits (clusters) in the electromagnetic calorimeter
associated to reconstructed tracks in the ID. Muon candidates are reconstructed from track segments in the
various layers of the MS, and matched with tracks from the ID.

Leptons are required to satisfy ?T > 10GeV and |[ | < 2.5. For electrons, the regions 1.37 < |[ | < 1.52
and |[ | > 2.47 are excluded. Electrons are required to satisfy a tight quality requirement based on a
likelihood calculated with shower shapes [27]. Muons are required to satisfy a medium quality requirements
based on the number of hits on the MS and ID, as well as on the quality of the combined fitted track [28].

Selected leptons must satisfy a isolation requirement based on a multivariate algorithm that takes into
account particles in the vicinity of leptons candidates as well as information about displaced tracks [29].
Electrons (muons) are further required to have |I0 sin \ | < 0.5 mm and |30/f(30) | < 5(3).
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To reduce the background from muons from heavy-flavor decays inside jets, muons are required to be
separated by Δ' > 0.4 from the nearest jet. If a muon with ?T > 4GeV is within Δ' < 0.4 of a jet, it is
called a soft-muon if the jet has at least three associated tracks. If a jet has less than three tracks and a
nearby muon, the jet is removed. Soft-muons are not used to identify events, but they are used to aid jet
classification in data events.

4 Jet Truth Labeling and Simulation

Events from Monte Carlo (MC) simulation are used to develop and optimize the DeXTer algorithm.
Different samples are used to select reconstructed jets with either zero, one or two heavy-flavor particle jets
merged together. The true flavor of reconstructed jets is determined by the number of 1- and 2-hadrons
with ?T > 5GeV ghost-associated [30] to the large-' track-jet. 1-hadrons (2-hadrons) in the decay chain
of another 1-hadron (2-hadron, respectively) are not ghost-associated to avoid double-counting. Jets are
categorized as a �-labeled jet if at least two 1-hadrons are ghost-associated to the jet. If exactly one
1-hadron and no 2-hadron are ghost-associated to the jet, it is categorized as a 1-labeled jet. Jets with no
ghost-associated 1-hadron, but at least one ghost-associated 2-hadron, are categorized as 2-labeled jets. If
no 1- or 2-hadron is ghost-associated, the reconstructed jet is categorized as a light-labeled jet. Only jets
with �-, 1-, and light-labeled are used in the training.

Multiple MC samples are used to obtain jets with different labels spanning a kinematic range. �-labeled jets
are obtained from a suite of processes including +� with � → 00 → (11̄) (11̄) and CC̄0 with 0 → (11̄)
with different values of the mass of the resonance (<0). The +� samples are simulated at next-to-leading
order (NLO) in perturbation theory with the Powheg �+� [31] process where the MINLO method
is used to merge the 0- and 1-jet contributions. The gluon-initiated loop-induced /� process is also
generated with Powheg, but at leading order (LO) in perturbation theory and without additional jets at
matrix-element (ME) level. For both of these samples, the ME are interfaced with the parton distribution
function (PDF) set NNPDF3 [32] and with Pythia8.186 [33] for showering, hadronization, and description
of underlying events. The CC̄0 events are simulated with MadGraph5_aMC@NLO 2.8.1 [34] at NLO
in QCD perturbation theory. The PDF set NNPDF2.3 [35] at LO is used and are also interfaced with
Pythia8.

A / + jets sample is used as source of �-labeled jets from 6 → 11̄, which are similar to those coming
from 0 → 11̄ but originating from a off-shell, color-octet, state. It is simulated with the Sherpa 2.2.1 [36]
generator using NLO ME for up to two partons, and LO ME for up to four partons calculated with the
Comix [37] and OpenLoops [38–40] libraries. They are matched with the Sherpa parton shower [41]
using the MEPS@NLO prescription [42–45] with the set of tuned parameters developed by the Sherpa
authors. The NNPDF3.0 NNLO set of PDFs [32] is used and the samples are normalized to a next-to-next-
to-leading-order (NNLO) prediction of the total cross-section.

Finally, a sample of top-quark pair (CC̄) events is used to select 1-, 2-, and light-labeled jets. The production
of CC̄ events is modelled using the PowhegBox [46] v2 generator at NLO in QCD perturbation theory
in the five flavor scheme. The ℎdamp parameter is set to 1.5× <top [47], and the functional form of the
renormalization and factorization scale is set to

√
<2

top + ?2
T. Events are interfaced to Pythia 8.186 [33]

for the modelling of the parton shower, hadronization, and underlying events.

While developing and optimizing the DeXTer algorithm, samples of �-labeled and b-labeled jets obtained
from the simulations described above are reweighted to the same ?T and [ spectra of the light-labeled jets in
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order to not use the different kinematics for flavor tagging. When performing the efficiency measurements
in data, the simulated event samples are used to model SM processes and the expected flavor distribution of
selected jets.

Additional samples are used to assess modeling uncertainties. An alternative CC̄ sample is simulated with
the same configuration as the nominal one, but uses Herwig7 for shower and hadronization. The alternative
/ + jets sample is simulated with MadGraph5_aMC@NLO 2.2.2 [34], using LO-accurate ME with up to
four final-state partons. The ME calculation employed the NNPDF3.0nlo set of PDFs [32]. Events were
interfaced to Pythia 8.186 [33] for the modelling of the parton shower, hadronization, and underlying
events. The overlap between ME and parton shower emissions was removed using the CKKW-L merging
procedure [48, 49]. The A14 tune [50] of Pythia 8 was used with the NNPDF2.3 PDF set [35]. The
decays of bottom and charm hadrons were performed with EvtGen 1.2.0 [51].

Single-top t- and s-channel and C, production is modelled using the PowhegBox v2 [52–54] generator
which provides ME at NLO in the strong coupling constant Us. For t-channel production, events are
generated in the four flavor scheme with the NNPDF3.0 PDF set. For s-channel and C, production, events
are generated in the five flavor scheme with the NNPDF3.0 PDF set. For C, production, the diagram
removal scheme [55] was employed to handle the interference with CC̄ production [47]. Several rare
processes were also considered but have negligible impact on the measurement, including CC̄+ , CC̄�, CC̄CC̄,
,+ jets and ++ processes.

All simulated samples are processed using a Geant4 description of the ATLAS detector. The effect of
pileup is modelled by overlaying the simulated hard-scattering event with inelastic proton–proton (??)
events generated with Pythia 8.186 [33] using the NNPDF2.3lo set of PDF [35] and the A3 tune [56].

5 DeXTer Algorithm

DeXTer is inspired by recent developments using the Deep Sets architecture to develop a permutation-
invariant neural network (NN) for flavor tagging in ATLAS. The set-based impact-parameter 1-tagging
algorithm (DIPS) [57] uses track information as input for jet flavor tagging. This approach minimizes
the empirical ordering typically introduced in the prior algorithm on tracks associated to jets. The same
architecture has also been used for energy-flow and particle-flow event classification [58, 59].

The DeXTer algorithm extends this architecture to incorporate extra information from reconstructed
secondary vertices and kinematical variables from the PFlow jet. The architecture comprises two separate
feed-forward NNs which serve as the feature extractor for the tracks in the ' = 0.8 track jet and for the
SVs. An additional global feed-forward NN combines the output of the feature-extraction NNs with the
jet kinematics to learn correlations between them. The calibrated energy-momentum of the single PFlow
jet in the isolated jet is used as estimate of the jet kinematics for the NN. A final layer with a softmax2
activation function [60] is used to predict the probability for each flavor label. Figure 1 summarizes the
structure of the complete algorithm.

The feature-extraction NNs contain 2 hidden layers with 100 neurons and an output layer with 128 features.
The 256 features are used as input to the global NN which has 3 hidden layers. All NNs use the ELU
activation function [61]. The global NN also receives the PFlow jet ?T and [ as inputs.

2 The softmax function is defined as f : R= → R=, f(z)8 = 4I8/
∑=
9=1 4

I 9 for 8 = 1, ..., = element of input vector z
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Figure 1: Architecture of the DeXTer algorithm. Two sets of feature-extracting NN are used for track and SV
observables. A final global NN with a softmax output layer is used to interpret each output as a probability for each
flavor.

5.1 Track Neural Network

The tracks clustered in the ' = 0.8 track-jet are ordered in decreasing value of transverse impact parameter
significance (30 [62]. Properties of the 25 first tracks are used as input to the DeXTer algorithm. The
track NN algorithm input variables are presented in Table 1. Variables that depend on both the track and
the reconstructed jet, namely Δ[(track, jet) and Δq(track, jet), are calculated with respect to the axis of the
Ex: (2)C track-subjet, since it is a better estimate of the original 1-hadron flight direction than the PFlow jet.
The sign of the impact parameter significance is not altered because the PFlow jet axis still represents the
best estimate for reconstructed jets that do not come from merged particle jets.

5.2 Secondary Vertex Neural Network

The reconstructed secondary vertices matched to the ' = 0.8 track-jet are ordered in decreasing value of
the transverse decay length significance (!GH

and the properties of the 12 first vertices are used as input
to the secondary vertex NN. The properties used are listed in Table 1. The definition of the variables is
identical to the one used in other SV-based 1-taggers [22], with the only differences being the choice of the
Ex: (2)C jet axes as the reference for Δ[(track, jet) and Δq(track, jet). Decay lengths are always calculated
with respect to the event PV:

!GH = | ( ®?SV − ®?PV) × Î | !I = | ( ®?SV − ®?PV) · Î |.

The decay length significance values are calculated taking into account the covariance matrices of both
primary and secondary vertices:

(!GH
= (?SV − ?PV)8 [%−1

GH (�SV + �PV)−1%GH]8 9 (?SV − ?PV) 9 ,
(!I = (?SV − ?PV)8 [%−1

I (�SV + �PV)−1%I]8 9 (?SV − ?PV) 9 .

where %GH and %I are projectors onto the transverse plane and longitudinal direction, respectively.

Even though an ordering is imposed to select the maximum number of input tracks and secondary vertices,
the NN itself is permutation invariant.
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Feature Description
Jet

?T Jet transverse momentum
[ Jet pseudorapidity

Track

log ?fracT (track, PFlow jet) log ?trackT /?PFlow jet
T

of the ?T fraction between track and PFlow jet ?T
Δ[ (track, Ex: (2)C track jet) Pseudorapidity difference between track and Ex: (2)C jet
Δq (track, Ex: (2)C track jet) Angular difference between between track and Ex: (2)C jet
30 Transverse impact parameter
I0 sin \ Longitudinal impact parameter
(30 30/f0 : transverse IP significance
(I0 sin \ I0 sin \/fI0 sin \ : longitudinal IP significance
PIX1 hits Number of hits in the first pixel layer
IBL hits Number of hits in the IBL
Shared IBL Hits Number of shared hits in the IBL
Split IBL Hits Number of split hits in the IBL
Shared pixel hits Number of shared hits in the pixel layers
Split pixel hits Number of split hits in the pixel layers
Shared SCT hits Number of shared hits in the SCT
nPixHits Number of hits in the pixel layers
nSCTHits Number of hits in the SCT layers

Secondary Vertex
log(<) Track mass of the secondary vertex

log ?fracT (vertex, PFlow jet) log ?SVT /?
PFlow jet
T

of the ?T fraction between the secondary vertex and PFlow ?T jet
Δ[ (vertex, Ex: (2)C track jet) Pseudorapidity difference between the secondary vertex and the Ex: (2)C jet
Δq (vertex, Ex: (2)C track jet) Angular difference between between the secondary vertex and the Ex: (2)C jet
!GH Transverse decay length relative to primary vertex
!I Longitudinal decay length relative to primary vertex
(!GH

Transverse decay length significance
(!I Longitudinal decay length significance

Table 1: List of features used as input for the DeXTer algorithm. In the table, Ex: (2)C jet refers to track subjets
reconstructed as described in Section 3.3.
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5.3 Color Charge Adversarial Neural Network

The algorithm obtained with the NN depicted in Figure 1 would exhibit significant differences in the
response for color singlet and octet 11̄ states. The difference stems from the larger track multiplicity
observed in the shower from octet states and from the track distribution from the color interaction between
two octet states [63]. This difference could be used to create optimized taggers for the singlet and octet
cases. However, since the only calibration sample available comes from 6 → 11̄, a choice is made to
minimize the differences by penalizing the feature extracting NNs using a domain-adversarial training of
the NN (DANN) [64].

The �-labeled jet sample used for training is an ensemble mixture of 0 → 11̄ and 6 → 11̄ events.
The adversarial NN receives the same inputs as the global NN and is built with a categorical loss !�
that discriminates between the two categories. The loss function !� used to discriminate �-, 1-, and
light-labeled jets is built from the three output neurons on the global NN. While the backpropagation of the
global NN is performed only with m!�/m\6 and the backpropagation of the adversarial NN is performed
only with m!�/m\0, the backpropagation of the feature-extraction NNs is done via the gradient:

m!�

m\ 5
− _m!�

m\ 5
,

where \6, \0, \ 5 are the weights for the global, adversarial, and feature-extracting NN, respectively. The
optimized value _ = 10 is chosen for the regulator when training the DeXTer algorithm in order to
minimize the difference in the response between color singlets and octets.

DeXTer was trained with 3.4 million �-, 1-, and light-labeled jets. From this dataset, 20% of jets are held
out as a validation set. The architecture is implemented using Keras [65] with the TensorFlow backend
[66]. An early stopping method that monitors the improvement of the validation set loss is used during the
training. The Adam optimizer [67] is used with a learning rate of 0.001 and batch size of 512. Another
independent set of 0.8 million jets is kept out for the performance studies shown in Section 6.

6 Algorithm Performance

As described in Section 5, the DeXTer algorithm is trained to classify reconstructed jets into three different
categories based on the extracted input features. The three-class probabilities predicted by the model (?�,
?1, ?;) are combined in a tagging discriminant, ��, defined as:

�� = ln
?�

(1 − 51)?; + 51?1
(1)

where 51 is a free parameter that balances between the rejection of light-labeled jets versus 1-labeled
jets. The value 51 = 0.4 is used in this note based on the flavor composition of the CC̄ sample. Different
applications may optimize 51 for background rejection. A clear separation between different categories
can be observed in Figure 2.
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6. 1 P e rf o r m a n c e D e p e n d e n c y o n R es o n a n c e C ol o r C h a r g e

T h e e x a ct r es p o ns e of t h e D X T al g orit h m d e p e n ds o n t h e a d v ers ari al p e n alt y i ntr o d u c e d t o mi ni mi z e
t h e di ff er e n c e b et w e e n t h e d e c a y of c ol or si n gl ets a n d o ct ets. Fi g ur e 3 c o m p ar es t h e di ff er e n c e i n r es p o ns e
b et w e e n t h e t w o t y p es of d e c a y t o a �푏 �푏 p air wit h a n d wit h o ut t h e D A N N. T h e v al u e �휆 = 1 0 w as c h os e n t o
mi ni mi z e t h e di ff er e n c e i n t h e ar e a u n d er t h e r e c ei v er o p er ati n g c h ar a ct eristi c ( R O C) c ur v e f or �푎 → �푏 �푏
a n d �푔 → �푏 �푏 e v e nts.
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Fi g ur e 3: C o m p aris o n of t h e �퐵 -l a b el e d j et t a g gi n g e ffi ci e n c y vs. t h e �푏 -l a b el e d j et r ej e cti o n f or �퐵 -j ets ori gi n ati n g
fr o m c ol or si n gl ets (r e d) a n d c ol or o ct ets ( bl u e). T h e R O C c ur v es ar e s h o w n f or ar c hit e ct ur es of D X T wit h
(s oli d) a n d wit h o ut ( d as h e d) D A N N. T w o e x a m pl e w or ki n g p oi nts ar e m ar k e d wit h l a b els c orr es p o n di n g t o t h e
a p pr o xi m at e �퐵 -l a b el e d j et e ffi ci e n c y f or �푔 → �푏 �푏 . T h e t w o w or ki n g p oi nts ar e t h e b o u n d ari es of t h e i nt er v als f or
w hi c h t h e e ffi ci e n c y ar e m e as ur e d i n d at a. T h e di ff er e n c e i n e ffi ci e n c y f or �퐵 -l a b el e d j ets b et w e e n �푎 → �푏 �푏 a n d
�푔 → �푏 �푏 is a p pr o xi m at el y 6 − 7 % i n t h e t w o w or ki n g p oi nts.
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6. 2 P e rf o r m a n c e D e p e n d e n c y o n R es o n a n c e M ass

A n ot h er d esir a bl e f e at ur e of t h e t a g g er is t o b e i n d e p e n d e nt of t h e p ar e nt p arti cl e m ass. N ot o nl y is
it d esir a bl e f or t h e t a g g er p erf or m a n c e t o b e i n d e p e n d e nt of u n k n o w n m o d el p ar a m et ers, b ut it is als o
f u n d a m e nt al w h e n m ass si d e b a n ds ar e us e d.

T h e P Fl o w j et m ass is n ot a g o o d pr o x y f or t h e �퐵 -l a b el e d j et p arti cl e-l e v el m ass si n c e it d o es n’t pr o vi d e
g o o d c o nt ai n m e nt i n t h e c as e of m ulti pl e p arti cl e-j ets m er g e d i n t h e s a m e r e c o nstr u ct e d j et. B e c a us e of
t his, m ass c orr el ati o n is ass ess e d usi n g t h e tr u e m ass of t h e �퐻 - b os o n i n d e c a ys �푎 → �푎 �푏 .

T w o str at e gi es ar e a d o pt e d t o mi ni mi z e t h e m ass c orr el ati o n. First, t h e �푏 - e nri c h e d s a m pl e us e d t o tr ai n
D X T is c o m p os e d of a n e ns e m bl e mi x of �푏 → �푏 �푡 → ( �푡 �푎 ) ( �푎 �푏 ) a n d �푏�푏 �푡, �푡 → �푓 �푏 s a m pl es wit h
di ff er e nt v al u es of t h e �퐷 - b os o n m ass. S e c o n d, t h e i m p a ct of e a c h i n di vi d u al i n p ut v ari a bl e wit h t h e m ass
c orr el ati o n of t h e r es p o ns e is st u di e d. W h e n a v ari a bl e is i d e nti fi e d as t h e c a us e of a l ar g e di ff er e n c e i n
p erf or m a n c e, it is eit h er r e d e fi n e d t o b e l ess m ass-s e nsiti v e, or r e m o v e d w h e n a s uit a bl e r e d e fi niti o n is
n ot p ossi bl e. T h e p erf or m a n c e di ff er e n c e is e x a mi n e d b y c o m p ari n g t h e R O C c ur v es a cr oss di ff er e nt �퐵 �푏

v al u es i n �푏 → �휆 �푎 → ( �푏 �푏 ) ( �푔 �푏 ) d e c a ys, as s h o w n i n Fi g ur e 4 , a n d �푏�퐵 �푏, �퐵 → �퐵 �푔 pr o c ess es.
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d e fi n e d i n Fi g ur e 3 ar e m ar k e d. T h e �푏 -l a b el e d j et e ffi ci e n c y o n t h e t w o r ef er e n c e w or ki n g p oi nts di ff ers b y
a p pr o xi m at el y 2 − 3 % a cr oss t h e e x a mi n e d v al u es of �푚 �푎 .

7 E ffi ci e n c y M e as u r e m e nts

T h e s e c o n d h alf of t his n ot e d es cri b es t h e m e as ur e m e nt of t h e al g orit h m e ffi ci e n c y wit h c olli d er d at a. T h e
e ffi ci e n c y m e as ur e d wit h d at a c a n b e us e d t o c orr e ct t h e m o d eli n g i n si m ul ati o n a n d is ess e nti al f or t h e us e
of D X T i n p h ysi cs a n al ysis.

T h e m e as ur e m e nt of t h e e ffi ci e n c y of �푋 → �푏 �푏 t a g g ers is c h all e n gi n g si n c e it c a n b e di ffi c ult t o s el e ct
m er g e d �퐵 - fl a v or e d p arti cl e-j ets i n a n u n bi as e d w a y. A p arti c ul arl y cl e ar d e c a y t o p ol o g y t h at c a n b e e x pl or e d
is �푍 ( → �푏 �푏 ) �훾 [6 8 ]. H o w e v er, t his d e c a y is o nl y m er g e d f or �푝 �푍

T 4 0 0 G e V , o utsi d e t h e �푝 T r a n g e t ar g et e d b y
D X T . A pr e vi o us v ersi o n of t his w or k [2 0 ] us e d �푔 → �푏 �푏 pr o c ess es i n m ult ĳ et e v e nts, b ut t h os e e v e nts
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require prescaled triggers, which limit the number of available events, and are challenging to simulate due
to the large cross-section. This note described the calibration of jets tagged with the DeXTer algorithm
using / (→ ℓ+ℓ−) + 6(→ 11̄) events as a source of �-labeled jets and CC̄ events events as a source of
1-labeled jets [69].

Efficiencies are measured in two tagging intervals. The first tagging interval is defined by �� > 3.2 and
corresponds to efficiencies in the range 0− 40%. The second tagging interval is defined as 1.8 < �� < 3.2
and corresponds to average efficiencies in the range 40− 60%. Jets with �� < 1.8 belong to the 60− 100%
tagging interval. The representative tagging efficiencies of each interval is determined using a 6 → 11̄

sample and would be slightly higher if a 0 → 11̄ sample were used, as shown in Figure 3. The 0 − 40%
tagging interval has an average expected light-labeled jet efficiency of 1/(2.4 × 104). For each tagging
interval, the efficiency is measured in three exclusive ?T bins: 20 < ?

jet
T < 90GeV, 90 ≤ ?jetT < 140GeV,

and 140 ≤ ?jetT < 200GeV, for a total of 6 different measurements per jet label.

Figure 5 shows the efficiency observed in simulation for the 0 − 40% and 40 − 60% tagging intervals.
Unless otherwise specified, all efficiencies for simulated samples are determined through truth matching of
jets produced by PowhegBox +Pythia8.
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Figure 5: DeXTer efficiency in simulation for (a) �- and (b) 1-labeled jets as a function of the jet ?T.

The efficiencies for �- and 1-labeled jets in all ?jetT ranges and tagging intervals are measured simultaneously.
This allows to take into account the full correlation model in the propagation of uncertainties, which
is not possible in other calibration strategies where tagging and mis-tagging efficiencies are measured
separately [70].

This measurement uses data collected from the Large Hadron Collider at
√
B = 13 TeV center-of-mass energy

recorded with the ATLAS detector between 2015 and 2018, corresponding to an integrated luminosity of
139 fb−1 [71]. The data sample was selected with a set of single-electron [72] and single-muon triggers [73]
that require the presence of at least one lepton with ?T > 26GeV. In 2015, the data were collected with
lower instantaneous luminosity and events with electrons (muons) with ?T > 24 (20) GeV were also
recorded by the trigger system.

Simulated event samples are used to model SM processes and the expected flavor distribution of selected
jets. The / + jets and CC̄ samples are described in Section 4. Additional samples are used to assess modeling
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uncertainties. An alternative CC̄ sample is simulated with the same configuration as the nominal one, but
uses Herwig7 for shower and hadronization.

The alternative / + jets sample is simulated with MadGraph5_aMC@NLO 2.2.2 [34], using LO-accurate
ME with up to four final-state partons. The ME calculation employed the NNPDF3.0nlo set of PDFs [32].
Events were interfaced to Pythia 8.186 [33] for the modelling of the parton shower, hadronization, and
underlying events. The overlap between ME and parton shower emissions was removed using the CKKW-L
merging procedure [48, 49]. The A14 tune [50] of Pythia 8 was used with the NNPDF2.3 PDF set [35].
The decays of bottom and charm hadrons were performed with EvtGen 1.2.0 [51].

Single-top t- and s-channel and C, production is modelled using the PowhegBox v2 [52–54] generator
which provides ME at NLO in the strong coupling constant Us. For t-channel production, events are
generated in the four flavor scheme with the NNPDF3.0 PDF set. For s-channel and C, production, events
are generated in the five flavor scheme with the NNPDF3.0 PDF set. For C, production, the diagram
removal scheme [55] was employed to handle the interference with CC̄ production [47]. Events were
interfaced to Pythia 8.230 for the modelling of the parton shower, hadronization, and underlying events.

Several rare processes were also considered but have negligible impact on the measurement, including
CC̄+ , CC̄�, CC̄CC̄,,+ jets and ++ processes. Pileup interactions are modeled as described in Section 4. The
distribution of simultaneous inelastic interactions in each individual simulated sample is reweighted to
match the observed data.

8 Event Selection

This measurement uses data collected from the Large Hadron Collider at
√
B = 13 TeV center-of-mass energy

recorded with the ATLAS detector between 2015 and 2018, corresponding to an integrated luminosity of
139 fb−1 [71]. The data sample was selected with a set of single-electron [72] and single-muon triggers [73]
that require the presence of at least one high-?T lepton. The trigger used between 2016 and 2018 required at
least on electron or muon with with ?T > 26GeV. In 2015, the data were collected with lower instantaneous
luminosity and events with electrons (muons) with ?T > 24 (20) GeV were also recorded.

Two regions are defined targeting different processes and jet flavor compositions. A top-region is defined
by the presence of a high-?T electron and a high-?T muon produced in association with multiple jets to
target top quark pair events. A /-region is defined by the presence of a opposite-charge 44 or `` pair with
invariant mass around the / pole mass. In both regions, the tight lepton identification suppresses any
significant non-prompt background. Due to the use of single lepton triggers, the leading lepton is required
to satisfy ?T > 27GeV in both top- and /-region.

8.1 Top-region Event Selection and Channels

The definition of the top-region is inspired by the measurement of the 1-jets identification efficiency with CC̄
events in ATLAS [69]. Candidate events are required to have exactly two leptons with opposite sign charge.
To suppress the contamination from backgrounds with /-bosons, events are required to have one electron
and one muon. A selection on the mass of the two leptons <4` > 50 GeV is applied to reject events with
low dilepton invariant mass which is not well modeled by the simulation. Events are also required to have
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Figure 6: Diagram of the event selection and channel classification in the top-region.

exactly two reconstructed jets to suppress light-flavor jets from initial- or final-state radiation. Furthermore,
a Δ'(jet, leptons) > 0.8 is applied to avoid leptons close to jets used to measure the efficiency.

A simple top-quark pair reconstruction is also adopted to achieve higher purity of two 1-jets events from
CC̄ decays. The electron and the muon are paired with the selected jets in the event using the following
criterion:

argmin
ℓ1,ℓ2∈{4,`}

(<2
91,ℓ1
+ <2

92,ℓ2
),

where 91 ( 92) is the jet with highest (lowest) ?T. The invariant masses of the pairs formed are required to
satisfy < 91,ℓ1 > 20GeV, and < 92,ℓ2 > 20GeV in order to avoid regions populated with low-?T jets.

The masses of the pairs ( 91, ℓ1) and ( 92, ℓ2) are used to define signal regions (SR) and control regions
(CR):

• < 91,ℓ1 < 175GeV and < 92,ℓ2 < 175GeV (SR 11),

• < 91,ℓ1 < 175GeV and < 92,ℓ2 > 175GeV (CR 1ℓ),

• < 91,ℓ1 > 175GeV and < 92,ℓ2 < 175GeV (CR ℓ1),

• < 91,ℓ1 > 175GeV and < 92,ℓ2 > 175GeV (CR ℓℓ).

Jets from events in the SR are further categorized depending on their ?T and on their DeXTer tagging
interval so that the different efficiencies can be measured. Jets from events in the CR are further categorized
only based on their ?T. These regions serve primarily to constrain the flavor composition of the selected
jets by adding channels that, despite not being sensitive to the efficiency values, provide independent
degrees of freedom. Figure 6 shows a diagrammatic representation of the event selection.

8.2 `-region Event Selection and Channels

Events in the /-region are required to have exactly two leptons, electrons or muons, with same flavor and
opposite electric charge. The dilepton invariant mass is required to be in the /-boson mass-pole region
81 < <ℓℓ < 101GeV. Events with exactly one probe jet, which is defined as the single jet selected in
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Figure 7: Diagram of the event selection and channel classification in the /-region.

addition to the leptons and which is used to measure the efficiency of the DeXTer algorithm, are selected.
A condition Δ'(jet, ℓℓ) > 1.0 is imposed on the angular separation between the probe jet and the dilepton
pair to avoid mismodeling in the production of / bosons with multiple jets. Another similar requirement
Δ'(jet, lepton) > 1.0 is applied to avoid leptons too close to the probe that could impact the performance
of the DeXTer algorithm.

In order to enrich the fraction of heavy-flavored jets in this region, the probe jet is required to have a
soft-muon within Δ'(soft-muon,Ex: (2)C ) < 0.3 of one of the two Ex: (2)C axes. The track-subjet closest
to the soft-muon is called the muon-Ex: (2)C track-subjet while the other is called the non-muon-Ex: (2)C
track-subjet.

Jets in the /-region which fail the 40 − 60% tagging interval condition are further categorized in channels
depending on the 〈(30〉 of the muon-Ex: (2)C and non-muon-Ex: (2)C track-subjets. The observable 〈(30〉 is
defined as:

〈(30〉 =
1
3
((1
30
+ (2

30
+ (3

30
),

where (1,2,3
30

are the signed transverse impact parameter significances of the three tracks ghost-associated
to the track-subjet with highest value of (30 .

The non-muon-Ex: (2)C is binned in two regions 〈(30〉 < 0 and 〈(30〉 ≥ 0 to create channels enriched in
light- and 1-labeled jet components. The number of �-labeled jets that fail the 40 − 60% tagging interval
is small when compared to these two other components. The muon-Ex: (2)C is binned in 6 different bins. A
total of 3 (?T bins) × 12 (〈(30〉 bins) channels are usde in the 60 − 100% tagging interval.

For jets in the 0− 40% and 40− 60% tagging intervals, an additional categorization is performed depending
on the largest secondary-vertex mass<max

SV within the non-muon-Ex: (2)C track-subjetΔ'(SV,Ex: (2)C ) < 0.3.
Two channels are defined by <max

SV < 2GeV and <max
SV ≥ 2GeV which are enriched in 1- and �-labeled jets,

respectively. Jets without a reconstructed SV are assigned <max
SV = 0GeV. An identical binning is made for

the muon-Ex: (2)C track-subjet. A total of 3 (?T bins) × 2 (tagging interval) × 4 (<max
SV bins) channels are

used in the 40 − 60% and 0 − 40% tagging intervals. The total number of channels in the /-region is 60.
Figure 7 shows a diagram of the classification described.
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9 Methodology

A binned Poisson likelihood is built based on the number of jets observed in the channels and regions
described in Section 8. Each event from the top-region contributes with two jets while each event from the
/-region contributes with a single jet. The expected value for the Poisson probability distributions is built
from all the simulated samples described in Section 4.

A series of multipliers are introduced:

Flavor fraction (-) Different multipliers are introduced for 1- and light-flavored jets, separately for the
top-region and for the /-region, and for each ?T-bin. These multipliers provide a data-driven
normalization of the corresponding flavor components in the phase-space used for the efficiency
measurement.

Efficiency scale factors (SF) Scale factors represent the ratio between the efficiency in data to the one in
simulation. Different multipliers are introduced for 1- and �-flavored jets, separately for each ?T bin
and for each tagging interval. The SF multipliers are defined so that the total number of predicted
events is unchanged by efficiency scale factors.

Therefore, the expected value in each region A (A = top or /) and channel 2 can be written as:

_A2 =`
1
A SF10−40=

1
A2,0−40 + `

1
A SF140−60=

1
A2,40−60 + `

1
A

(1 − SF10−40Y
1
0−40,MC − SF

1
40−60Y

1
40−60,MC)

(1 − Y10−40,MC − Y
1
40−60,MC)

=1A2,60−100

+ SF�0−40=
�
A2,0−40 + SF

�
40−60=

�
A2,40−60 +

(1 − SF�0−40Y
�
0−40,MC − SF

�
40−60Y

�
40−60,MC)

(1 − Y�0−40,MC − Y
�
40−60,MC)

=�A2,60−100

+ `lightA =
light
A2 +

8∉{1,�,light}∑
8

=8A2 .

(2)

All the parameters in Eq. 2 depend on the jet ?T bin, even though no additional index was introduced to
simplify the notation. The MC yields = are corrected with dedicated MC-MC scale factors when simulated
samples are generated with different programs. The tagging efficiency in simulation depends on the
detailed description of the hadronization of heavy-flavored partons and of the resonant decays of hadrons
inside jets [74]. The results in this note use the efficiency observed in Pythia 8 are reference as the scale
factors.

Systematic uncertainties are introduced with constrained nuisance parameters. The nuisance parameters
representing experimental and modeling uncertainties are accompanied by Gaussian constraint terms
while those representing statistical variations arising from the limited number of simulated events are
accompanied by Poisson constraint terms. The values of all nuisance parameters and flavor fractions `
are determined by building a profile likelihood. The measured value and covariance for the several scale
factors SF are determined by their maximum likelihood estimators.
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10 Systematic Uncertainties

Several sources of uncertainties are considered in the efficiency measurement. They can be loosely divided
into four categories: experimental uncertainties from object reconstruction and identification, uncertainties
from simulation modeling, statistical uncertainties from Monte Carlo simulation, and extrapolation
uncertainties due to the use of soft-muons for the selection of jets used in the efficiency measurement.

10.1 Experimental Uncertainties

For each object, a set of reconstruction uncertainties are included. Uncertainties associated with leptons
arise from the trigger, reconstruction, identification, and isolation efficiencies [28, 75, 76], as well as the
lepton momentum scale and resolution [27, 28]. Uncertainties related to jet reconstruction stem from the
efficiency of pileup rejection by the jet vertex tagger [77], the jet energy scale [78] and resolution [79].

Since DeXTer uses detailed information from tracks in the feature-extracting NNs and to define the
channels in the /-region, tracking reconstruction uncertainties are included. Uncertainties related to the
track selection efficiency and the number of fake tracks are considered. Finally, dedicated systematic
uncertainties are considered for the tracking parameters including the transverse and longitudinal impact
parameters, as well as the track sagitta. The uncertainty on the integrated luminosity for the full Run-2
dataset is 1.7% [71], as obtained using the LUCID-2 detector [80]. A variation in the pileup modeling
based on different estimates of the total inelastic cross section is included as an uncertainty.

10.2 Modeling Uncertainties

Variations in the renormalization and factorization scales are used to estimate the uncertainty due to missing
higher-order corrections. The combined PDF and UB uncertainties follow the PDF4LHC prescription [81].
Additional modeling systematic uncertainties are applied to specific samples and are described below.

` + jetsModeling Uncertainties Several additional modeling uncertainties on the / + jetsMC prediction
are considered, related to the description of the ?T distribution, the modeling of associated heavy-flavor
production and the choice of generator. The modeling of the / boson ?T distribution is improved by
reweighting the MC prediction to data using an inclusive selection. The full difference between the
original MC prediction and the data is used as a systematic uncertainty. The uncertainty in the heavy-flavor
components is evaluated by comparing the nominal / + jets sample with alternatives with varied settings
for the overlap between ME and parton shower emissions, and for the resummation scale [82].

A generator uncertainty is also considered by comparing the nominal Sherpa 2.2.1 sample to the
MadGraph5_aMC@NLO sample, as described in Section 4. The difference in the predictions is taken as
a systematic uncertainty on the modeling of / + jets.
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t t̄ Modeling Uncertainties For shower uncertainties, the settings of the nominal PowhegBox+Pythia8
CC̄ sample are varied, resulting in different event weights; the uncertainty due to initial shower radiation
is estimated by simultaneously changing renormalization and factorization scale in the ME and in the
parton shower, while the uncertainty due to final state shower radiation is estimated by changing the
associated scale in the simulation. For the uncertainties due to hadronization and NLO matching, the
nominal PowhegBox+Pythia8 CC̄ sample is compared to the PowhegBox+Herwig7 CC̄ sample mentioned
in Section 4.

Single-top Modeling Uncertainties Systematic uncertainties for the single top MC modeling follow the
prescription in CC̄ modeling uncertainties. On top of these uncertainties, the interference between the single
top and CC̄ production is considered by comparing the diagram removal (DR) and diagram subtraction (DS)
schemes.

Extrapolation Systematic Uncertainties Systematic variations associated to the use of a soft-muon
to select jets in the /-region are estimated by comparing, for each tagging interval, the efficiency using
Sherpa 2.2.1 and MadGraph5_aMC@NLO. This additional uncertainty is added to account for any
mismodeling in the efficiency of selecting jets with soft-muons and in the correlation of this efficiency with
the DeXTer efficiency. The relative difference between the efficiency with and without soft-muon tagging
in the two generators is used as an additional source of systematic uncertainty. This relative difference
varies between 1 − 12% depending on the tagging interval and ?T range.

11 Results

The measured DeXTer efficiencies for �- and 1-labeled jets in the two tagging intervals are shown in
Figure 8 and Figure 9. The values are also summarized in Table 2. The statistical and total uncertainty are
shown separately. The SFs for �-labeled jets in the 0 − 40% tagging interval are consistent with unity and
uncertainties less than 20% showing the robustness of the choices made during the algorithm development.
At low ?T, the uncertainty in this measurement is dominated by modeling uncertainties.

Figure 10 shows a comparison of the simulated and observed data in the top-region. Figure 11 shows
a summary comparison in the /-region. Figure 12 shows and example of 〈(30〉 and <max

SV distributions
for two different bins of Figure 11. Tables 3 and 4 show a breakdown of the systematic uncertainties in
grouped categories for B- and b-labeled jets, respectively.
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Table 2: Ratio of the efficiency measured in data to MC for different jet labels, ?T ranges, and tagging intervals.

Jet label Jet pT range (GeV) Tagging Interval Scale Factor
�-label [20, 90] 0 − 40% 1.15 ± 0.05 (stat.) ± 0.26 (syst.)
�-label [90, 140] 0 − 40% 1.00 ± 0.10 (stat.) ± 0.14 (syst.)
�-label [140, 200] 0 − 40% 1.12 ± 0.16 (stat.) ± 0.16 (syst.)
�-label [20, 90] 40 − 60% 1.77 ± 0.12 (stat.) ± 0.46 (syst.)
�-label [90, 140] 40 − 60% 1.13 ± 0.24 (stat.) ± 0.31 (syst.)
�-label [140, 200] 40 − 60% 1.78 ± 0.34 (stat.) ± 0.34 (syst.)
1-label [20, 90] 0 − 40% 1.33 ± 0.04 (stat.) ± 0.18 (syst.)
1-label [90, 140] 0 − 40% 1.91 ± 0.12 (stat.) ± 0.13 (syst.)
1-label [140, 200] 0 − 40% 1.88 ± 0.11 (stat.) ± 0.08 (syst.)
1-label [20, 90] 40 − 60% 1.17 ± 0.03 (stat.) ± 0.13 (syst.)
1-label [90, 140] 40 − 60% 1.53 ± 0.09 (stat.) ± 0.13 (syst.)
1-label [140, 200] 40 − 60% 1.43 ± 0.07 (stat.) ± 0.09 (syst.)
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Figure 8: Data-to-MC scale factors obtained for �-labeled jets in the (a) 40 − 60% and (b) 0 − 40% tagging intervals.
The blue error band includes systematic and statistical uncertainties. The red error bar represents the statistical
uncertainty only.
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Figure 9: Data-to-MC scale factors obtained for 1-labeled jets in the (a) 40 − 60% and (b) 0 − 40% tagging intervals.
The blue error band includes systematic and statistical uncertainties. The red error bar represents the statistical
uncertainty only.
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Figure 10: Comparison between data and prediction for the event yields in the top-region channels after the efficiency
correction. The hatched band represents the systematic uncertainty in each channel.
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Figure 11: Comparison between data and prediction for the event yields in the /-region channels after the efficiency
correction. The labels � and ! indicate the two different channels depending on the value of the non-muon-Ex: (2)C
track-subjet <max

SV (�: <max
SV ≥ 2GeV, !: <max

SV < 2GeV) or 〈(30〉 (�: 〈(30〉 ≥ 0, !: 〈(30〉 < 0). The hatched band
represents the systematic uncertainty in each channel.

Table 3: Breakdown of the SF uncertainties for each summary category in different tagging intervals and ?T ranges
for �-labeled jets. The statistical uncertainties are also included for comparison. The total systematic uncertainty is
not equal to the sum in quadrature of the individual components due to correlations.

Source of uncertainties
0 − 40% tagging interval 40 − 60% tagging interval

?
jet
T range (GeV) ?

jet
T range (GeV)

[20, 90] [90,140] [140, 200] [20, 90] [90,140] [140, 200]
Total uncertainty 0.26 0.17 0.23 0.48 0.39 0.48
Statistical 0.05 0.10 0.16 0.12 0.24 0.34
Systematic 0.26 0.14 0.16 0.46 0.31 0.34
Extrapolation 0.21 0.11 0.13 0.38 0.25 0.23
MC statistics 0.21 0.14 0.10 0.36 0.20 0.25
Jets 0.14 0.05 0.04 0.16 0.09 0.11
Leptons 0.02 0.01 0.01 0.05 0.02 0.01
Luminosity 0.01 0.02 0.02 0.06 0.03 0.02
Flavor fraction 0.19 0.10 0.12 0.30 0.20 0.26
Pileup 0.04 0.01 0.01 0.05 0.01 0.04
Tracking 0.16 0.04 0.05 0.19 0.11 0.09
Single top modeling 0.01 0.02 0.01 0.12 0.05 0.03
CC̄ modeling 0.12 0.02 0.02 0.19 0.11 0.06
/ + jets modeling 0.22 0.12 0.14 0.39 0.22 0.25
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Figure 12: Comparison between data and prediction in the /-region, after efficiency correction, for (a) the muon
Ex: (2)C 〈(30〉 distribution in the 60 − 100% tagging interval when requiring the non-muon Ex: (2)C 〈(30〉 > 0 and
(b) the muon Ex: (2)C <max

SV distribution in the 0 − 40% tagging interval when requiring the non-muon Ex: (2)C
<max

SV < 2GeV.

Table 4: Breakdown of the SF uncertainties for each summary category in different tagging interval and ?T ranges for
1-labeled jets. The statistical uncertainties are also included for comparison. The total systematic uncertainty is not
equal to the sum in quadrature of the individual components due to correlations.

Source of uncertainties
0 − 40% tagging interval 40 − 60% tagging interval

?
jet
T range (GeV) ?

jet
T range (GeV)

[20, 90] [90,140] [140, 200] [20, 90] [90,140] [140, 200]
Total uncertainty 0.18 0.18 0.14 0.13 0.16 0.11
Statistical 0.04 0.12 0.11 0.03 0.09 0.07
Systematic 0.18 0.13 0.09 0.13 0.13 0.09
Extrapolation 0.18 0.12 0.07 0.13 0.12 0.07
MC statistics 0.13 0.04 0.02 0.10 0.04 0.02
Jets 0.07 0.04 0.03 0.06 0.04 0.03
Leptons 0.04 0.01 0.00 0.03 0.01 0.00
Luminosity 0.04 0.01 0.01 0.03 0.01 0.01
Flavor fraction 0.17 0.11 0.06 0.12 0.11 0.06
Pileup 0.05 0.02 0.00 0.04 0.02 0.00
Tracking 0.12 0.04 0.02 0.09 0.04 0.02
Single top modeling 0.14 0.03 0.04 0.09 0.03 0.04
CC̄ modeling 0.17 0.07 0.03 0.13 0.07 0.03
/ + jets modeling 0.18 0.12 0.07 0.13 0.12 0.07
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12 Conclusion

This note presents the development of DeXTer, an algorithm that performs flavor tagging of low-?T
jets arising from the hadronization of one or two heavy-flavor hadrons. The algorithm uses a neural
network with two permutation-invariant deep set feature extractors, one for displaced tracks and one for
secondary vertices. Displaced vertices are selected from a large-' track jet reconstructed around PFlow
jets. Secondary vertices are reconstructed with the TC-LVT clustering algorithm and the MSVF vertex
finding algorithm.

The performance is studied in detail, ensuring a reduced dependency of the tagger performance with the
parent particle color charge and mass. A measurement of the efficiency for two tagging intervals and three
?
jet
T ranges using CC̄ and / + jets events is reported for �- and 1-labeled jets. These measurements make it

possible to apply this algorithm in physics analyses, enabling and improving several new BSM searches
and SM measurements.
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Appendix
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Figure 13: Architecture of the DeXTer algorithm with an adversarial NN. A DANN strategy is used to train the
feature-extraction NNs. The adversarial NN discriminates 0 → 11̄ and 6 → 11̄ events included in the �-labeled jet
ensemble mixture.
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