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Abstract

In this paper, we consider the estimation of a low Tucker rank tensor from a number of
noisy linear measurements. The general problem covers many specific examples arising
from applications, including tensor regression, tensor completion, and tensor PCA/SVD.
We consider an efficient Riemannian Gauss-Newton (RGN) method for low Tucker rank
tensor estimation. Different from the generic (super)linear convergence guarantee of RGN
in the literature, we prove the first local quadratic convergence guarantee of RGN for low-
rank tensor estimation in the noisy setting under some regularity conditions and provide
the corresponding estimation error upper bounds. A deterministic estimation error lower
bound, which matches the upper bound, is provided that demonstrates the statistical opti-
mality of RGN. The merit of RGN is illustrated through two machine learning applications:
tensor regression and tensor SVD. Finally, we provide the simulation results to corroborate
our theoretical findings.

Keywords: Low-rank tensor estimation, quadratic convergence, Riemannian optimiza-
tion, statistical optimality.

1 Introduction

The past decades have seen a large body of work on tensors or multiway arrays in applied
mathematics, signal processing, machine learning, statistics, among many other fields. Ten-
sors arise in numerous applications involving multiway data, such as brain imaging (Zhou
et al., 2013; Zhang et al., 2019), electron microscopy imaging (Han et al., 2022b; Zhang et al.,
2020b), recommender system design (Bi et al., 2018). In addition, tensor methods have been
applied to many problems in statistics and machine learning where the observations are not
necessarily tensors, such as topic and latent variable models (Anandkumar et al., 2014a),
additive index models (Balasubramanian et al., 2018), high-order interaction pursuit (Hao
et al., 2020). In this paper, we focus on a prototypical model for tensor estimation:

y = (X*) +e. (1)
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Here € € R™ are the observations and unknown noise and X* € RP1* " *Pd is an order-d
) )

parameter tensor of interest. .o/ : RP1**Pd — R™ is a known linear map, which can be

explicitly expressed as

A (X%) = [(AL X, (A, AT (AL X = Y A g X g @

1<ip<pg,1<k<d

with the given measurement tensors {A;}?_; < RP1**Pd_ Qur goal is to estimate X* based
on (y,o). When € = 0, (1) becomes the low-rank tensor recovery problem (Rauhut et al.,
2017) where the aim is to recover X* exactly.

In many applications, Hizlpk, i.e., the number of parameters in X'*, is much greater
than the sample size n, so some structural conditions are often assumed to ensure the problem
is well-posed. In the literature, the low-rank assumption was widely considered (Kolda and
Bader, 2009; Zhou et al., 2013; Anandkumar et al., 2014b; Richard and Montanari, 2014;
Montanari and Sun, 2018). In this work, we focus on the setting that the target parameter
X* is low Tucker rank and admits the following Tucker (or multilinear) decomposition with
Tucker rank r = (r1,...,7rq):

X*:lele"'ded‘ (3)

Here, & € R™**"d ig the order-d core tensor; Uy is a pp-by-r; matrix with orthonormal
columns, which represents the mode-k singular vectors of X'™*; “x;” is the tensor-matrix
product along mode k. The formal definitions of Tucker decomposition and tensor-matrix
product are given in Section 1.4.

With different designs of o7, the general model (1) covers many specific settings arising
from applications, such as recommender system (Bi et al., 2018), neuroimaging (Guhaniyogi
et al., 2017; Li and Zhang, 2017), longitudinal relational data analysis (Hoff, 2015), imaging
processing (Guo et al., 2012). The specific settings of model (1) include:

e Tensor regression with general random or deterministic design (Zhou et al., 2013;
Raskutti et al., 2019), where A; are general tensors. Specifically, the Gaussian ensemble
design (A; has i.i.d. Gaussian/sub-Gaussian entries) is widely studied in the literature.

e Tensor completion (Gandy et al., 2011; Liu et al., 2013; Yuan and Zhang, 2014): A; =

. () . (@) ()

eagi) 0---0 ea((;), e o Is the a;’th canonical vector and {ay”, - ,ay 1 | are randomly
selected integers from [pi] x -+ x [pg], “0” represents the outer product and [pg] =
{17 ce apk}a

e Tensor estimation via rank-1 projections (Hao et al., 2020): A; = agi) 0---0 ag),

where {ag) e RP+}4_ | are random vectors;

e Tensor PCA/SVD (Richard and Montanari, 2014; Hopkins et al., 2015; Zhang and
Xia, 2018; Perry et al., 2020) is a special case of tensor completion where all entries are
observable. In this particular setting, we can tensorize y,e and rewrite the model (1)
equivalently to Y = X* + €. Here X* is the low Tucker rank signal tensor and £ is the
noise.
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In view of model (1) and assumption (3), a natural estimator of X'* is

~ 1
X = argmin f(X):= 3 ly — o/ (X)|5, subject to Tucrank(X) = r. (4)

XcRPLX " XPq

Here Tucrank(X’) is the Tucker rank of X (see definition in Section 1.4). However, the opti-
mization problem in (4) is non-convex and NP-hard in general. To tame the non-convexity,
a common scheme is the convex relaxation (Mu et al., 2014; Raskutti et al., 2019; Tomioka
et al., 2011). However, this scheme may either obtain suboptimal statistical guarantees or
require evaluating the tensor nuclear norm, which is NP-hard to compute in general (Hillar
and Lim, 2013). Alternatively, a large body of literature turns to the non-convex formulation
and focuses on developing computationally efficient two-stage procedures for estimating A*:
first, one obtains a warm initialization of X* and then runs local algorithms to refine the es-
timate. Provable guarantees on estimation or recovery of X'* for such a two-stage paradigm
have been developed in different scenarios (Rauhut et al., 2017; Chen et al., 2019a; Ahmed
et al., 2020; Han et al., 2022b; Cai et al., 2019; Hao et al., 2020; Cai et al., 2020; Xia et al.,
2021). In this work, we focus on the non-convex formulation and aim to develop a prov-
able computationally efficient estimator for X*. Departing from the existing literature that
focuses on the first-order local methods, we consider a Riemannian Gauss-Newton (RGN)
algorithm for iterative refinement and establish the first quadratic convergence guarantee
on the estimation of A™*.

1.1 Our Contributions

In this paper, we develop a new Riemannian Gauss-Newton (RGN) algorithm for low-rank
tensor estimation. The proposed algorithm is tuning-free and generally has the same per-
iteration computational complexity as the alternating minimization (Zhou et al., 2013; Li
et al., 2018) and comparable complexity to the other first-order methods including projected
gradient descent (Chen et al., 2019a) and gradient descent (Han et al., 2022b).

Moreover, assuming 7 satisfies the tensor restricted isometry property (TRIP) (see
Definition 2), we prove that with some proper initialization, the iterates generated by RGN
converge quadratically to X'™* up to some statistical error. Especially in the noiseless setting,
ie., € = 0, RGN converges quadratically to the exact parameter X*. Figure 1 shows
the numerical performance of RGN in tensor regression (left panel) and tensor completion
(right panel): in the noiseless case, RGN converges quadratically to X*; in the noisy case,
RGN converges quadratically to a neighborhood of X* up to some statistical error. More
simulation results on tensor estimation via rank-1 projections and tensor SVD can be found
in Section 6. Since RGN generally converges to a point with nonzero function value in the
noisy setting, the generic theory on RGN can only guarantee a (super)linear convergence
rate to a stationary point (Absil et al., 2009; Breiding and Vannieuwenhoven, 2018). Our
result complements the classic theory of RGN: we show RGN converges quadratically to
a neighborhood of the true parameter of interest, which achieves a statistically optimal
estimation error rate. To our best knowledge, such a result is new and our RGN is the first
algorithm with a provable guarantee of second-order convergence for the low-rank tensor
estimation.



Y. Luo AND A. R. ZHANG

1e+00- 4 1e+00- Ay

Gi
P b

%) ¢ c % R c

= Q = \
— le-04- o0 = le-04- A 00

x " A 1e-06 x e e e _ 10-05
= = f

[%2] ADAOABAOBNANNAASNANASONAME 2]

Zie03 F : = _n = 1e-08 : n
» l| p%2r » | p%2r

| | \
< \ 4 S 12

X fe-120 ®6 X je-t12 8 ® 16

! v
0 10 20 30 0 10 20 30
Iteration Number Iteration Number

(a) Tensor regression. Here, n is the sample (b) Tensor completion. Here, we observe par-
size, X* € RP*P*P with p = 30, Tucker rank tial uniformly-at-random sampled entries from the
r = (3,3,3), € ii.d N(0,02) with o € {0,107°} noisy tensor Y index by Q, where Y = X* + £ ¢
and A; has i.i.d. standard Gaussian entries. RP*P*P with p = 50. Tucker rank of X™* is

(3,3,3), n = |Q| and € has i.i.d. N(0,0?) entries
with o € {0,107°}.

Figure 1: RGN achieves a quadratic rate of convergence in low-rank tensor estimation. More
details of the simulation setting are given in Section 6.

Furthermore, we provide a deterministic minimax lower bound for the estimation er-
ror under model (1). The lower bound matches the estimation error upper bound, which
demonstrates the statistical rate-optimality of RGN.

Next, we apply RGN to two problems arising from applications in machine learning and
statistics: tensor regression and tensor SVD. In both problems, we prove the iterates of
RGN converge quadratically to a neighborhood of X* that achieves the minimax optimal
estimation error. A comparison of RGN and prior algorithms on tensor regression and
tensor SVD is given in Table 1. We can see for fixed r, RGN achieves the best estimation
error and signal-to-noise ratio requirement, i.e., sample complexity in tensor regression and
least singular value in tensor SVD, compared to the state of the art while maintaining a
relatively low computational cost. Moreover, RGN is the only algorithm with guaranteed
quadratic convergence in both applications. Finally, we conduct numerical studies to support
our theoretical findings in Section 6. The simulation studies show RGN offers much faster
convergence compared to the existing approaches in the literature.

1.2 Related Literature

Our work is related to a broad range of literature from a number of communities. Here we
make an attempt to discuss existing results without claiming that the survey is exhaustive.

First, the low-rank tensor estimation has attracted much recent attention from machine
learning and statistics communities. Various methods were proposed, including the convex
relaxation (Mu et al., 2014; Raskutti et al., 2019; Tomioka et al., 2011), projected gradient
descent (Rauhut et al., 2017; Chen et al., 2019a; Ahmed et al., 2020; Yu and Liu, 2016),
gradient descent on the factorized model (Han et al., 2022b; Cai et al., 2019; Hao et al.,
2020), alternating minimization (Zhou et al., 2013; Jain and Oh, 2014; Liu and Moitra,
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Tensor Regression
Alsorithm required convergence | estimation | per-iteration
8 sample size rate error cost
N
( thiPZGwork) p¥2r3/2 quadratic | o,/Z npr
GD d/2,.3/2 : or d
(Han et al., 2022b) P linear TN ik
Nonconvex-PGD d-1,. linear pi—1 o
(Chen et al., 2019a) P oV p
Alter Mini
N.A. li N.A. d
(Zhou et al., 2013) Hear npr
Tensor SVD
Alsorithm least convergence | estimation | per-iteration
8 singular value rate error cost
N
( thifzcivork) p¥iri/Ag quadratic o4/DPr plr
GD d/4,.1/4 : d
(Han et al., 2022b) prre linear aver pr
Alter Mini /4 . d
(Zhang and Xia, 2018) pre linear % pr

Table 1: Comparison of RGN with gradient descent (GD), nonconvex projected gradient de-
scent (Nonconvex-PGD) and alternating minimization (Alter Mini) in the literature
in aspects of signal-to-noise ratio requirement (i.e., overall sample complexity in
tensor regression and least singular value in tensor SVD), convergence rate, estima-
tion error, and per-iteration computational cost. Here the convergence rate is global
for nonconvex-PGD and is local for other algorithms. We assume the Tucker rank
satisfies r1 = -+ = ry = r, the tensor dimension satisfies p1 = --- = py, r,d < n,p,
the tensor parameter of interest is well-conditioned and ¢ is the standard deviation
of the Gaussian noise in tensor regression and tensor SVD.

2020; Xia et al., 2021), and importance sketching (Zhang et al., 2020a). A scaled GD was
proposed in the concurrent work Tong et al. (2022). Moreover, when the target tensor has
order two, our problem reduces to the widely studied low-rank matrix recovery/estimation
(Recht et al., 2010; Li et al., 2019; Ma et al., 2019; Sun and Luo, 2015; Tu et al., 2016; Wang
et al., 2017; Zhao et al., 2015; Zheng and Lafferty, 2015; Charisopoulos et al., 2021; Luo
et al., 2023; Bauch et al., 2021). The readers are referred to a recent survey in Chi et al.
(2019).

Second, Riemannian manifold optimization methods have been powerful in solving op-
timization problems with geometric constraints (Absil et al., 2009; Boumal, 2020). Many
progresses in this topic were made for the low-rank matrix estimation (Keshavan et al.,
2009; Boumal and Absil, 2011, 2015; Wei et al., 2016; Meyer et al., 2011; Mishra et al.,
2014; Vandereycken, 2013; Huang and Hand, 2018; Cherian and Sra, 2016). In particular,
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Luo et al. (2023) proposed a recursive importance sketching algorithm for solving rank-
constrained least-squares problem and showed that it is closely related to the Riemannian
Gauss-Newton method. See also the recent survey on this line of work at Cai and Wei
(2018); Uschmajew and Vandereycken (2020). Moreover, the Riemannian manifold opti-
mization method has been applied for various problems on low-rank tensor estimation, such
as tensor regression (Kressner et al., 2016), tensor completion (Rauhut et al., 2015; Kasai
and Mishra, 2016; Dong et al., 2022; Kressner et al., 2014; Heidel and Schulz, 2018; Xia
and Yuan, 2017; Steinlechner, 2016; Da Silva and Herrmann, 2015), and robust tensor PCA
(Cai et al., 2022). These papers mostly focus on the first-order Riemannian optimization
methods, possibly due to the hardness of deriving the exact expressions of the Riemannian
Hessian. A few exceptions also appear: Heidel and Schulz (2018); Kasai and Mishra (2016)
and Psenka and Boumal (2020) developed Riemannian trust-region method for tensor com-
pletion under Tucker and tensor-train formats, respectively; a Riemannian Gauss-Newton
algorithm was also considered in Heidel and Schulz (2018); Kressner et al. (2016) proposed
approximate Riemannian Newton methods for tensor regression in tensor-train and Tucker
formats under the setting that the linear map has additive and Kronecker-product-type
structures. Departing from these results that focus on the geometric objects and numerical
implementations, in this paper we not only develop an efficient implementation of RGN
under the Tucker format but also prove the quadratic convergence of the iterates and the
optimal estimation error rate for the estimation of X’*.

Finally, the low-rank tensor estimation model (1) is related to various problems in differ-
ent contexts. In the tensor-based scientific computing community, large-scale linear systems
where the solution admits a low-rank tensor structure commonly arise after discretizing
high-dimensional partial differential equations (PDEs) (Lynch et al., 1964; Hofreither, 2018),
which exactly become the central problem (1) in this paper. In the literature, various meth-
ods have been proposed there to solve (1). For example, Boussé et al. (2018) developed the
algebraic method and Gauss-Newton method to solve the linear system with a CP low-rank
tensor solution. Georgieva and Hofreither (2019) and Kressner et al. (2016) respectively
introduced a greedy approach and an approximate Riemannian Newton method to approx-
imate the linear system by a low Tucker rank tensor. The readers are also referred to
Grasedyck et al. (2013) for a recent survey. There are some key differences from this line of
work to ours: first, their goal is often to find a low-rank tensor that approximately solves
a linear system with small approzimation error, while we aim to develop an estimator with
small estimation error; second, the design matrix in linear systems from discretized PDEs
often has Kronecker-product-type structure, we do not assume such structure in this paper.
On the other hand, the structures of the design assumed here are application dependent,
e.g., sub-Gaussian design in tensor regression and “one-hot” design in tensor completion
as we mentioned in the introduction; finally, their work mainly focuses on computational
aspects of the proposed methods (Grasedyck et al., 2013), while this paper develops Rieman-
nian Gauss-Newton for solving the low-rank tensor estimation problem and gives theoretical
guarantees for the quadratic convergence of the algorithm and for the optimal estimation
error bound of the final estimator.
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1.3 Organization of the Paper

After a brief introduction of notation and preliminaries in Section 1.4, we introduce our
main algorithm RGN and its geometric ingredients in Section 2. The theoretical results
of RGN and its applications in tensor regression and tensor SVD are discussed in Sections
3 and 4, respectively. The computational complexity of RGN and numerical studies are
presented in Sections 5 and 6, respectively. Conclusion and future work are given in Section
7. Additional algorithms and all technical proofs are presented in Appendices A-C.

1.4 Notation and Preliminaries

The following notation will be used throughout this article. Lowercase letters (e.g., a), lower-
case boldface letters (e.g., u), uppercase boldface letters (e.g., U), and boldface calligraphic
letters (e.g., ,A) are used to denote scalars, vectors, matrices, and order-3-or-higher tensors,
respectively. For simplicity, we denote .A; as the tensor indexed by j in a sequence of tensors
{A;}. We use bracket subscripts to denote sub-vectors, sub-matrices, and sub-tensors. For

any vector v, define its £, norm as |v]s = (3, |vi|2)1/2. For any matrix D € RP1*P2 | Jet
oi(D) be the kth largest singular value of D. We also denote SVD,.(D) = [u; ---u,] and
QR(D) as the subspace composed of the leading r left singular vectors and the Q part of
the QR orthogonalization of D, respectively. I, represents the r-by-r identity matrix. Let
Op, = {U : U'U = I} be the set of all p-by-r matrices with orthonormal columns. For
any Ue O, ,, Py = UU' represents the projection matrix onto the column space of U; we
use U, € O, to represent the orthonormal complement of U.

The matricization My (-) is the operation that unfolds the order-d tensor A e RP1 > *Pd
along mode k into the matrix My(A) € RPk*P—k where p_j = H#k pj. Specifically, the
mode-k matricization of A is formally defined as

d -1
Mi(A) € RPPH - (Mi(A)), i = Apinials J=1+ 23— [[pmy (5

=1 m=1

l#k m#k

for any 1 < iy < p;,l = 1,...,d. We also use notation T(:) to denote the mode-k ten-
sorization or reverse operator of My(-). Throughout the paper, T, as a reversed operation
of M(-), maps a RPx*P—k matrix back to a RP1**Pd tensor. The Hilbert-Schmidt norm
of A is defined as |A|us = (¢A, A))Y%. The Tucker rank of a tensor A is denoted by
Tucrank(.A) and defined as a d-tuple r := (rq,...,rq), where r; = rank(Mj(.A)). For any
Tucker rank-(r1,...,rq) tensor A, it has Tucker decomposition (Tucker, 1966):

AZ[[S;Ul,...,Udﬂ:=S><1U1><-~~><dUd, (6)

where & € R™*"*"d is the core tensor and Uy = SVD,, (My(A)) is the mode-k singular
vectors. Here, the mode-k product of A € RP1**Pd with a matrix B € R™*Px is denoted
by A x; B and is of size p1 X -+ X pp_1 X ' X Pry1 X -+ X pg, and its formal definition is
given below

Pk
(A Xk B)[il7~"’ik717j7ik+17“'aid] = Z A[i17i27~-'aid]B[j7ik]' (7)

in=1
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It is convenient to introduce the following abbreviations to denote the tensor-matrix product
along multiple modes: Ax‘,jlek = Ax Uy xxqgUg; Ax12p Upi= Ax Uy X+ X g
Ur_1 Xgs1 Upy1 x -+ xqg Ug. The following property about tensor matricization will be
used (Kolda, 2001, Section 4):

M (8 x1 Uy x - xqUy) = UpMp(S)(Ug @ - @U,, QUl_1®---®Uj), (8)

where “®” is the matrix Kronecker product. For any tensor Z € RP1**Pd_ we define
Zax(r) == Z ngl Pﬁk as the best Tucker rank r approximation of Z in terms of Hilbert-
Schmidt norm, where (U, ..., Uy) = arg MAXY, €0,y k=1,0..d |Z x¢_, Py, |lns. Finally, for
any linear operator £, we denote L£* as its adjoint operator.

2 Algorithm

We introduce the geometry of low Tucker rank tensor Riemannian manifolds in Section 2.1
and present the procedure of RGN in Section 2.2.

2.1 The Geometry for Low Tucker Rank Tensor Manifolds

Denote the collection of (pi,...,pq)-dimensional tensors of Tucker rank r by M, = {X €
RP1>**Pd Tucrank(X) = r}. Then M, forms a smooth submanifold embedded in RP?* " *Pd
with dimension ]_[?:1 rj + Z;l:l rj(p; — r;) (Uschmajew and Vandereycken, 2013; Kressner
et al., 2014). Throughout the paper, we use the natural Euclidean inner product as the
Riemannian metric. Suppose X € M, has Tucker decomposition [S;Uy,..., Uy]; Koch and
Lubich (2010) showed that the tangent space of M, at X, TaM,, can be represented as

d
TxM, = {B <P U+ D) 8 xx D xjr Uy :

B e R XTa Dy e RPXTE,
}- (9)
k=1

D/U,=0,k=1,...,d

In the representation above, Dys are not free parameters due to the constraints EZUk =0,
k =1,...,d. In the following Lemma 1, we introduce another representation of TxyM,
with a minimal parameterization, which matches the degree of freedom of the tangent space

T4y + 201 ri(p; —1j)). For X = [S; Uy,..., Ug], we let Vi = QR(M(S)T), which
corresponds to the row space of Mg(S), and define

Wk = (Ud® o ®Uk+1 ®Uk—1 ®U1)Vk € @p_kﬂ“ka k= 17 R 7d7 (10)

where p_j =] ik Pj- By (8), Ug, Wy, correspond to the subspaces of the column and row
spans of My (X), respectively.

Lemma 1 The tangent space of My at X = [S;Uy,...,Ug] in (9) can be written as
d
TxM, = {B x4_ Uy + Z To(Up DyW]) - Be R X7 Dy e ROk fo— 1 ,d} ,
k=1

where Ti(+) is the mode-k tensorization operator and Wy, is given in (10).
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We can also show that any tensor in Tx M, is at most Tucker rank 2r. This fact will
facilitate the efficient computation of RGN to be discussed in Section 5.

Lemma 2 Any tensor Z € TxM, is at most Tucker rank 2r.

Lemma 3.1 of Koch and Lubich (2010) and the tangent space representation in Lemma
1 yield the following projection operator Pr, that projects any tensor Z onto the tangent
space of M, at X:

d
Pr (Z):=LL*(Z) = Z x}_, Pu, + ), Te(Pu,, Mi(Z)Pw,), YZeRP>"Pi  (11)
k=1

where £* and L are respectively the contraction map and extension map defined as follows:

d d
LR [TRESTTRXT s Ty M, (B, {Dg}i_)) = B xio, Up + Y. Te(Up DyW)),
k=1 k=1
d
LFRPYXPa o Reexta s [TROTRX -z (Z x4 UL AU Mp(Z2)W ).
k=1

(12)

In particular, £* is the adjoint operator of £. We will see in Section 2.2 that the represen-
tation in (11) helps the efficient implementation of RGN.

2.2 Riemannian Optimization and Riemannian Gauss-Newton

In this subsection, we first give a preliminary for Riemannian optimization and then intro-
duce the procedure of RGN for low-rank tensor estimation.

Overall three-step procedure of Riemannian optimization. Riemannian optimiza-
tion concerns optimizing a real-valued function f defined on a Riemannian manifold M, for
which the readers are referred to Absil et al. (2009) and Boumal (2020) for an introduction.
Due to the common non-linearity, the continuous optimization on the Riemannian manifold
often requires calculations on the tangent space. A typical procedure of a Riemannian opti-
mization method contains three steps per iteration: Step 1. find the tangent space; Step 2.
update the point on the tangent space; Step 3. map the point from the tangent space back
to the manifold.

Low-rank tensor Riemannian manifold (Step 1). We have already discussed the
tangent space of low Tucker rank tensor manifolds in Section 2.1, i.e., Step 1 above.

Update on tangent space (Step 2). Next, we describe the procedure of RGN in the
tangent space. We begin by introducing a few more preliminaries for Riemannian manifold
optimization. The Riemannian gradient of a smooth function f : M, — R at X € M,
is defined as the unique tangent vector grad f(X) € TxM, such that {(grad f(X),Z) =
D f(X)[Z],V Z € TxM;, where D f(X)[Z] denotes the directional derivative of f at point
X along direction Z. Specifically for the embedded submanifold M,, we have:
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Lemma 3 For f(X) in (4), grad f(X) = Pr, (&*((X) —y)), where Pr,(-) is the pro-
jection operator onto the tangent space of My at X defined in (11).

A common way to derive RGN update in the literature is to first write down the Rie-
mannian Newton equation, then replace the Riemannian Hessian by its Gauss-Newton ap-
proximation (Absil et al., 2009, Chapter 8.4.1), and finally solve the modified Riemannian
Newton equation, i.e., the Riemannian Gauss-Newton equation. In our low-rank tensor esti-
mation problem with the objective function (4), suppose the current iterate is X?, the RGN
update nfi&N e Ty« M, should solve the following RGN equation (Absil et al., 2009, Chapter
8.4),

—grad f(X") = Pr,,, (/*(/ (nN))). (13)

However, it is not clear how to solve this equation directly in practice.

Inspired by the classical Gauss-Newton (GN) algorithm, we instead introduce another
scheme to derive RGN. Recall in solving the nonlinear least squares problem in the Eu-
clidean space min, 3 |h(z)[3, the classic Gauss-Newton can be viewed as a modified Newton
method, and can also be derived by replacing the non-linear function h(z) by its local linear
approximation at the current iterate zj (Nocedal and Wright, 2006, Chapter 10.3). These
two ways of interpretation are equivalent. A similar local linearization idea can be extended
to the manifold setting except that the linearization needs to be taken in the tangent space
in each iterate. Specifically, consider the objective function f(X') in (4), the linearization
of y —/(X) at X' in Tx:My is y — o/ (X') — o/ Pr,, (X — X"), which can be simplified to
y — @ Pr,,, (X). After we further constraint the update direction to Tx¢M,, we have

o1
21 = argmin S|y — o Pr,, (2)13 (14

By mapping Z'*! back to the manifold, we get the new iterate X+
Next, we show the proposed update derived in (14) actually matches the standard RGN
update (13).

Proposition 1 Let Z'*! be the update computed in (14). Then, Z*1 — X1 is the Rieman-
nian Gauss-Newton update, i.e., it solves the Riemannian Gauss-Newton equation (13).

Proposition 1 shows that (14) yields the RGN update, which directly provides a simple
implementation of RGN. To see this, recall Pr,, = £,Lf, where £; and L} are defined in
the similar way as in (12) except evaluated on X' = [S8%; U, ..., U]; then the objective
function in (14) can be rewritten as follows,

n

Z — (AL LLE 2))?

1 n
Iy = Pr,..( Z)|3= Z — (L} A L} 2))?

l\DM—A
N)M—t

L : (15)
52 < A’L Xk 1UtT’B> 2<Ut (‘Ai)wt’Dk>> )

k=1

where (B,{D}{_,) := LfZ. Based on the calculation in (15), we define the following
covariates maps @/ : R™"*>7d — R" o, R®Pe="6)"% — R k = 1,---.d, where for

10
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(o8)i = Ai xio UL (9,)i = UL My (A) W

Here, (27B); satisfies [#5(-)]; = (-, (#/8);) and similarly for (@/p, );. Then, by (15) and the
fact that Z € Tx:M,., (14) can be equivalently solved by

ZtJrl _ Lt(Bt+17 D§+17 . ’D2+1)7

where

2

d
y — @5(B) = . o, (D)
k=1

t+1 qyt+1 t+1 .
(B, D, - D) = arg min
BERT1X‘“XT‘d7

DLeRPE—TK) X"k k=1,....d

(16)

2

Note that (16) is an unconstrained least squares with the number of parameters equal to
d d
21 (e — )i + T Ty e

Retraction (Step 3). Finally, we discuss how to map the point from the tangent space
back to the manifold, i.e., Step 3 above. An ideal method is via the exponential map, which
moves a point on the manifold along the geodesic. However, computing the exponential
map is prohibitively expensive in most situations, and a more practical choice is the so-
called retraction. Retraction is in general a first-order approximation of the exponential
map. In tensor manifold M., the retraction map, denoted by R, should be a smooth map
from TM, to M, that satisfies i) R(X,0) = X and ii) %R(X,tn)h:o =7 for all X € M,
and n € TxM, (Absil et al., 2009, Chapter 4). Here, TM, = {(X,TxM,) : X € M,} is the
tangent bundle of M.

In the low Tucker rank tensor manifolds, Proposition 2.3 of Kressner et al. (2014) showed
that the truncated high-order singular value decomposition (T-HOSVD) (De Lathauwer
et al., 2000) is a retraction. We further show in the following Lemma 4 that the sequentially
truncated HOSVD (ST-HOSVD) (Vannieuwenhoven et al., 2012), a computationally more
efficient procedure than T-HOSVD, also satisfies the retraction properties. The detailed
procedures of T-HOSVD and ST-HOSVD are given in Appendix A.

Lemma 4 (Retraction of Sequentially Truncated HOSVD) For ST-HOSVD de-
fined in Appendixz A, the map

R:TM, — M,, (X,n) - ST-HOSVD(X + n)
1s a retraction on M, around X .

Although ST-HOSVD has been widely used in practice, the retraction property of ST-
HOSVD we established in Lemma 4 is new.

Summary of RGN. We give the complete RGN algorithm for low-rank tensor estimation
in Algorithm 1.

11
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Algorithm 1 Riemannian Gauss-Newton for Low-rank Tensor Estimation
Input: ye R*, A;,..., A, e RP>Pa ¢ Tucker rank r, initialization X° with Tucker
decomposition [8%UY, ..., UY, and WY defined as (10).

1: fort=0,1,...,tmax — 1 do

2: Construct the covariates maps @/ : R *"d — R" ap, : RPe=TR)TR s R™ | =
1,---,d, where for 1 <i<n
(o8)i = A i Ui, ()i = Uil My (A) W (17)
3: Solve the unconstrained least squares problem

2

d
y — #8(B) — ), %, (Dy)
k=1

t+1 Tyt+1 t+1 .
(B, D, D) = arg min
BeR™1X X4
D,eRPr—"K) X"k k=1,...d

(18)

2

4: Update

d
Xt = [sth Uit L Ut = A, <Bt+1 x4_ UL + Z E(UZLDZ“WZT)) (19)
k=1

and Wit via (10). Here H,(-) is the retraction map onto M, (two choices are ST-
HOSVD and T-HOSVD).
5: end for

Output: X'tmax,

Remark 1 (Operator #,) In (19), Hy plays the role of retraction that maps the iterate
from the tangent space of M, at X' back onto the manifold. Since H, directly operates on
the updated tensor, to distinguish with the canonical notation R(-,-) for retraction, we use
a simplified notation H, to represent this map here. As we mentioned before, T-HOSVD
(De Lathauwer et al., 2000) and ST-HOSVD (Vannieuwenhoven et al., 2012) are two choices
of retractions.

3 Theoretical Analysis

We analyze the convergence rate of RGN in this section.

3.1 Quasi-projection Property and Tensor Restricted Isometry Property

We begin by introducing the quasi-projection property of T-HOSVD and ST-HOSVD and
the assumption on the linear map 7. Different from the low-rank matrix projection, which
can be efficiently and exactly computed via truncated SVD, performing low-rank tensor
projection exactly, even for r = 1, can be NP-hard in general (Hillar and Lim, 2013). We
thus introduce the following quasi-projection property and the approximation constant §(d).

12
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Definition 1 (Quasi-projection of H, and Approximation Constant §(d)) Let
Py, (-) be the projection map from RPL**Pd {o the tensor space of Tucker rank at
most r, i.e., for any Z € RPY**Pd and Z of Tucker rank at most r, one always has
|12 = Z|us = |2 — P, (2)]ns.

We say Hy satisfies the quasi-projection property with approximation constant 6(d) if
|Z = He(Z)[ns < 0(d)| 2 — P, (Z)[us for any Z € RPr> P,

It is known that T-HOSVD and ST-HOSVD satisfy the quasi-projection property (see Chap-
ter 10 in (Hackbusch, 2012)).

Proposition 2 (Quasi-projection property of T-HOSVD and ST-HOSVD) T-
HOSVD and ST-HOSVD described in Appendiz A satisfy the quasi-projection property with
approzimation constant 6(d) = /d.

For technical convenience, we also assume &7 satisfies the following Tensor Restricted
Isometry Property (TRIP) (Rauhut et al., 2017). One major reason we need this assumption
is to control the spectrum of the operator L£;.o7*o/ L, presented in Lemma 6 in Appendix B
of the paper. The TRIP condition can be seen as a tensor generalization of the restricted
isometry property (RIP). In the compressed-sensing and low-rank matrix recovery literature,
the RIP condition has been widely used as one standard assumption (Candés and Plan, 2011;
Cai and Zhang, 2013).

Definition 2 (Tensor Restricted Isometry Property (TRIP)) Let o : RP1**Pd —
R™ be a linear map. For a fixed d-tuple v = (r1,...,rq) with 1 < rp < pp fork =1,...,d,
define the r-tensor restricted isometry constant to be the smallest number R, such that
(1-R)|Z|}s < | (2)|3 < (1 + Ry)| Z|}g holds for all Z of Tucker rank at most r. If
0 < Ry <1, we say o satisfies r-tensor restricted isometry property (r— TRIP).

In Rauhut et al. (2017), the authors showed that TRIP can be satisfied in a number of
different scenarios. For example, if sensing tensors A; are composed of i.i.d. sub-Gaussian
entries, then with high probability, the TRIP condition can be satisfied with TRIP constant
R, as long as n > C(Zizlpkrk + HZZI ) log d/R? for some constant C > 0. In addition,
TRIP also holds for more structured measurement ensembles such as the random Fourier
mapping (Rauhut et al., 2017).

3.2 Main Convergence Results

In this subsection, we establish the deterministic convergence theory for RGN.

Theorem 1 (Convergence of RGN) Suppose H, is either T-HOSVD or ST-HOSVD,
o/ satisfies the 3r-TRIP, and the initialization X° satisfies |X° — X*|gs <
2 , where X := ming_y,__q 0y, (My(X¥)) is the minimum of least singu-

4d(V/d+ 1)(Rar/(1—Rar) +1)
lar values at each matricization of X*. Then for all t = 0,

. Xt — x| d+1
R 1 | |‘HS_~_\/>+
1—R2r A 1_R2r

| A — X |ys < d(Vd + 1) ( [(7*(€))max(ar) 115

w o n

Recall, (*)max(r) denotes the best Tucker rank v approzimation of the tensor

13
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In particular, if € = 0, then {X'} converges quadratically to X* as

Ray 1 | Xt — X*| 3
1_R2r A

| X — ¥ s < d(Vd + 1)< , Vt=0.

Theorem 1 shows with some proper assumptions on 7 and initialization, the iterates of
RGN converge quadratically to the ball centered at X* and of radius O([|(2/*(€) ) max(2r) [HS)-
Especially if € = 0, i.e., the observations are noiseless, X! converges quadratically to the
exact X*. To the best of our knowledge, this is the first provable quadratic convergence
guarantee for both low-rank tensor estimation and recovery.

We note that, in the noisy setting, RGN in general converges to a stationary point with
nonzero function value, so the classical optimization theory can only yield local (super)linear
convergence guarantee for RGN (Absil et al., 2009; Breiding and Vannieuwenhoven, 2018).
Our result complements the classic theory of RGN: Absil et al. (2009); Breiding and Van-
nieuwenhoven (2018) studied the limiting convergence rate of RGN to a stationary point,
while we show RGN converges quadratically to X*, the true parameter of interest, up to
some optimal statistical error (see the forthcoming Theorem 2). This also suggests that to
achieve quadratic convergence performance in low-rank tensor estimation, the more sophis-
ticated Riemannian Newton algorithm may be unnecessary as simple RGN already enjoys
the quadratic convergence for estimating X'™* with theoretical guarantees.

Remark 2 (Initialization) The convergence theory in Theorem 1 requires an initialization
condition. Our condition says that | XY — X*|us needs to be on the order of . In the
matrix setting, i.e., d = 2, this condition matches the initialization condition in the literature
for using two-stage nonconvex optimization methods to solve the low-rank matrix recovery
problems (Charisopoulos et al., 2021; Ma et al., 2019; Sun and Luo, 2015; Tu et al., 2016;
Wang et al., 2017; Zhao et al., 2015; Zheng and Lafferty, 2015). To this point of view,
our initialization condition is an extension of that. Moreover, in practice, the SVD-based
methods often provide a sufficiently good initialization that meets the requirement in many
statistical applications. We will further illustrate this point in Section 4. The numerical
studies in Section 6.1 show that RGN can still work well under random initialization. We
leave future work to provide convergence guarantees of RGN under random initialization.

Moreover, there is also a factor 1/d3/2 i the initialization condition. In typical applica-
tions, such as brain MRI images or fMRI images, d will be a moderately large value, say 3
or 4. If d is large, then the 1/d3/2 factor will be important and the power of d also comes for
reasons. The first reason is due to the fact that performing exact low-rank tensor projection
is computationally intractable and efficient procedures such as T-HOSVD and ST-HOSVD
can only achieve quasi-projection property with approzimation constant \/d as we discussed
in Proposition 2. The second reason is from the result in Lemma 9 that it has a factor d in
the numerator of the bound. This can also be seen from the proof that the effective dimension
of the orthogonal complement of Tx:My, which controls the error, scales linearly in d. These
two factors together yield the 1/d3/2 factor.

Remark 3 (Convergence under Restricted Isometry Property) In the literature,

the RIP-type assumptions are widely used to establish linear convergence guarantees for
various first-order algorithms in low-rank matriz/tensor recovery. A common strategy to
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establish such results is to first show the linear convergence of the empirical loss and then
transfer to the convergence of the iterates (Jain et al., 2010). To our best knowledge, we are
the first to use RIP to establish the second-order convergence of RGN by directly showing
the contraction of the iterates. The key lemmas in our theoretical analysis are Lemma 8,
which bounds the per-iteration least squares estimation error, and Lemma 9, which bounds
the projection of X* on the orthogonal complement of Tyx:M,.

Corollary 1 (Two Phases of Convergence of RGN) Suppose the conditions in Theo-

A(7* (e . .
rem 1 hold. Define A := \/ I 1+R3Tax}%’;))HHS. At iteration t,

_ 2
(Phase 1) If | X' — X*us > A, then | X1 — 2% |us < 2d(Vd + 1) (2 + 1)1F=F s,

(Phase II) If | X" — X*us < A, then [ X' — X*|us < \/;;;1 [ (7% (€))max(2e) [ 1s-

In summary, we have

2(Vd+1)

Xt X* 2—2 XO X*
[ lus <277 s +—=— o

”(%* (E))max(Qr)HH87 vVt = 0.

In addition, as long as

1 d(1 + Rsy — Roy) | X0 — X*| g
tmax = Tmax 1= [IOg <1 A\ 10g ( + 1, (20)
2 AH(‘%*(E‘-))IH&X(QI') HHS

we have | Xtmax — X*|pg < \/;;;rl (7 (€)) max(ar) [s-

Notice the initialization error required in Theorem 1 is of order A, which is in general
larger than |(%7*(€))max(2r) [Hs, so the magnitude of A in Corollary 1 can be much bigger
than [|(<7*(€))max(2r) [ns. Corollary 1 shows that the convergence of RGN has two different
phases: in Phase I that | X! — X *|yg is bigger than the threshold A, X* converges quadrat-
ically to X*; in Phase II that |&X? — X*|yg is smaller than the threshold, with one extra

step, the estimation error of X**1 becomes at most \[H ||(;af*( €))max(2r)|l1s-

3.3 Optimality of RGN

Next, we further introduce a lower bound to show & := [(27*(€))max(or)llns is essential in
the estimation error upper bounds of Theorem 1 and Corollary 1.

Theorem 2 (Minimax Lower Bound for Tensor Estimation) Consider the following
class of (o, X ,€):

|(7* (&) max(ar) s < €

Under the low-rank tensor estimation model (1), we have

Ful6) = {(;;Z:,ﬁg) : o satisfies 3r-TRIP, X is of Tucker rank at most r, } '

inf  sup X - Xlus > 27 1%
X (J;?,s)efr(g)
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Remark 4 ((One-step) Optimality of RGN for Low-rank Tensor Estimation)
Theorem 2 and Corollary 1 together show that with a fixed tensor order d and a proper
initialization, RGN achieves rate-optimal estimation error in class Fy(§) after at most
double-logarithmic, i.e., Tyax defined in (20), number iterations.

Corollary 1 also shows in Phase II convergence of RGN, with one extra step, the esti-
mation error X1 becomes statistical rate-optimal. Such the one-step optimality shares the
same spirit as the “one-step MLE” property for Newton algorithm in the literature on sta-
tistical inference (see Bickel (1975) and (Shao, 2006, Chapter 4.5)). To our best knowledge,

this one-step optimality phenomenon is new for RGN.

4 Implications in Statistics and Machine Learning

In this section, we study the performance of RGN in two specific problems in machine
learning: tensor regression and tensor SVD. In addition, the algorithm is applicable to a
broader range of settings discussed in the introduction. Throughout this section, we denote
P 1= maxy Pk, p 1= ming pg, 7 = maxg rg, A := ming o, (Mp(X*)), X := maxy o1 (Mg (X))
and Kk := A\

4.1 Tensor Regression

Tensor Regression is a basic problem for supervised tensor learning, for which the readers
are referred to Section 1.2 for a literature review. Specifically, we assume {A;}I" , are
independent and have i.i.d. N(0,1/n) entries; €; Sl N(0,02/n) in model (1). Suppose the
initialization is obtained by T-HOSVD:

XO:@{*(Y)X%LlPUga (21)

where U = SVD,, (My(2*(y))). Then we have the following theoretical guarantee for the
outcome of RGN for tensor regression.

Theorem 3 (RGN for Tensor Regression) Consider RGN for tensor regression. Sup-
pose 7 < pY/2, My is either T-HOSVD or ST-HOSVD. Ifn = c(d)(| X*|4g+02)k3/rp¥? /A2,

and tmax = C(d) loglog Av/n , then
U\/Zizl repk+Tiy 7k
d d
| At — X*| s < e(Vd + 1)o (Z repe + | | rk> /n (22)
k=1 k=1

holds with probability at least 1 —B_C. Here c,C are some universal positive constants, and
c(d),C(d) are some constants that depend on d only.

Suppose d, 7 are fixed. Note that O(dpr) samples is enough to guarantee the r-TRIP
and indeed this is the information-theoretic limit to make the problem solvable (Zhang
et al., 2020a, Theorem 5). However, we find to achieve the initialization assumption in
Theorem 1 via spectral method, a significantly larger sample complexity O(c(d)\/?pd/ ) is
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needed. Such a gap originates from the difficulty of computing the best Tucker rank r
approximation of .&7*(y) efficiently in initialization (Hillar and Lim, 2013). This difficulty
is also a common reason that causes the so-called “statistical and computational gaps" in
various tensor problems (Richard and Montanari, 2014; Zhang and Xia, 2018; Barak and
Moitra, 2016; Luo and Zhang, 2020, 2022a; Brennan and Bresler, 2020; Han et al., 2022a).
See more discussions in Section 4.3.

4.2 Tensor SVD

Tensor SVD is a specific model covered by the prototypical model (1), which can be equiv-
alently written as

y:X*+g>

where X'* has Tucker decomposition as (3) and € has i.i.d. N(0,0?) entries. The goal is to
estimate X'* based on Y. As illustrated by the following Lemma 5, the RGN algorithm for
tensor SVD can be significantly simplified from the original Algorithm 1.

Lemma 5 (Least Squares Solution of RGN in tensor SVD) Consider the tensor
SVD model Y = X* + E. Suppose at the t-th iteration of RGN, the current iterate is Xt
with Tucker decomposition [S';UY, ..., U,]. Then the least squares in (18) can be solved

by
Bt =yxi U, D =U M)W, k=1, ,d

Here W1 is given in (10).

Consequently, we simplify RGN for tensor SVD to the following Algorithm 2.

Algorithm 2 Riemannian Gauss-Newton for Tensor SVD

Input: Y e RP1>*Pa ¢t . a Tucker rank r initialization X° with Tucker decomposition
[s%0Y, ..., Uy
1: for t =0,1,...,tmax — 1 do
2: Update
Xt-‘rl _ [[St+1; U§+1, o ,Ufi-&-l]] _ Hr (PTXt (y)) )

Here Pr_,(-) is the projection operator that project Y onto the tangent space of X*
X
defined in (11), H,(-) maps the input tensor to be a Tucker rank r tensor.
3: end for

Output: X'tmax,

The following Theorem 4 gives the theoretical guarantee of RGN initialized with T-
HOSVD for the tensor SVD.

Theorem 4 (RGN for Tensor SVD) Consider RGN for tensor SVD. Suppose 7 < 31/2,
Hy is either T-HOSVD or ST-HOSVD, and the algorithm is initialized by T-HOSVD,
e, X0 =Y xd_, Pyo where UY = SVD,, (My(Y)). If the least singular value A >
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C(d)/ipd/4771/40-; and tmax = C(d) log log {)\/ (a\/ZZ_l rEPE + Hizl rk> },

d d
|xtmes — X*|ps < - (Vd+ D)oy | D mpe + [ [ a (23)
k=1 k=1

holds with probability at least 1 — exp(—Cbp).

Remark 5 (RGN Versus Existing Algorithms in Tucker Tensor Decomposition)
We note that Algorithm 2 can also be viewed as a Riemannian Gauss-Newton algorithm for
Tucker tensor decomposition (Kolda and Bader, 2009). In the literature, a few other second-
order methods have been proposed for Tucker tensor decomposition under Grassmann or
quotient manifold structures, such as (quasi-) Newton-Grassmann method (Eldén and Savas,
2009; Savas and Lim, 2010), geometric Newton method (Ishteva et al., 2009), and Rieman-
nian trust region method (Ishteva et al., 2011). To the best of our knowledge, this is the first
Riemannian Gauss-Newton algorithm for Tucker tensor decomposition developed using the
embedded manifold structure on M,.. At the same time, we comment that different from the
common goal in tensor decomposition which aims to find a good low-rank approximation of
Y, our goal here is to find a good estimator for X*. So the convergence results established
in Eldén and Savas (2009); Savas and Lim (2010); Ishteva et al. (2009, 2011) are not di-
rectly comparable to ours. Moreover, due to the difference in the targets, the quasi-projection
property of T-HOSVD and ST-HOSVD in Tucker tensor decomposition (see Definition 1)
does not imply they are good estimators for X*. In fact, it has been shown in Zhang and
Xia (2018) that T-HOSVD is strictly suboptimal in estimating X* in tensor SVD, see more
discussions in the second point of Section 4.3.

4.3 A Few More Remarks for Tensor Regression and Tensor SVD

In this section, we provide a few remarks regarding our results in Theorems 3 and 4.

e (Estimation Error, Convergence Rate, and Signal Strength) In both tensor re-
gression and SVD, the estimation upper bounds in Theorems 3 and 4 match the lower
bounds in the literature, (Zhang and Xia, 2018, Theorem 3) and (Zhang et al., 2020a, The-
orem 5), which shows that RGN achieves the minimax optimal rate of estimation error.
Compared to existing algorithms in the literature on tensor regression and SVD (Ahmed
et al., 2020; Chen et al., 2019a; Han et al., 2022b; Zhang and Xia, 2018), RGN is the
first to achieve the minimax rate-optimal estimation error with only a double-logarithmic
number of iterations attributed to its second-order convergence.

Suppose d,7 are fixed and the condition number « is of order O(1), we note that the
sample size requirement (n = O(+v/7p%?)) in tensor regression and least singular value
requirement (\/o = O(5%*7'/4)) in tensor SVD match the start-of-the-arts in literature
(see Table 1 for a comparison). Rigorous evidence has been established to show that
the least singular value lower bounds in tensor SVD are essential for any polynomial-
time algorithm to succeed (Zhang and Xia, 2018; Brennan and Bresler, 2020; Luo and
Zhang, 2022a). Recent studies in Luo and Zhang (2022b); Diakonicolas et al. (2023) have
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presented similar evidence for tensor regression, suggesting that a sample complexity of
O(p%?) is essential for the success of any polynomial-time algorithm.

e (Guarantees of the Spectral Initializations in Tensor Regression and Tensor
SVD.) From the proof of Theorem 3 (46) and Theorem 4 (50), we show the spectral
initializations in tensor regression and tensor SVD have the following guarantees:

— tensor regression:

d d =TTe 1/2,.~2
|20 — X" s < C(d) ﬁa\/zk—lmnmk—l’"k+<’“Hk—1fr';> ) @

where C(d) is some constant depending on d only and & := 4 /| A[}g + 02 > 0.
— tensor SVD:

d d =T714 1/2
HXO — X¥|us < C(d) | ko 2 DPETE + H i+ (7 Hk_lfk) o . (25)
k=1 k=1

Comparing (24) and (25) with (22) and (23), we can see the estimation error guarantees
of the spectral initializations are strictly suboptimal comparing to the ones with iterative
refinement.

5 Computational Complexity of RGN

Next, we investigate the computational complexity of RGN. First, the per-iteration computa-
tional cost for RGN with a general linear map .27 is O(np®r+n(r@+dpr)?)ifp; = --- = pg = p
and 71 = --- = rq = r. Here, O(np?r) and O(n(r? + dpr)?) are due to the costs for con-
structing the covariate maps (17) and for solving the least squares problem (18), respectively.
If r,d « m,p (which is a typical case in practice), the cost of constructing the covariates
maps dominates and the per-iteration cost of RGN is O(np?r). Performing T-HOSVD or
ST-HOSVD in H, can be expensive in general. Since the tensor we apply H, on lies in the
tangent space of the current iterate and is at most Tucker rank 2r (Lemma 2), the retraction
via T-HOSVD and ST-HOSVD can be performed efficiently (Cai et al., 2020).

A comparison of the per-iteration computational complexity of RGN and several clas-
sic algorithms, including alternating minimization (Alter Mini), projected gradient descent
(PGD), and gradient descent (GD), in tensor regression and tensor SVD examples is provided
in Table 1 in the introduction section. The main complexity of alternating minimization
(Alter Mini) (Zhou et al., 2013; Li et al., 2018) is from constructing the covariates in solving
the least squares and the main complexity of the projected gradient descent (PGD) (Chen
et al., 2019a) and gradient descent (GD) (Han et al., 2022b) are from computing the gradi-
ent. We can see RGN has the same per-iteration complexity as Alter Mini and comparable
complexity with PGD and GD when r « n,p. In addition, RGN and Alter Mini are tuning-
free, while a proper step size is crucial for PGD and GD to have fast convergence. Finally,
RGN enjoys a second-order convergence as shown in Section 3, while the convergence rates
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of all other algorithms are at most linear. We will further provide a numerical comparison
of these algorithms in Section 6.2.

Furthermore, in specific scenarios where the covariates A; have more structures, the
procedure of RGN can be simplified and the computational complexity can be reduced. In
Section 4.2, we have already seen RGN can be significantly simplified in tensor SVD. Here
we discuss two additional scenarios: tensor estimation via rank-1 projections and tensor
completion.

e Tensor estimation via rank-1 projections. In this application, A; = agi) 0---0 ag)

and the construction of covariates maps in (17) can be simplified as follows
(o8); = UlTa oo U, (ap,)i = Ulla) (@40 ) VL, k=1,....d.

Here VI = QR(M(S")T) and 8* = X' x¢_ ULT. The computational cost for construct-
ing the covariates maps by such a scheme is O(n(p? 4+ %)), which is much cheaper than
O(np®r), the computational cost in the general setting, when d > 3.

e Tensor completion. We observe a fraction of entries indexed by €2 from the target
tensor. For (i1,...,iq) € €, the corresponding covariate is €;, o --- o €;,. Then, simple
calculation yields the covariates maps can be calculated as

(8)i = (UL )i o(U )i (9,)i = (UL 1 (@524 (U5, Vi k=1, d.

The per-iteration cost for constructing the covariates maps above is O(n(r? + pr)).

6 Numerical Studies on RGN

We consider four specific numerical settings: 1. tensor regression under random design; 2.
tensor estimation via rank-1 projections; 3. tensor completion; 4. tensor SVD. In tensor
regression and tensor estimation via rank-1 projections, we generate the covariates A; and
a,(j) with i.i.d. N(0,1) entries. In tensor completion, partial observations indexed by

are sampled uniformly at random from the noisy tensor Y. In each simulation setting, we
generate g; i N(0,0?), {Ug}3_, uniformly at random from Q,,, and & € R™"*" with
iid. N(0,1) entries; then we calculate X* = & x; U; x9 Uy x3 Us. In tensor SVD,
we also rescale & so that ming—; 2 3 0y, (Mp(X¥)) is equal to a pre-specified value A. The
implementation details of RGN under each setting have been discussed in Sections 4 and 5.
We apply the following initialization schemes respectively for each problem.

e Tensor regression/Tensor estimation via rank-1 projections: X% = &7*(y) x g:1PU2, where

UY = SVD,, (My(7*(y)):

e Tensor completion: Suppose p = ||/ (H?Zl p;) is the sampling ratio. Denote
yQ _ { y[ihm’id], if (il, Ce ,id) e N

0, otherwise.

Calculate My, (Vo) My(Ya)T, zero out the diagonal entries of My (Vo) My(Ya)T, let UY
be the leading 7 singular vectors of the diagonal-zero-out matrix My (Yaq) M k(yQ)T, and
initialize X0 = (Vo /p) x¢_, Pyo (Xia et al., 2021).

20



SECOND-ORDER METHOD FOR LOW-RANK TENSOR ESTIMATION

e Tensor SVD: Initialize X0 = Y x¢_, Pyo, where UY = SVD,, (M(D)).

Throughout the simulation studies, the error metric we consider is the relative root-mean-
squared error (Relative RMSE) | X* — X*|us/|X*|us. The algorithm is terminated when
it reaches the maximum number of iterations tyax = 300 or the corresponding error metric
is less than 10~!4. Unless otherwise noted, the reported results are based on the averages of
50 simulations and on a computer with Intel Xeon E5-2680 2.5GHz CPU. The code of our
algorithm can be found at https://github.com/yuetianluo/RGN-for-Tensor-Estimation.

6.1 Numerical Performance of RGN

We first examine the convergence rate of RGN in each of the above-mentioned problems. We
set o = 1 for tensor SVD and o € {0,107} in the other three problems. We skip the noiseless
setting of tensor SVD since the initialization via T-HOSVD already achieves exact recovery.
The convergence performance of RGN in tensor regression and tensor completion is presented
in Figure 1 and the performance in tensor estimation via rank-1 projections and tensor SVD
is presented in Figure 2. In tensor regression under random design/rank-1 projections and
tensor completion, the estimation error converges quadratically to the minimum precision
in the noiseless setting and converges quadratically to a limit determined by the noise level
in the noisy setting. In tensor SVD, we observe RGN initialized with T-HOSVD converges
with almost one iteration. We tried several other simulation settings and observe a similar
phenomenon. This suggests that in tensor SVD, RGN may achieve one-step optimality
directly after initialization in estimating X* as discussed in Remark 4. We leave it as future
work to further investigate this phenomenon.
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(a) Tensor estimation via rank-1 projections: p = (b) Tensor SVD: p = 100, r = 3.
30,r = 3.

Figure 2: Convergence performance of RGN in tensor estimation via rank-1 projections and
tensor SVD under spectral initialization.

We note that in many problems, spectral initialization may not be obtainable, and
another common initialization choice for iterative algorithms in practice is random initial-
ization. Next, we illustrate the performance of RGN with random initialization in two
examples: tensor regression and tensor estimation via rank-1 projections. Here we simply
initialize X° by i.i.d. standard Gaussian entries and the simulation results are given in Fig-
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ure 3. We can see that RGN can still converge and estimate /recover X* well under random
initialization. However, there are two main differences compared to the convergence of RGN
under spectral initialization: first, we find RGN generally requires a slightly larger sample
size to convergence under random initialization; second, the iterate tends to fluctuate at the

beginning stage before it enters the attraction region and larger sample size seems to make
the algorithm more stable.
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(a) Tensor regression: p = 30,7 = 3 (b) Tensor estimation via rank-1 projections: p =
30,r =3

Figure 3: Convergence performance of RGN in tensor regression and tensor estimation via
rank-1 projections under random initialization

6.2 Comparison of RGN with Previous Algorithms

In this subsection, we compare RGN with other existing algorithms, including the Rie-
mannian trust region method (RTR) (Heidel and Schulz, 2018), alternating minimization
(Alter Mini) (Zhou et al., 2013; Li et al., 2018) !, projected gradient descent (PGD)(Chen
et al., 2019a) and gradient descent (GD) (Han et al., 2022b), in tensor regression. Since the
approximate Riemannian Newton in Kressner et al. (2016) is developed under the setting
where the linear map has additive and Kronecker-product-type structures, we choose not
to compare it here. While implementing GD and PGD, we evaluate three choices of step
size, % % {0.1,0.5, 1}, then choose the best one following Zheng and Lafferty (2015). We set
p=30,7 =3,n =5=xp*?r and consider both the noiseless case (o0 = 0) and the noisy case
(o0 =1079).

We plot the relative RMSE versus iteration number/runtime in both the noiseless and
noisy tensor regression settings in Figures 4 and 5, respectively. In both settings, RGN
converges quadratically, and the Riemannian trust region method is slightly slower than
our method but also has superlinear or quadratic convergence performance. All the other
baseline algorithms converge in a much slower linear rate. To achieve an accuracy of 1074
in the noiseless setting or the statistical error in the noisy setting, RGN requires a much
smaller runtime than PGD, Alter Mini, and GD.

1. Software package available at Zhou (2017)
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Figure 4: Relative RMSE of RGN (this work), Riemannian trust region (RTR), alternating

minimization (Alter Mini), projected gradient descent (PGD), and gradient de-
scent (GD) in noiseless tensor regression. Here, p = 30,r =3,n =5 x> 2r, o = 0.
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Figure 5: Relative RMSE of RGN (this work), Riemannian trust region (RTR), alternating

minimization (Alter Mini), projected gradient descent (PGD) and gradient descent
(GD) in noisy tensor regression. Here, p = 30,7 =3,n =5 = p2r o =1076.

6.3 A Real Data Example

In this section, we demonstrate the advantages of our algorithm in the application of high-
order image compression via rank-1 projection (Hao et al., 2020; Cai and Zhang, 2015). We
consider the ADHD-200 dataset that contains magnetic resonance imaging (MRI) data from
both the attention deficit hyperactivity disorder (ADHD) patients and the control group?.
The dataset includes 973 subjects and each subject is associated with a 121-by-145-by-121
MRI image denoted by X. The total storage space for these data through naive format is
121 x 145 x 121 x 973 x 4B ~ 7.48GB, which is expensive for both storage and computation.
Our goal is to compress the high-order image data via rank-1 projections and allow for
efficient retrieval from the compressed rank-1 projections. Here for each image, we choose

2. Available at http://neurobureau.projects.nitrc.org/ADHD200/Data.html
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to let X* be the subtensor X[y.40,1:50,1:40) With size 40 x 50 x 40. There are two reasons for
this choice: first, this experimental scale is already challenging for other algorithms as it is
unclear how to leverage the rank-1 projection structure efficiently there; second, since the
boundary of an MRI image often contains many zero entries, the selected subtensor has a
low-rank structure. An illustration of singular value decay of three matricizations of one
MRI image is given in Figure 6.
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Figure 6: Illustration of low-rankness of X*. Three plots represent the singular values for
M (X*),i=1,2,3.

Specifically, we generate random vectors {agi ,ag), ag) ? , with i.i.d. standard Gaussian

entries and compute

= <X*,a§ oa2 oa3)> Vi=1,.
We can store y and {agi), ag), (Nn ' | in instead of the whole tensor X*. If n «
p1p2ps/(max p;), we can reduce the memory cost from O(plpgpg) to O (n ( p1+ p2 + p3)).
Furthermore, We can apply our algorithm with inputs y and {a1 ),aé),az,) 1 | to recover
X*.

We compare the relative RMSE of our algorithm with the Riemannian trust region
method and the PGD method as these two have the best performance from the last simula-
tion study. We stop the algorithm when the decrease of relative RMSE per iteration is less
than 1073. The recovery performance of these three algorithms with spectral initialization
for a randomly drawn MRI image is shown in Figure 7. We can see that in this image all three
methods achieve roughly the same relative RMSE, but our algorithm requires significantly
less number of iterations and runtime.

Moreover, we repeat the experiment for randomly drawn 100 MRI images, and then
compare the averaged recovery performance and runtime of these algorithms. The results
are given in Table 2. We can see that on average, our method achieves similar recovery guar-
antees as the Riemannian trust region method but in less runtime. Both these algorithms
achieve better recovery performance than PGD.

7 Conclusion and Discussions

In this paper, we propose a new algorithm, Riemannian Gauss-Newton (RGN), for low
Tucker rank tensor estimation. Under some reasonable assumptions, we show RGN achieves
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Figure 7: Relative RMSE of RGN (this work), Riemannian trust region (RTR), and pro-

jected gradient descent (PGD) over iteration number and runtime in MRI image
recovery.

Algorithm| Relative RMSE Runtime
RGN 0.155(0.0137) 39.2 (6.49)
RTR | 0.153(0.0137) | 104.9 (17.17)
PGD 0.300(0.2598) 79.5 (48.79)

Table 2: Average relative RMSE and runtime (in second) of RGN (this work), Riemannian
trust region (RTR), and projected gradient descent (PGD) in MRI image recovery.
Mean values with standard deviation in the parenthesis are reported.

a local quadratic convergence and an optimal statistical error rate for low-rank tensor esti-
mation.

There are a number of directions worth exploring in the future. First, our current
convergence theory relies on the TRIP assumption, which may not hold in scenarios, such
as tensor estimation via rank-1 projections and tensor completion. In Section 6.1, we show
via simulation that RGN still works well without TRIP. It is an interesting future work
to establish the “TRIP-less" theoretical guarantees of RGN. Another future direction is to
study the convergence of RGN under random initialization. Some progress has been made on
the convergence of randomly initialized (Riemannian) gradient descent in low-rank matrix
recovery problems (Chen et al., 2019b; Hou et al., 2020). However, it can be much harder
to establish similar results for RGN in low-rank tensor recovery problems.

Second, throughout the applications, we assume the noise is Gaussian distributed. In
the scenarios that the noise is heavy-tailed or the data have outliers (Cai et al., 2022), we
would like to consider using the robust loss (e.g., I; loss or Huber loss) in (18) instead of
the Iy loss or consider quantile tensor regression (Lu et al., 2020). It is interesting to see
whether RGN work in those settings and can we give some theoretical guarantees there.

Third, this paper mainly focuses on the scalar response and tensor predictor model (1).
In the literature, several papers have also studied the tensor response model (Sun and Li,
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2017; Li and Zhang, 2017), it is interesting to see whether the RGN method can be applied
to that setting.

Finally, we focus on low Tucker rank tensors in this paper. Although the Tucker format
has many advantages, in ultra higher-order tensor problems, the storage cost of the core ten-
sor in the Tucker format scales exponentially with respect to the tensor order and it is more
desirable to consider other low-rank tensor decomposition formats, such as the hierarchical
Tucker decomposition (Grasedyck, 2010; Hackbusch and Kiihn, 2009) and tensor-train de-
composition (Oseledets, 2011; Zhou et al., 2022). It is known that the set of fixed hierarchical
rank or tensor-train rank tensors forms a smooth manifold (Uschmajew and Vandereycken,
2013; Hackbusch, 2012; Holtz et al., 2012), so it is interesting to see whether the RGN
algorithms can be established in these settings.

Acknowledgments and Disclosure of Funding

We thank the editor Suvrit Sra and two anonymous reviewers for their suggestions and
comments, which help significantly improve the presentation of this paper. Y. Luo and A.
R. Zhang were supported in part by the NSF Grant CAREER-2203741.

26



SECOND-ORDER METHOD FOR LOW-RANK TENSOR ESTIMATION

Appendix A. T-HOSVD and ST-HOSVD

In this section, we present the procedures of truncated HOSVD (T-HOSVD) (De Lathauwer
et al., 2000) and sequentially truncated HOSVD (ST-HOSVD) (Vannieuwenhoven et al.,
2012). For simplicity, we present the sequentially truncated HOSVD with the truncation
order from mode 1 to mode d.

Algorithm 3 Truncated High-order Singular Value Decomposition (T-HOSVD)
Input: Y € RP1**Pd Tucker rank r = (r1,...,74).

1: Compute U = SVD,, (Mg(Y)) for k=1,....,d.
Output: Yy =Y xgzl Py

0.
k

Algorithm 4 Sequentially Truncated High-order Singular Value Decomposition (ST-
HOSVD)
Input: Y € RP1**Pd Tucker rank r = (11,...,74).
1: Compute U} = SVD,, (M1(D)).
2: for k=2,...,ddo
3: Compute U = SVD,, (M (Y xfz_ll PU?)).
4: end for
Output: JA) =Y x%zl Py

0.
k

Appendix B. Proofs

We collect all proofs for the main results in this section. We begin by introducing a few pre-
liminary results and then give the proof for all theorems/corollaries/lemmas in subsections.

First, by £; defined in (12), we can write the least squares in (18) in the following
compact way

2
(B DY) = agmin |y - oLuB DK (20)
BGRTleXTd,
D eRPE—TK) %"k k=1,....d

Also for X € M, and the projector Pr, (-) in (11), we let Pr,,), (£) := Z — Pr,(Z) be
the orthogonal complement of the projector Pr,,.

Next, we introduce a tensorized view of (£ x¢_, U’;J, {PZIMk(Z)WZ}zZI) generated
from £j(Z) (12). For simplicity, denote Bz = Z x¢_, Ul | Dyz = UL My (Z)WL. By
construction, it is convenient to view (Bz, {Drz}{_,) lie in a Tucker rank 2r tensor space
in RP1**Pd and this fact is useful in the proof. In Figure 8, we draw a pictorial illustration
to illustrate how does L£;(Z) look like in a special setting.

By the explanation above, throughout the proof section, we will use the notation
(BL (DL} _) to represent a tensor where B! and {D!*'}4_, are located in the same
places as Bz and {Dyz}¢_, in RP**Pa_ and (B {DIE_ ) — £ (Z) denotes the dif-
ference of these two tensors.
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Figure 8: Illustration of (Bz,{Dyz}{_;). Here, we assume U] = [L, 0, x(pe—rp))> k =
1,2,3, for a better visualization. The gray core tensor represents Bz and red,
green, blue blocks represent D1 z,Doz and D3z, respectively.

For any given linear operator £, we use R(L) to denote its range space. The first Lemma
gives the bounds on the spectrum of L} .o7* o7 L;.

Lemma 6 (Bounds for Spectrum of L;&/*/L;) Recall the definition of Ly in (12). It
holds that

[Le(Z)us = |1 2]us, V2 e R(LY). (27)

Suppose the linear map < satisfies the 2r-TRIP. Then, it holds that for any tensor Z €
R(LY),
(1 = Roy)| Zllns < 1L o/ o/ Lt(Z)|us < (1 + Rar)[ Z||ns- (28)

and

| Zms

_ Z|us
< * 7% IZ < ”
s < )7 (2) s

h ]-_RQI'.

(29)

Proof. Equation (27) can be directly verified from definitions of £; and £} in (12) and the
orthogonality for each component in £5. (29) follows from (28) by the relationship of the
spectrum of an operator and its inverse, so we just need to show (28).

The second claim is equivalent to say the spectrum of L.@/*a/L; is lower and upper
bounded by 1— Rg, and 1+ Ry, respectively, for Z € R(L}). Since L} o/ *.o/ L, is a symmetric
operator, its spectrum can be upper bounded by sup zer (%) | 2|s=1{Z, L ¥* Li(Z)) and
lower bounded by inf zer %) | zs=1{Z, Li &* T Li(Z)). Also

(a)

sup (Z,LFd* o Ly(2)) = sup | Li(Z)|hs < 1+ Rar
ZeR(LF),| Zns=1 ZeR(L}),| 2 ns=1
(@)
inf Z LI AL(Z)) = inf FLI(Z)|Ag = 1 — Rox.
Zevz(z:mznﬂs=1< ! "2)) zm(ﬁ;“»nzuﬁszlu ((Zls ?

Here (a) is by the TRIP condition for o/, £,(Z) is at most Tucker rank 2r and (27). H
By assuming TRIP for </, Lemma 6 shows the linear operator L£fa/*</L; is always
invertible over R(L}) (i.e. the least squares (18) has the unique solution).
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Next let us take a detailed look at the error in the least squares in (18). To have a better
understanding of this least squares, let us rewrite y; in the following way

yi =(AL X + e
= <,A17 PTXtX*> + <.A,L, P(Txt)lX*> +&;
= (LYAL LiX) + (A By, X7 + € (30)
—_— =
(a) (b)
= (LFA, LFX*) + €l
Here g := A (Pr,,,), X*) + €. (30) can be viewed as the partial linear regression model
we considered in performing the least squares in (18). In the first expression (a) on the
right-hand side of (30), we have the covariates £;(A;) and (b) is the residual in the new

partial linear model. Thus, we can see that the estimating target of (B*! {Di*1}d_ ) is
LFX* and its estimation error is given in the following Lemma.

Lemma 7 (Least Squares Error in RGN) Recall the  definition of &' =
A (P(r,,), X*) + € from (30). If the operator Li«/*a/L is invertible over R(L{),
then (BF1 (DY) in (18) satisfy

(B DL i) — LI = (Lya s/ L)~ Lyl e (31)
and
(B DL ) — L1 s = | (Lo £)7 L er e . (32)
Proof. First by the decomposition of (30), we have
y = G LLHXF) + €. (33)

In view of (26), if the operator L}.o/*.o/ L, is invertible, the output of least squares in (18)
satisfies

(B DML = (Lf e/ e/ Lo) T Ly = L7 (X*) + (Lf o * o/ L) L/ e,
where the second equality is due to (33). This finishes the proof. W
Next, we begin the proof for the main results in the paper one by one.

B.1 Proof of Lemma 1

To show the tangent space representation in Lemma 1 is equivalent to the tangent space
representation in literature (9), we just need to find a one-to-one correspondence between
D, and D}, in two representations as the B is the same in both representations. Given
Dj, € RPxX"k and ]_)gUk. = 0, we have D, = Uy, M for some M € R®:=7k) 7% §o

= 8 a
Mp(8 xi, Dy X1, Uy) ® Ut MM, (8)(®}_ g2 Us) " @ U, MR'W/ .

Here (a) is because Vi = QR(M(S)T) and M (S) = VR for some invertible R € R™ "k
matrix. Thus, we can see that D, = MRT in the new representation. Similarly, given
D, € RPr—Tk)x7%

_ 8 _
T(Ur DyW)) = Ti(Up DE(RT) RV (@1, 00) ) € 8, UpuDe(RT) ™ xi Uy
So Dy, = Uy D(RT)™! and this finishes the proof. W
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B.2 Proof of Lemma 2

Suppose Z € TxM, and it has representation B xﬁzl Uy —i—Zz:l E(UMD;{WZ) for some B
and {Dy}¢_,. To prove the result, it is enough to show rank(My(Z)) < 2ry for k = 1,...,d.
Let us show this is true for £ = 1 and the proof for other modes is similar.

Let Vi be the tensorzied V,;r such that My (V) = V,I. Recall the definition of W, in
(10), we have Tz (U1 D W) = Vi x12; U; xj, Uy Dy So

d
Ml(Z) = U1 (M1(B X1 Uk) + Z Ml(vk X Ulek X1k Ul)> +U1LD1M1(V1 Xk:;élUk)-
k=2

(34)
Since B € R"**7a Dy € RP1="1)%"1 " each matrix on the right hand side of (34) is of rank
at most r1. Thus M;(2) is at most rank 2r;. This finishes the proof. W

B.3 Proof of Proposition 1
In view of the Riemannian Gauss-Newton equation in (13) and the Riemannian gradient in
Lemma 3, to prove the claim, we only need to show

Pp, (*(/ (2%1) —y)) = 0. (35)

Here we replace nftNG by Zt+1 — xt,
From the optimality condition of the least squares problem (14), we know that the least
squares solution Z'*1 satisfies

pr ., o* (o Pr, (2" —y) =0. (36)
Since Z'*! lies in TxtM,, Pr,,(Z"1) = Z'*1. Hence, (36) implies (35). M

B.4 Proof of Theorem 1

In this section, we prove our main theorem. This section is divided into two subsections.
In the first subsection, we introduce two key Lemmas in proving the results. In the second
subsection, we prove the main results.

B.4.1 KEy LEMMAS

The first Lemma gives an upper bound for the distance of (B*1, {D!*1}4_ ) to their target
LiX* in (32).

Lemma 8 (Upper Bound for the Least Squares Estimation Error) Let &' =
'Q{(P(Txt)LX*> + €. Suppose that o7 satisfies the 3r-TRIP. Then at tth iteration of RGN,
the approximation error (32) has the following upper bound:

Rar|Piry), X*|us [1(7*(€)) max(ar) |15

(37)
1-— RQI» 1-— RQr

|(Lper* et L) Lr et |y <
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Proof. Since & satisfies 3r-TRIP, Ry, < R3r < 1. Then, Lemma 6’s assumption holds and
L} ef* o/ Ly is invertible over R(LY).

Lemma6 1

(e opatellyg < gL e s
(a) 1
T 1- Ry, |£8* (A (Pi) . XF) + €)|lms
(b) 1
< 1 (167" (Pt X s + (" (&) hmasian s

—
2]

) Re|Piry), X*[us /(% (€))max(ar) s
1-— RQr 1-— R2r ’

A

here (a) is by the definition of ; (b) is by triangle inequality and L} (2/*(g)) is of at most
Tucker rank 2r as we discussed before; (c) is because
|LF ™ot (P, ), XF)lns = sup  (Lyd ™ (P, X*), Z)
Z:| Z|ns<1
= sup <‘52{(P(Txt)ix*)7%£t(z)>
Z:||Z]us<1
(a)
< sup Rgr”P(
Z:| Z|us<t

X" us|1£4(2)ms

Tot)L

(0) N
< Rsr| Py, X us-
Here (a) is due to Lemma 10, (P(7,,,), X*, L«(Z)) = 0, P1,,,), X and Li(Z) are of Tucker
rank at most r and 2r, respectively; (b) is because |Li(Z)|us < |[Z|lus <1. N
The following Lemma plays a key role in showing the quadratic convergence of RGN.

Lemma 9 (Projection of X* on Py, ) For any two order-d Tucker rank r :=
(r1,...,7q) tensors X* X' e RPLX"*Pd e have

d| Xt — x*|3q
)\ b)

1P(1y0), X *ms <

where A 1= ming_; 40, (Mp(X*)).

Proof. Suppose X' and X* have Tucker rank r decomposition [S%UY,...,UY] and
[S;Uy,...,Uy], respectively. Recall

W, = (Ud®...®Uk+1®Uk_1®...®U1)Vk‘6@}77}@77419

in (10), where Vi = QR(M(S)"). Similarly we have Wt for X*. For X*, it can be
decomposed in the following way

X* =X* x1 Pyt |+ X* x1 Py¢ xo Py + -+ X* <[] Py xg Pyt | + -+ X* L) Py
d
= X* x| Pyt xx Pyt | + X* x{L) Py
& 1=1 fut Xk fut | 1=1 Ut
(38)
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Then

P, X* =X* — Pr, X*

Txt)J_

d
11
Dar (a7 x{_, Py + 3 TPy, Mu(X*)Pyyy)

k=1

A
E
g

=

/N /N /N
S

2% <21 Py i Py, — Te(Pug, Mik(X*) Py

Ee
I
—

(39)

—~
0
~

Il
M=~

S

(PUf Mi(X*) (@2 Ty, Oy Py — PWZ)))

e
I
—

—
S
Nl

Il
M=

((PUk — Pyt )Mi(X*) (@12 Ly ®_—1 Pyt — PW;@)))

B
Il
—

—~
=
=

|
M=~

Tic ((Pu, = Pup ) Mi(X* — X))@, @iy Puy — Pwy)) )

Ee
I
—

here (a) is because the Uj spans the column space of Mj(X*), (b) is because
M (X (@[T, @y Pyt — Pyt ) = 0.

It is easy to check ®k+1Ipl Q1 Pyt — Pyt is a projection matrix. So from (39), we
have

d
[Py, X* s < Zrm(Puk Py JMy(X* = X)(@fF1T, @iy Puy — Pwy) ) lis

anw

— &) x;; (Py, — Pyt )us

<d|\X* — X'|us Juax [Pu, — Py |

@dIX — X

A
here (a) is due to the matrix subspace perturbation bound [Py, — Pyt <
[Me(X*) =M (X)) [Me(XF) M (XD)]|p _ [X*=X"|us

oo M (X)) S o1 (M (X)) = 5y (M (X%)) (for example see Lemma 4.2 of Wei
et al. (2016)). This finishes the proof of this Lemma. MW
We note a similar result to Lemma 9 appears in Lemma 5.2 of Cai et al. (2020) and here

we have exponential improvement on the dependence of d.

B.4.2 PROOF OF THEOREM 1

Now we prove the main results. First, notice the convergence result in the noiseless setting
follows easily from the noisy setting by setting € = 0. Suppose H, satisfies the quasi-
projection property with approximation constant d(d). For notation simplicity, let us denote
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X052 2 (B DIY,) = B <, UL+ S0 T(UL, DLW,

HXt+1 _ X*HHS =‘|Hr(xt+0'5> o X*“HS
<‘|Hr(xt+0'5) _ Xt+0.5HHS + HXt+0.5 _ X*HHS

(a)
<5(d)“PMr (Xt+0.5) o Xt+0.5HHS + HXt+O'5 o X*HHS

()
<(0(d) + 1) X — X%

(6(d) + 1) Le(BADLLy) = Pry, X — Pry,, X s

—

c

<) + 1) (J£(B DL L) = Pry, & s + [Py, X s )

Lemma6
(6 (d) + 1) (1B D) — L5 s + | Porge), X s )

~

(40)

here (a) is by the quasi-projection property of H,; (b) is by the projection property of Py, (-);
(c) is by triangle inequality.

Notice that by the 3r-TRIP assumption of &7, the assumptions in Lemma 7 and 8 are
satisfied. By Lemma 7, 8 and 9, the right hand side of (40) can be bounded as follows

Lemma 7,8 R3 H(ﬂ* (E))max(Qr) HHS
Xttt x* < (6(d)+1) (@ =)||P X*
| s "0 4 1) (14 P, s
Lemma 9 Rsy th — X*”%{S d(d) +1 "
< 1 1 .
d(5(d) +1)(;— R T ) X . 1(7* (€)) max(ar) 18

Finally, the convergence is guaranteed under the initialization condition. By taking 6(d) =
V/d, we finish the proof of this Theorem. W

B.5 Proof of Corollary 1

Recall from Theorem 1, we have

Rs, |xt— X*%g  6(d) + 1
2 = X < o) + 1) (e = s SO Lyl
(A1) (L)

Notice, in the first phase, (Al) dominates (A2) and in the second phase (A2) dominates
(A1) and the two-phase convergence results follow.
By induction, it is easy to show under the initialization condition, in the first phase we

have
t
X" — X * s <277 & — 2% us.

When t > Tyax indicated in the Theorem, the algorithm enters the second phase and
2

| Xt — X*|us < M\](ﬂ*(e))max(gr) [us. Combining phases 1 and 2, we have

1_R2r
2(0(d) +1)
1 — Roy

for all t. By taking 6(d) = v/d, we finish the proof. W

|t — X% s < 272 | &0 — X*|us + 1(7* (&) ) max(ar) 1S
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B.6 Proof of Theorem 2

The proof is done by construction. We consider a very special setting where &7 (2Z) =
vec(Z), and here vec(Z) denotes the vectorization of Z. This can be viewed as the tensor
decomposition setting and we can tensorize model (1) and get Y = X*+&. It is easy to verify
o/ satisfies the TRIP condition and here § = €y ax(2r)[us. Let us denote r = ming—y, 47
and Z, € R™"* %" ag the order-d identity tensor with entries (i,4,...,7) to be 1 and others
are 0. We construct

§ 07~><7» OT’X’I‘
&= =TI, x1 I X -0 Xg I ,
vr 0 0
(p1—2r)xr (pg—2r)xr

where 0,,x, denotes a m x n matrix with all entries to be 0.
It is easy to check that [[(€1)max(or)|ns = & Similarly, we construct

¢ I, I,
Xl = 717" X1 Orxr X - Xq Orxr
vr 0 0
(p1—2r)xr (pg—2r)x7r

Also we let £ = X} and Xy = &1, and it is easy to check (&, vec(Xy),vec(€1)) € Fr(€)
and (7, vec(Xs),vec(&2)) € Fr(§). At the same time, we have £ + X} = A + €. Thus

inf  sup |2~ Rlus > inf max { |2 — X, |2 — Xl }
X (S XR)EF(6) X

1/ ~ ~
> 5 (12 = Xifus + |2 - Xofus )

1 V2
> 5”-)51 — Xsllus = 75-

B.7 Proof of Lemma 5

Note that in the tensor decomposition model, the map .« can be viewed as an identity map,
and we have the tensorized model Y = X* + €. The objective function of the least squares
in (18) can be written in the following way

d
|¥ =B x{_, U}, = ) Ta(UL DLW )[fis
=1
=¥ — LB, {Di}_))lfis (41)

(@)
=N Pry Y = Lo(B,AD}i_1)lfis + [Prg), Vs
=[£o(LF(¥) = (B, ADy}i—1)) s + 1Py, Yliis
here (a) is because Pr,,, Y and L(B, {Dy}{_,) lie in the tangent space of X, while Py, Y
lies in the orthogonal complement of the tangent space of X’’.
Thus, to minimize the loss function, we just need to minimize the first term on the right-

hand side of (41) and it is easy to see the minimizer is obtained when (B!*!, {Dzﬂ}g:l) is
equal to £ (Y). The results follow by the definition of £ in (12). W
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B.8 Proof of Theorem 3

First the 3r-TRIP condition for </ holds when n > C(7¢+ dpr)/R2, by (Rauhut et al., 2017,
Theorem 2). Denote 52 = || A|}g + 02, we claim with probability at least 1 — ccp~©, the
following inequalities hold:

. Voe/mEA + (TTE, pi) V252 /n
|sin©(UY, Uy)| = [URLUL| < )\Qk !

(42)

d d
_1TEPE + 1Tk
H(&Z{*(E))ma)((Qr) ||HS < CU\/Zk‘ 1 - Hk} 1 .

Here the first result holds when n > ¢(d)(|X*|4g + 02)73)7# by the proof of Theorem 4 in

Zhang et al. (2020a) and the second result is by Lemma 12.
Since X0 = (* (o (X*) +€)) x4_, Pyo, by Lemma 11, we have

d
|20 — 2%y < (o (207) = 27+ 7% (2) iy Pg|+ D) (UL M)
k=1
Fork=1,...,d
HUOTMk X%)| p =10 LU UL M (X¥) |
<|URLUk|r|U; My (X%)]
(A7) \/prri/noA + (1 szl pk)1/252/n -
< 7 A
Moreover,

A A (X*) — X* + o ¢ P
("t (%) = X"+ *()) i Py »
<[[(@* e (X*) — X%) <y Pyolus + [« (e) X1 Pyo [as.

Notice that by Lemma 12, with probability at least 1 — exp(—Cp), we have

d d
—1TkPk T 1 k=1 "k
J7*(€) x{1 Poglis < (7 () mascon s <0/a\/ i Tup b et oy

In addition

(o™ (27) = %) iy Pogllus = _ s (et (X7) = X%) xy Py, 2)
HZ2lms=

= sup (A (XF) - XF), Z x{_, PU2>

Z:|Z|us=1
< sup [(XF), (2 xf_y Pyy)) —(X*, Z x{_y Pyo)l
Z:| Z|gs=1
Lemma 10 " d
< sup  Ror| X |us] 2 xj—y Pyolus
Z:|Z|ns=1

d d
—1TkPE + [ 1Tk
< RQrHX*HHS < C\/Zk 1 m Hk 1 HX*HHS7

(45)
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d d
where the last inequality uses the fact Ry, is of order \/ L= kP ’;jnk:l " by (Rauhut et al.,
2017, Theorem 2).
By plugging (44), (45) into (43), we have

/ _TTd 1/2,.~2
r 5 _ RO
”XO — X*|ys < C /pk’ k Hk 1 k o+ ||A*|us) ( Hkl)\p:)

d d d R
< C(d) n&\/Zk—l PErk + ] [ Tk N (7 Hk_l/\pk)l/QliUZ
n An

(46)

Since the sample complexity in satisfying TRIP is smaller than the sample complexity
2\ k22 1/2
o2y 2, we

have the initialization condition in Theorem 1 is satisfied. Then by Corollary 1 and the
upper bound of [|(%/*(€))max(2r) [ns in (42), when

needed in initialization (42), overall when n > c(d)(|X*|3g + and 7 < p

W
d d
U\/Zkzl ek + [ Tj=1 7k

tmax = C(d) log ].Og

Y

we have

HXtmaX — X*HHS (\F-i- 1l)o (Z TLPk + H Tk>

B.9 Proof of Theorem 4

As we have mentioned in this setting, & satisfies TRIP with Ry, = 0, R, = 0 and here
1(27*(€))max(2r) [0S = [|Emax(2r)[Hs Where € is the noise in the tensorized model. Without
loss of generality, we assume o = 1.

First, we claim with probability at least 1 — Cexp(—cp), the following inequalities hold:

d 1/2
: VPRA + (] =1 P&
fsin6(Up, Uy = (01U < YA Llieap)

P P (47)
|Emaxceny s < Cy| D) repr + | [ -

Here the first result holds when \ > C(d)h‘,ﬁd/ 471/4 by the proof of Theorem 1 in Zhang and
Xia (2018) and the second result is by Lemma 12.
Since X0 =y X%:l PU%) by Lemma 11, we have

|2 -

d
us * 2 UML) (48)
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Fork=1,....d

UL Mi(X*)| p =[URL UL UL M (X*)| 1
<[UYI Uk p| UL My (X*)]

(47 ) /DRTEA + (1 T T4 pe) 2 <

I by

Notice Hs %1 Pup)| < [€max(on s by definition of | (-)max(ar) s, combining (47) and

(49), from (48), we have

d d Hd pk)l/Qlf
|X° — X*us < C(d) [ £ D v/Prrs + ]‘[ )24 ’fj . (50)

Notice, when A > ¢(d)kp¥*7/* and 7 < ]31/ 2 we have the initialization condition in
Theorem 1 is satisfied. Then by Corollary 1 and the upper bound of || ax(2r) |us in (47),
when

A
\/Zizl ripk + [ Thy

tmax = C(d)loglog

)

we have

H.)C'tmax — X*HHS \/74- 1 2 TLPk + H Tk-
|

Appendix C. Additional Proofs and Lemmas

Proof of Lemma 4. The proof is similar to the proof of (Kressner et al., 2014, Proposition
2.3). Recall retraction R is a smooth map from TM, to M, that satisfies

e Property i) R(X,0) = X;
e Property ii) —R(X tn)|t=o = n for all X € M, and n € TxM,.

We begin by checking the smoothness of ST-HOSVD. For any tensor Y, let {U%}¢_,
be the mode-k singular vectors computed in the ST-HOSVD algorithm. Let D; denotes
the collection of tensors whose mode-1 matricization has a nonzero singular gap between
the rith and (r1 + 1)th singular values, and let Dy be collection of tensors Y such that

M, (Y >< PUo) has a nonzero singular gap between the rith and (r; + 1)th singular
values. Let PUo be a projection operator in the tensor space such that PUgy =Y X PUg .
From standard results in matrix perturbation theory (Chern and Dieci, 2001), Pyyo is smooth
and well-defined on Dj. Since X is contained in all Dy, for k = 1,...,d and is a fixed point of
every PUo we can construct an open neighborhood D of X such that PU? o-- -oPUg D c Dy,

for all k& (here “0” is the composition of the projection operator). The smoothness of ST-
HOSVD is implied by the chain rule.
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Next, we check the two properties of retraction. Property i) is clear as X € M,. For
Property ii), because the tangent space TaxM, is a first-order approximation of M, around
n, we have (X + tn) — Py, (X + tn)| = O(t?) as t — 0. Thus, by the quasi-projection
property of ST-HOSVD (Hackbusch, 2012, Chapter 10), we have

(X + tn) — ST-HOSVD(X + tn)| < Vd|(X + tn) — P, (X + tn)| = O(t?).

Hence, R(X +tn) = (X +tn) + O(t?) and £ R(X,tn)|;—o = n. This has finished the proof.
[

Proof of Lemma 3. Since M, is an embedded submanifold of RP***Pd_ from (Absil
et al., 2009, (3.37)), we have the result. W

Lemma 10 (Tensor Restricted Orthogonal Property) Let Z1, Z; € RP1**Pd be two
low Tucker rank tensors with Tucrank(Z;) = r1 = (r1,...,74), Tucrank(2;) = ry :=
(rh,....rh). If o satisfies the (r1 + r2)-TRIP condition, hen we have

K (21), 7 (22)) — (21, Z2)| < Rrysrs| 21| ns| 22 ns- (51)
In particular, if (Z1, Z2) = 0, we have

[ (21), 7 (22))] < Brytrs| 21 |ns] 22 ms-

Proof. The proof for the matrix version of this result can be found in (Candés and Plan,
2011, Lemma 3.3) and here we present the proof in the tensor setting. Without loss of
generality, assume || Z;|us = 1, | 22|us = 1. Notice that Z; + 25 is of at most Tucker rank
ri +ro as the matricization of Z; + Z5 on each mode k is of at most rank rj, + r;. Similarly,
Z| — Z, is also at most Tucker rank r; + ry. By the TRIP of &, we have

2(1 = Rry4ry) £ 2(1 = Rey 40 )(21, Z2) = (1 = Reyiry) | 21 £ Zafis < |9(21 + 2) s
2(1 + Ry yry) £ 2(1 + Reyin, (21, Z2) = (14 Reyiny) [ 21 £ 2ol = | (21 £ 22) s

Then we have

((21), 9 (22)) = (| (21 + Z2) s — (21 — Z2)|his) < Riyiry + (21, Z2)

N

(A (21),(22))y = ~ (| (21 + Z2) s — 7 (21 — Z2)fis) = —(Rryiry + (21, Z2)).

Finally, we have
K (21), 7 (Z2)) = (21, Z2)| < Bryiry-

Lemma 11 (Tensor Estimation from Projection) Given two order-d tensors Y, X €
RPL*XPd - Syppose Ug € Op, r\., then

nyk 1PU0—XH Hy X)XIPUOX”'XC!PUS

d
o T 2 (UM
k=1
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Proof. First, notice the following decomposition
X =X ><1PU(1) X e deUg + X ><1PU(1)l XQPUg X e XdPUg
+ X Xllpl ><2PUgL X oo XdPUg + X x4 Ip1 X21p2 Xnggl--' XdPUg
d—1
+.. + X X0 L, ><dPU2l
d

- k—1 d
=& X1 Pyo x--- %q Py + Z X ;2 L, Xy, Pyo  Xig41 Pyo-
k=1

Thus,
yleU(l) X oo XdPUg—XHHS
d
k—1 d

< (y—X) XIPU(I) X oo XdPUg HS+]€Z:1HX Xizl Ipi ><l~€]DU2L Xz':k:+1PU? HS

d
0T
< | = X) xq Pyo x -+ Xq Pyo HS +};||UkLMk(X)|F'
|

Lemma 12 (Concentration of the Noise) Suppose € € RPV*"*Pd qgnd it has i.i.d.
N(0,1) entries. Then with probability at least 1 — exp(—Cp) (p := ming—_1,. qpx), we have

d d
Hgmax(2r) HHS < 2 TEPE + H Tk,
k=1 k=1

for some C' > 0.

Suppose o/ € RPL**Pa — R™ 4s q linear map in (2) and its covariates A; are inde-
pendent and has i.i.d. N (0, %) entries, and €; iid: N(0, %2) Then with probability at least
1 — exp(—Cp), we have

d d
H (527* (5))max(2r) HHS < C/O_\/Zk—l Tkpkn+ szl T'k7

for some C' > 0.

Proof. The first result is proved in Lemma 5 of Zhang and Xia (2018) in d = 3 case and it
can be easily generalized to order-d setting.
For the second result, recall

H(‘Q{*(E»max@r) HHS = sup Hd*(é’) Xg:1 PUIcHHS
Uk€0p, 20y sk=1,....d
= sup sup  (Z,.4/*(e) x{_y Pu,)
U0y, 2r, k=1,...d Z:| 2| s <1
= sup sup  (Z x4_, Py,,d*(€)).

Uke@pk,Zrkyk:]-v"'vd Z”ZHHsgl
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It was proved in Theorem 4.2 of Han et al. (2022b) that

d # Sy rkpPk + [Tiey o
sup sup (2 xj_, Pu,,d*(e)) < 4o
U0y, 2r) k=1,....,d Z:|| Z|us<1 n

holds with probability at least 1 —exp(—Cp) when d = 3. It is straightforward to extend to
the order-d case. For simplicity, we omit the proof here. W
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