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Abstract

In this paper, we present our system for the
SemEval Task 5, The Legal Argument Reason-
ing Task in Civil Procedure Challenge. Legal
argument reasoning is an essential skill that all
law students must master. Moreover, it is im-
portant to develop natural language processing
solutions that can reason about a question given
terse domain-specific contextual information.
Our system explores a prompt-based solution
using GPT4 to reason over legal arguments. We
also evaluate an ensemble of prompting strate-
gies, including chain-of-thought reasoning and
in-context learning. Overall, our system re-
sults in a Macro F1 of .8095 on the validation
dataset and .7315 (5th out of 21 teams) on the
final test set. Code for this project is avail-
able at https://github.com/danschumac1/
CivilPromptReasoningGPT4.

1 Introduction

Mastering the reasoning behind legal arguments
is a fundamental skill required of all law students.
In this study, we develop a novel approach for Se-
mEval Task 5, The Legal Argument Reasoning
Task in Civil Procedure Challenge (Held and Haber-
nal, 2024). The SemEval Task released a dataset
that was scraped from The Glannon Guide To Civil
Procedure, a textbook designed for law students.
Specifically, given case law, a question, and a po-
tential answer to that question, students must be
able to reason over the contextual information (case
law) to determine if the question is correct or not.

There has been substantial research in devel-
oping NLP-based reasoning systems (Guha et al.,
2024; Bongard et al., 2022; Chalkidis, 2023; Blair-
Stanek et al., 2023; Kuppa et al., 2023; Yu et al.,
2022). The methods can be categorized into two
major frameworks: fine-tuning and large language
model-based (LLM) solutions. For fine-tuning
approaches, Bongard et al. (2022) introduced an
approach that fine-tunes LegalBERT (Chalkidis

et al., 2020) and developed several methods for
handling long text that does not fit within the to-
ken limitations of LegalBERT. For LLM solutions,
Chalkidis (2023) explored the use of ChatGPT
for solving legal exams. Guha et al. (2024) intro-
duced a more comprehensive evaluation benchmark
geared to large language models consisting of 162
tasks. Many of their experiments show that GPT4
is one of the top performing approaches for legal
reasoning across all language models, while Flan-
T5-XXL is the best open-source option. Although
showing substantial generalization is important, de-
veloping specific prompting strategies for different
reasoning tasks can substantially improve perfor-
mance. Hence, this paper adds to existing literature
on the exploration of prompting approaches in the
legal domain.

For this work, we adapt several prompting-based
strategies to develop an LLM-based solution for
the shared task. Specifically, we combine a re-
trieval system with in-context learning and chain-
of-thought reasoning. There are several studies
showcasing the utility of in-context learning (Liu
et al., 2022a; Lu et al., 2022) and chain-of-thought
reasoning (Wei et al., 2022; Sun et al., 2023; Yao
et al., 2024). Moreover, there is work using both
human-curated and machine-generated reasons. In
this work, we focus on human-generated reasons
for the training data, and machine-generated ex-
amples are only used at test times when human
expert annotations are not provided. Furthermore,
rather than providing a step-by-step reasoning ap-
proach, which may not make sense in this context,
our approach is more similar to single-step ratio-
nales (Brinner and Zarrieß, 2023; Yasunaga et al.,
2023), which simply provides a single step of rea-
soning for why an answer is correct or incorrect.

In summary, this paper makes the following con-
tributions to our solution for the SemEval 2024
Task 5 shared task:

• We evaluate prompting strategies using GPT4
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that combine several popular ideas, including
in-context learning and chain-of-thought rea-
soning.

• In-context learning can be sensitive to the ac-
tual choice of examples, particularly when
only a few examples are provided. Hence,
we also explore an ensemble of prompt-based
predictions to improve overall performance.

• Finally, we provide a unique error analysis
where we found limitations and common error
types generated by GPT4 using our prompting
strategies. For example, when a part of an
answer candidate is correct, but the reasoning
is wrong, GPT4 is likely to generate a false
positive (i.e., predict it is correct instead of
incorrect).

2 RELATED WORK

Overall, there are three major areas of legal NLP: le-
gal question-answering (Khazaeli et al., 2021; Kien
et al., 2020; Ryu et al., 2023; Martinez-Gil, 2023;
Wang et al., 2023), judgment prediction (Masala
et al., 2021; Valvoda et al., 2023; Juan et al., 2023),
and corpus mining (e.g., summarization, text clas-
sification, information extraction, and retrieval-
related research) (Poudyal et al., 2020; Li et al.,
2022; Vihikan et al., 2021; Zhang et al., 2023; Lim-
sopatham, 2021; de Andrade and Becker, 2023).
There has also been some broad methodology work
that is aimed at working on various legal tasks in
general (e.g., LegalBERT (Chalkidis et al., 2020)).

The SemEval task is most similar to question-
answering related research. In the domain of legal
question-answering, recent research efforts are fo-
cused on creating new systems, developing eval-
uation criteria, and compiling datasets, consider-
ing the significant variation across different legal
fields. Khazaeli et al. (2021) introduced a commer-
cial question-answering system for legal inquiries,
leveraging information retrieval techniques, sparse
vector search, embeddings, and a BERT-based re-
ranking system, trained on both general and le-
gal domain data. Ryu et al. (2023) developed a
novel evaluation method for LLM-generated texts
that assess their validity using retrieval-augmented
generation, showing improved alignment with le-
gal experts’ assessments and effectiveness in iden-
tifying factual errors. Wang et al. (2023) cre-
ated the Merger Agreement Understanding Dataset
(MAUD), a unique, expert-annotated dataset for

legal text reading comprehension, highlighting
promising model performance and the need for fur-
ther improvement in understanding complex legal
documents.

From a methodological point-of-view instead of
a task-oriented view, recent research efforts have
concentrated on the advancement of NLP-based
reasoning systems, with a particular focus on ap-
plications within the legal domain (Guha et al.,
2024; Bongard et al., 2022; Chalkidis, 2023; Blair-
Stanek et al., 2023; Kuppa et al., 2023; Yu et al.,
2022). These efforts can be broadly classified
into two distinct methodologies: fine-tuning ap-
proaches and those leveraging large language mod-
els (LLMs). Within the fine-tuning paradigm, Bon-
gard et al. (2022) have proposed modifications to
LegalBERT (Chalkidis et al., 2020) aimed at en-
hancing its ability to process texts that exceed the
model’s inherent token limitations. This approach
is representative of a broader trend towards tai-
loring pre-existing models to better suit specific
textual analysis tasks in the legal sector. Kien et al.
(2020) developed a retrieval-based model employ-
ing neural attentive text representation with convo-
lutional neural networks and attention mechanisms
for accurately matching legal questions to relevant
articles, demonstrating superior performance on a
Vietnamese legal question dataset.

Conversely, the exploration of LLMs has also
been wide covering new general approaches for
legal question answering and reasoning to new
datasets and benchmarks. Yu et al. (2023) in-
vestigated the impact of chain-of-thought prompts
and fine-tuning methods on legal reasoning tasks,
specifically the COLIEE entailment task, and found
that prompts based on legal reasoning techniques
and few-shot learning with clustered training data
significantly enhance performance. Chalkidis
(2023) demonstrates the potential of utilizing mod-
els like ChatGPT for complex reasoning tasks, such
as solving legal examination questions. Build-
ing on this, Guha et al. (2024) have introduced
a comprehensive evaluation framework designed
specifically for assessing the capabilities of LLMs
across a suite of 162 tasks. This benchmark aims
to provide a more nuanced understanding of the
strengths and limitations of LLMs in the context
of legal reasoning. Additionally, while employed
within a distinct domain from legal reasoning,
a comparable methodology in prompt engineer-
ing—encompassing chain of thought prompting



and in-context prompting—is illustrated in Liu et
al.’s recent work (Liu et al., 2022b). Overall, com-
pared to the prior work that developed methods and
datasets for generating answers to questions, the
SemEval task focuses on understanding whether a
provided answer candidate is valid given a specific
context.

3 METHOD

We provide a high-level overview of our approach
in Figure 1. Overall, we explore three major differ-
ent prompting approaches: Zero-shot prompting,
few-shot prompting, and few-shot prompting with
chain-of-thought-like reasoning. Moreover, we ex-
plore an ensemble of multiple approaches. The
methods are described in the following subsections.

3.1 Few-Shot Retrieval Augmented
Chain-of-Thought Prompting

We refer to our approach as “Few-Shot & CoT &
RAG.” Each example within the dataset contains an
Introduction, Question, Answer Candidate, Analy-
sis, and Label. For new examples at test time, we
only have access to the Introduction, Question, and
Answer Candidate. The Introduction consists of a
general background about a legal case. The Ques-
tion is about the case, and the Answer Candidate
is an answer to the Question. It is important to
note that the Question could be in question form,
where the answer directly answers what is asked.
However, it may function as a fill-in-the-blank ex-
ercise, where the question presents an incomplete
statement that the Answer Candidate is expected
to complete. The Analysis, which is only provided
in the training and development datasets, is a de-
tailed expert-defined explanation for why the An-
swer Candidate is or is not valid. The Label is a
TRUE or FALSE value, where TRUE means that
the Answer Candidate correctly addresses the ques-
tion given the provided context. Likewise, FALSE
means that the Answer Candidate is incorrect.

As shown in Figure 1, our prompting strategy
contains three main components, a system prompt,
the in-context examples, and the final test instance
we will classify as TRUE or FALSE. The system
prompt describes what the large language model
(LLM) should do. In the Figure, it is shown that we
also added explicit information to limit the model
from generating non-relevant information.

The in-context examples are provided to the
LLM before the final text instance. Intuitively, the

goal is to provide some examples of the task we
are accomplishing to better ground the LLM to
make better-generated responses. This is the Re-
trieval Augmented aspect of our system (i.e., RAG).
While any random examples could be provided, we
search for the most relevant examples for each test
instance. Formally, given an input instance xi con-
sisting of a concatenated Introduction, Question,
and Answer triplet w, we retrieve the most simi-
lar examples {x1, . . . , xN (xi)}, where N (xi) are
the k most similar examples to xi. Each question-
answer pair is embedded using LegalBERT. The
in-context examples all come from the provided
training dataset. Once retrieved, all of the relevant
information for the retrieved examples are used in
the prompt (i.e., the Introduction, Question, An-
swer Candidate, Analysis, and Label). Figure 1
shows an example with two in-context examples.

Finally, the last component of the prompt is the
text example. Basically, for every example we wish
to make a prediction for, we pass the Introduction,
Question, and Answer Candidate. The model will
first generate the Analysis for that example, then it
will generate the Label.

3.2 Ensemble

Besides the method described in the previous sec-
tion, we also explored prompting variants to create
an ensemble. We describe each of the additional
methods below (besides the Few-SHOT & CoT &
RAG method described in the previous subsection).

Zero-shot. This approach does not use any in-
context examples. We provide the system prompt
and the test example to the model directly to get
the final prediction.

Zero-shot & CoT. This method builds on the
Zero-Shot approach by adding the CoT aspect to
the test example. Note that this is not available
at test time, so the model generates an Analysis
section without previous examples.

Few-Shot. The few-shot approach will use multi-
ple in-context examples. However, unlike our main
method explained in the previous section, it uses
the same in-context examples for all test cases. The
examples were chosen in an ad-hoc manner with
an emphasis on relatively short examples to limit
the number of tokens to reduce costs.

Few-Shot & CoT. This builds on the Few-Shot
method, where ad-hoc in-context examples are still



Given an "Introduction" to a topic, a "Question" and an "Answer Candidate", your job is to generate two
sections of output. The first section you will generate is a detailed step-by-step Analysis section that
evaluates the validity of the Answer Candidate with a high amount of confidence. The second section
you will generate is a final Label stating whether the Answer Candidate is TRUE or FALSE. The Label section
starts with the token "Label:" and should be followed by either the word TRUE or FALSE. DO NOT RETURN
ANY OTHER TOKENS FOR THE Label SECTION!"

Intro: John accuses Lisa of stealing his personal belongings.
Question: Is this a class action lawsuit?
Answer Candidate: No.
Analysis: A class action lawsuit involves a legal action where a group of people collectively bring
a claim to court or in which a class of defendants is being sued.
Label: TRUE

Intro: Mark files a lawsuit against Sarah for breach of contract.
Question: Does Mark need to prove financial damages in this case?
Answer Candidate: No.
Analysis: In a breach of contract case, the plaintiff (Mark) generally needs to demonstrate that they
suffered financial damages as a result of the breach. Proving financial harm is a common requirement
in such cases.
Label: FALSE

Intro: Louisa sues Odis for wrongful termination
Question: To which court would this procedure take place?
Answer Candidate: Federal Court.
Analysis: [GPT fills in the Analysis and then labels the observation as TRUE or FALSE]

System Prompt

In-context
Examples

Test
Example

Chain-of-thought

Figure 1: Overview of our prompting strategy.

used, but we also provide the CoT reasoning (Anal-
ysis) section to the in-context examples. The GPT4
model will generate the Analysis section for each
test example.

Few-Shot & RAG. This also builds on the Few-
Shot method, but instead of using ad-hoc examples,
it uses LegalBERT and cosine similarity to find
relevant in-context examples for each test case (as
explained in the previous section).

Overall, there are a total of 4 models in our en-
semble. Few-Shot and Few-Shot & RAG were not
used, but we evaluated them. The models in the
ensemble were chosen by checking combinations
on the validation dataset. To make a prediction, we
use voting with a threshold (i.e., where the votes
are processed to generate the proportion of TRUE
values).

3.3 Model Details

For all of our prompts, we use GPT-4-1106-preview
with a temperature of .7. The similarity metric used
for finding relevant in-context examples is cosine
similarity. Moreover, we choose a total of 2 in-
context examples, consisting of 1 TRUE example
and 1 FALSE example. We searched for the best
threshold after voting by calculating the propor-
tion of TRUE vs. FALSE predictions, ultimately
choosing .5 as the threshold.

There were many cases where GPT4 does not
return a final label in an easy-to-process fashion
(i.e., it does not end with a TRUE or FALSE). We

Method Macro F1 Acc.

Baselines

RoBERTa .5128 .2286
Legal-BERT .5575 .2941

Zero-shot .6681 .7857
Zero-Shot & COT .7162 .7500
Few-shot .6935 .7738
Few-shot & COT .6762 .7262
Few-shot & RAG .6898 .7500

Few-Shot & COT & RAG (Ours) .7306 .7857
Ensemble (Ours) .8095 .8571

Table 1: Validation dataset results
explored multiple approaches to parse the answer.
Our ultimate strategy involves re-submitting exam-
ples to GPT-4 that initially failed to produce a valid
label, explicitly indicating the absence of the label,
and prompting the model to generate the correct
information.

4 RESULTS

In this section, we present our own results on the
validation dataset as well as the final results in the
competition.
Baselines In our experiments, using the validation
data, we compare our approach (Few-SHOT & CoT
& RAG) with the other approaches used in the En-
semble. Moreover, we compare our system to both
RoBERTa (Liu et al., 2019) and Legal-BERT. How-
ever, because both RoBERTa and Legal-BERT are
limited to 512 tokens, we split the Introduction into
b pieces. b is calculated by subtracting the number



of words in the question and answer from 512. We
halve that result to accommodate the fact that the
number of tokens typically exceeds the number of
words. Next, we divide the number of words in the
Introduction by the previously calculated number
to obtain the total number of windows. Finally, all
of the tokens in the Introduction are evenly split
into the windows. Each piece of the introduction
is appended to the Question and Answer pair in-
dependently to generate multiple predictions for
each instance. We then use voting to make a final
prediction for the entire sequence. This method
is similar to what was explored in Bongard et al.
(2022).

Validation Results. The validation performances
are shown in Table 1. We observe that the fine-
tuned methods (e.g., RoBERTa), perform less ef-
fectively compared to all methods utilizing GPT-
4. Between the fine-tuned methods, we find that
Legal-BERT outperforms RoBERTa, which is ex-
pected given Legal-BERT was fine-tuned on rele-
vant corpora.

Next, between GPT4 methods (not including the
ensemble), we find that performance varies substan-
tially between .6681 and .7162 for Macro F1. All
methods outperform Zero-Shot. However, Zero-
Shot & COT achieved the best performance across
all baseline methods for Macro-F1. When we com-
pare the baseline approaches to our method (Few-
Shot & COT & RAG), we find that the method
outperforms all variations. From an ablation stand-
point, removing RAG has the biggest performance
drop (.7306 vs. .6762). Interestingly, we find that
removing CoT has the second largest drop in per-
formance (.7306 vs. .6935), and removing the in-
context examples has the smallest drop in perfor-
mance (.7306 vs. .7162). Before the study, we
expected removing the in-context examples would
result in the largest performance drop.

Competition Results. In Table 2, we report the
final results of the competition, achieving a Macro
F1 of .7315. But, why do we see such a large per-
formance drop between the competition and valida-
tion results (.7315 vs. .8095)? We hypothesize two
major reasons. First, we realized that the validation
dataset contains many Introduction-Question pairs
identical to the ones in the training dataset. Despite
the Answer Candidates differing across the two
datasets, the substantial overlap in Introduction-
Question pairs may lead to an overestimation of
our model’s performance on the validation dataset,

# User Macro F1 Acc.

1 zhaoxf4 .8231 .8673
2 irene.benedetto .7747 .8265
3 kbkrumov .7728 .8367
4 qiaoxiaosong .7644 .8163
5 UTSA-NLP .7315 .7959
6 kubapok .6971 .7857
7 samyak .6599 .7449
8 hrandria .6327 .6939
9 Yuan_Lu .6000 .6327
10 PengShi .5910 .6735
11 msiino .5597 .5714
12 Hwan_Chang .5556 .5918
13 kriti7 .5511 .6020
14 woody .5510 .6633
15 odysseas_aueb .5143 .6122
16 Manvith_Prabhu .4966 .6224
17 lhoorie .4957 .5000
18 yms .4827 .7245
19 U_201060 .4503 .6633
20 langml .4375 .4490
21 lena.held .4269 .7449

Table 2: Final Competition Results. Our submission is
in bold font.

predFalse predTrue

actFalse 57 9
actTrue 3 15

Table 3: Confusion matrix for the validation dataset.
actFalse and actTrue stand for actual True and False
values, respectively. predFalse and predTrue stand for
predicted False and predicted True.

rendering it potentially too optimistic when applied
to entirely new data. Second, we spent time over-
optimizing the ensemble on the validation dataset
causing overfitting issues (e.g., checking thresh-
olds, model combinations, and more). By gener-
ating a better validation split, we may have seen
better generalization.
Error Analysis Our method resulted in twelve mis-
takes on the validation dataset: ten false positives
and two false negatives. The confusion matrix is
shown in Figure 3. In Table 4 (See Appendix), we
categorize each false positive into one of four cat-
egories: “Incorrect reasoning,” “Shared the same
introduction and question pair,” “lots of similar lan-
guage”, and “Other.” With only two false negatives,
there are few useful patterns to understand among
the errors. Hence, we only have a general FN cate-
gory. However, from the false positives, we make
two major findings which we describe below.

The first was when the answer candidate had the
correct answer but incorrect reasoning. Here is a
toy example demonstrating this pattern:



Introduction: Carlos enjoys riding his
skateboard in the skate park. Unfortu-
nately, during one of his rides, he fell
and split his head open.

Question: Should Carlos go to the hos-
pital?

Answer Candidate: Yes, Carlos should
go to the hospital because he likes to
kick-flip so much.

Analysis: While it is correct that Carlos
should go to the hospital for medical at-
tention after splitting his head open, the
reasoning provided in the answer candi-
date is flawed. The decision to seek med-
ical help should be based on the sever-
ity of the injury and the need for profes-
sional medical treatment, not on Carlos’s
enjoyment of skateboard stunts.

Intuitively, part of the Answer Candidate is correct,
i.e., Carlos should go to the hospital, yet the rea-
soning that states why he should go to the hospital
is wrong.

The second point is that three of our ten false pos-
itives all shared the same introduction and question
pair. The introduction contained more extraneous
information than usual and was 128 words longer
than the average. In these instances, our model
would analyze the answer candidate as correct but
without taking into account the particular case that
was asked about. Below is a toy example:

Introduction: My dog Louisa loves to
learn new tricks, go for walks, eat her
dinner, then sleep through the night

Question: What does Louisa like to do
after dinner?

Answer Candidates:

1. Learn new tricks (wrong)
2. Go for walks (wrong)
3. Eat her dinner (wrong)
4. Sleep through the night (correct)

In the example, three of the answers are incorrect,
while “Sleep through the night” is the correct exam-
ple. When the Introduction is long, the actual con-
text of the question may be ignored, which can be
interpreted as a needle in a haystack issue. Devel-
oping better systems that provide direct “attention”
to relevant information may improve performance.

Finally, a third point that we believe caused our
model to predict incorrect answer candidates is sim-
ilar language in both the introduction and question
compared to the answer candidate.

Introduction: While making eggplant
Parmesan for the first time in a buttery
dutch over Paige burned herself on the
stove

Question: How does Paige remember
this incident.

Answer Candidates: She remembers
making eggplant Parmesan for the first
time in a buttery dutch oven fondly.

5 CONCLUSION

In this paper, we described our approach for 2024
SemEval Task 4, The Legal Argument Reason-
ing Task in Civil Procedures. Specifically, we in-
troduced a GPT4 prompting-based strategy that
achieved 5th place in the competition out of 21
participants. Overall, we find that combining in-
context learning, where we use a retrieval-based
approach to find relevant examples, as well as
in-context learning improves model performance.
Based on our experiments, there are three natural
areas for future research. First, the actual Analysis
section used for chain-of-thought reasoning does
not match traditional methods which use step-by-
step reasoning. Hence, a logical next extension
is to reword (potentially with GPT4) the Analysis
section to provide a step-by-step explanation for
an answer. Second, this work was limited to 2 in-
context examples to limit API costs and allow us to
test other models in our initial experiments. How-
ever, extending that to 10 or more examples can po-
tentially improve performance. Third, the current
approach relies on a closed-source model (GPT4).
Exploring open-source models, particularly smaller
open-source models such as T5 (Chung et al., 2022)
and LLama2 (Touvron et al., 2023), is important to
better understand the impact of pretraining data on
performance.
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A Error Analysis

Table 4 reports the basic statistics for the error types
we observed in our error analysis.



Type Frequency Example

FP: Incorrect Reasoning 16.67% (1/12) Carlos enjoys riding his skateboard in the skate park...
FP: Shared the same introduction and question pair. 25% (3/12) My dog Louisa loves to learn new tricks...
FP: Lots of Similar Language 8.33% (2/12) While making Eggplant Parmesean...
FP: Other 25% (3/12) ...
FN 25% (3/12) ...

Table 4: Manual categorization of error types. False positives are categorized as either “Incorrect Reasoning,”
“Shared the same introduction and question pair,” “lots of similar language,” or “Other.” We use a single FN category
because of the lack of errors to analyze.


