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Shared Information for a Markov Chain on a Tree

Sagnik Bhattacharya and Prakash Narayan

Abstract—Shared information is a measure of mutual de-
pendence among multiple jointly distributed random variables
with finite alphabets. For a Markov chain on a tree with a
given joint distribution, we give a new proof of an explicit
characterization of shared information. The Markov chain on
a tree is shown to possess a global Markov property based on
graph separation; this property plays a key role in our proofs.
When the underlying joint distribution is not known, we exploit
the special form of this characterization to provide a multiarmed
bandit algorithm for estimating shared information, and analyze
its error performance.

Index Terms—Global Markov property, Markov chain on a
tree, multiarmed bandits, mutual information, mutual informa-
tion estimation, shared information.

I. INTRODUCTION

ET Xi,...,X,,, m > 2 be random variables (rvs) with

finite alphabets X7, ..., &,,, respectively, and joint prob-
ability mass function (pmf) Px,...x,,. The shared information
SI(X1,...,X,,) of the rvs X;,...,X,, is a measure of
mutual dependence among them; and for m = 2, SI(X, X5)
particularizes to mutual information I(X; A X32). Consider
m terminals, with terminal ¢ having privileged access to
independent and identically distributed (i.i.d.) repetitions of
X;, © = 1,...,m. Shared information SI(Xj,...,X,,) has
the operational meaning of being the largest rate of shared
common randomness that the m terminals can generate in
a distributed manner upon cooperating among themselves
by means of interactive, publicly broadcast and noise-free
communication!. Shared information measures the maximum
rate of common randomness that is (nearly) independent of
the open communication used to generate it.

The (Kullback-Leibler) divergence-based expression for
SI(X1,...,X,,) was discovered in [21, Example 4], where
it was derived as an upper bound for a single-letter formula
for the “secret key capacity of a source model” with m
terminals, a concept defined by the operational meaning above.
The upper bound was shown to be tight for m = 2 and 3.
Subsequently, in a significant advance [8], [9], [15], tightness
of the upper bound was established for arbitrary m, thereby
imbuing SI(X;, ..., X,,) with the operational significance of
being the mentioned maximum rate of shared secret common
randomness. The potential for shared information to serve as
a natural measure of mutual dependence of m > 2 rvs, in the
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'Our preferred nomenclature of shared information is justified by its
operational meaning.

manner of mutual information for m = 2 rvs, was suggested
in [34]; see also [35].

A comprehensive and consequential study of shared infor-
mation, where it is termed “multivariate mutual information”
[11], examines the role of secret key capacity as a measure of
mutual dependence among multiple rvs and derives important
properties including structural features of an underlying opti-
mization along with connections to the theory of submodular
functions.

In addition to constituting secret key capacity for a multi-
terminal source model ( [8], [15], [21]), shared information
also affords operational meaning for: maximal packing of
edge-disjoint spanning trees in a multigraph ( [36], [37]; see
also [10], [19], [11] for variant models); optimum querying
exponent for resolving common randomness [42]; strong con-
verse for multiterminal secret key capacity [42], [43]; and also
undirected network coding [9], data clustering [14], among
others.

As argued in [11], shared information also possesses several
attributes of measures of dependence among m > 2 rvs
proposed earlier, including Watanabe’s total correlation [45]
and Han’s dual total correlation [26] (both mentioned in
Section II). For m = 2 rvs, measures of common information
due to Géacs-Korner [23], Wyner [46] and Tyagi [41] have
operational meanings; extensions to m > 2 rvs merit further
study (an exception [32] treats Wyner’s common information).

For a given joint pmf Px,...x, of the rvs X,...,X,,, an
explicit characterization of SI(X1, ..., X,,) can be challeng-
ing (see Definition 1 below); exact formulas are available for
special cases (cf. e.g., [21], [37], [11]). An efficient algorithm
for calculating SI(X74,...,X,,) is given in [11].

Our focus in this paper is on a Markov chain on a tree
(MCT) [24]. Tree-structured probabilistic graphical models are
appealing owing to desirable statistical properties that enable,
for instance, efficient algorithms for exact inference [28], [39];
decoding [33], [28]; sampling [22]; and structure learning [16].
An MCT can serve as a tractable tree-structured approximation
to a given joint distribution arising in applications such as
omniscience and secrecy generation [13], [21], and signal
clustering [12]. The mentioned tractability facilitates exact
calculation of associated rate quantities. We take the tree
structure of our model to be known; algorithms exist already
for learning tree structure from data samples [16], [17]. We
exploit the special form of Px,..x, in the setting of an
MCT to obtain a simple characterization of shared information.
When the joint pmf Px,..x, is not known but the tree
structure is, the said characterization facilitates an estimation
of shared information.

In the setting of an MCT [24], our contributions are three-
fold. First, we derive an explicit characterization of shared
information for an MCT with a given joint pmf Px,..x
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by means of a direct approach that exploits tree structure
and Markovity of the pmf. A characterization of shared
information had been sketched already in [21]; our new proof
does not seek recourse to a secret key interpretation of shared
information, unlike in [21]. Also, our proof differs in a material
way from that in prior work [14] with a similar objective.

Second, we show an equivalence between the (weaker)
original definition of an MCT [24] and a (stronger) global
one based on separation in a graph [31, Section 3.2.1]. When
Px,.... x,, is assumed to be strictly positive, the two defini-
tions are equivalent by the Hammersley-Clifford Theorem [31,
Theorem 3.9]. We prove this equivalence even without said
assumption, taking advantage of the underlying tree structure
of the MCT; our proof method potentially is of independent
interest.

Third, when Px,..x,, is not known, with the mentioned
characterization serving as a linchpin, we provide an approach
for estimating shared information for an MCT. Formulated
as a correlated bandits problem [6], this approach seeks to
identify the best arm-pair across which mutual information
is minimal. Using a uniform sampling of arms, redolent of
sampling mechanisms in [5], we provide an upper bound
for the probability of estimation error and associated sample
complexity. Our uniform sampling algorithm is similar to that
in [47], [6]; however, our modified analysis takes into account
estimator bias, a feature that is not common in known bandit
algorithms. Also, this approach can accommodate more refined
bandit algorithms as also alternatives to the probability of error
criterion such as regret [7].

Section II contains the preliminaries. Useful properties of an
MCT are elucidated in Section IIl. An explicit characterization
of shared information for an MCT with a given Px,..x,, is
provided in Section IV. Section V describes our approach for
estimating shared information when Px,...x,, is not known.
Section VI contains closing remarks.

m

II. PRELIMINARIES

Let Xy,..., X, m > 2, be rvs with finite alphabets
X1, ..., X, respectively, and joint pmf Px,..x,, . For A C
M ={1,...,m}, we write X4 = (X;,i € A) with alphabet
Xa = [l;ca &i- Let m = (71, ..., m) denote a k-partition of
M, 2 < k < m. All logarithms and exponentiations are with
respect to the base 2, except In and exp that are with respect
to the base e.

Definition 1 (Shared information). The shared information of

X1,..., X, is defined as
SI(Xm)

1 k
=,min_omin =7 DPx EPXM)

= min min
2<k<m ﬂ:(ﬂuyu:lv"'vk)

k
LIS H(x,) —H(Xm] .

k—1
ey

u=1

For a partition m of M with 2 < |r| < m atoms, it will be
convenient to denote

il

1
|7T|7_1D(PXM [ H Px..) (2)

so that SI(X y() = ming<|zj<m I (7).
Example 1. For M = {1,2}, we have

Z(n)=

u=1

SI(X1, X5) = mutual information I(X; A X5)

and for M = {1,2,3}, it is checked readily that
SI(X1, X5, X3) is the minimum of I(X; A X2, X3), I(Xa A
Xl,Xg), I(Xg A Xl,XQ) and

1

5 [H(X1) + H(X2) + H(X3) — H(X1, X2, X3)],

and can be inferred from [21, Examples 3,4].

When X1, ..., X, form a Markov chain X; —-o—...——X,,,
it is seen that SI(XM) = minlgigm_ll(Xi N Xi—f—l)’ the
minimum mutual information between a pair of adjacent rvs
in the chain [21].

Shared information possesses several properties befitting a
measure of mutual dependence among multiple rvs. Clearly
SI(Xa) > 0 and equality holds iff Px,, = Px,Px,. for
some A C M; the latter follows from [21, Theorem 5] and
[8], [15], [9]. When Xj,..., X,, are bijections of each other,
fe, H(X; | X;) =0,1<1i%# j <m,then SI(X ) = H(X3),
as expected [11].

Next, the secret key capacity interpretation of SI(X )
[8], [9], [15], [21], [35] implies that upon grouping the rvs
Xi,...,X,, into disjoint teams represented by the atoms of
any k-partition 7 = (mq,...,7) of M, 2 < k < m, the

resulting shared information of the teamed rvs X, ,..., X,
can be only larger, i.e.,
SI( X7y, o, X)) > SI(Xy, ..o, X)) 3)

Suppose that 7 = (7},...,m}), | > 2, attains SI(X ) > 0
(not necessarily uniquely) in Definition 1, i.e,

l

SI(Xa) = 7 D(Py | e @
A simple but useful observation based on Definition 1, (3)
and (4) is that upon agglomerating the rvs in each atom of
an optimum partition 7* = (7}, ..., /), the resulting shared
information SI(Xy:,..., X+) of the teams Xg.,..., Xo»
equals the shared information SI(X ) of the (unteamed)
rvs Xq,...,X,,, i.e, for these special teams (3) holds with
equality. This property has benefited information-clustering
applications (cf. e.g., [11], [14]).

Shared information satisfies the data processing inequal-
ity [11]. For Xy = (X1,...,X,), consider X}, =
(X{,...,X],) where for a fixed 1 < j < m, X/ = X,
for i € M\ {j} and X} is obtained as the output of a
stochastic matrix W : AX; — A with input X;. Then,
SI(X',) < SI(X ).
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It is worth comparing SI(X () with two well-known mea-
sures of correlation among Xy, ..., X,,, m > 2, of a similar
vein. Watanabe’s total correlation [45] is defined by

m m—1

C(Xm) =D(Px, |l [[Px) =D UXip1 A Xy, X))
=1 =1

)

and equals (m—1) Z () for the partition 7 = ({1},...,{m})
of M consisting of singleton atoms. By (1) and (5), clearly

SI(Xm) <

(Xm)- (6)

Han’s dual total correlation [26] is defined (equivalently) by

m—

Z DZUPX PX7+1 mexl

Z (Xangiy) — (m — 1) H(X )

m

= H(Xm) — Y HXG [ Xan(iy) )
=1
m—1
= ST XA Xitte o X | X1 Xim),s
i=1

(with conditioning vacuous for 7 = 1) where the expression
in (7) is from [1]. By a straightforward calculation, these
measures are seen to enjoy the sandwich

C(Xm) ) < (m—

m—1
whereby we get from (6) and the first inequality in (8) that
C(Xrm)
1

< D(Xm 1) C(Xm) ®)

SI(Xpm) < and SI(Xp) <D(Xm). 9)
This makes SI(X () a leaner measure of correlation than
C(Xam) (upon setting aside the fixed constant 1/(m — 1))
or D(X ). Significantly, the notion of an optimal partition
in SI(X ) in (1) makes shared information an appealing
measure for “local” as well as “global” dependencies among

the rvs Xq,..., X,

Remark 1. When M = {1,2},
SI(X1, Xa) = C(X1, Xa) = D(X1, X2) = I(X1 A Xa).

Our focus is on shared information for a Markov chain on
a tree.

Fig. 1. Notation for a Markov chain on a tree.

Definition 2 (Markov Chain on a Tree). Let G = (M, &) be a
tree with vertex set M = {1,...,m}, m > 2, i.e., a connected
graph containing no circuits. For (i,7]) in the edge set &, let

B(i « j) denote the set of all vertices connected with j by
a path containing the edge (i,j). Note that i € B(i + j)
but j & B(i < j). See Figure 1. The rvs X1,...,X,, form a
Markov Chain on a Tree (MCT) G if for every (i,j) € &, the
conditional pmf of X; given Xp( i) = {X1:1 € B(i + j)}
depends only on X;. Specifically, X; is conditionally indepen-
dent of Xp(ij)\ (i} When conditioned on X;. Thus, Px,, is
such that for each (i,j) € &,

Px;\ xpue ;) = Px; 1 xi5 (10

or, equivalently,

X]‘ —O0— )(2 —O0— XB(Z<—])\{7} (11)
When G is a chain, an MCT reduces to a standard Markov
chain.

Remark 2. With an abuse of terminology, we shall use G =
(M, E) to refer to a tree and also to the associated MCT.

Example 2. Let m = 2! — 1 for some positive integer [.
Consider a balanced binary tree with [ levels. Label the nodes
progressively at each level and downwards, with the root node
(at level 1) being 1 and the 2!~' leaves (at level [) being
21_1, ey 2l_1+2l_1—1 =2'—1=m.Let X1, 21,y L1
be mutually independent rvs where X; = Ber(0.5) and
Z; = Ber(p;) with 0 < p; < 05,7 = 1,....,m — 1.
For i = 2,...,m, set X; = X|;/2) + Z;—1 where “+”
denotes addition modulo 2; note that X, is determined by
()(1,217 .. .,Zi_l), and P)()(z = 0) = P(Xz = 1) = 0.5.

Fig. 2. Example 2 of an MCT.

Assign rv X; to vertex ¢, ¢ = 1, ..., m. See Figure 2. Then
X1,...,X,, form an MCT. Specifically, for any edge (¢, 7)
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where i is the parent of j > 2, we have

P(Xj = ;[ Xp(icj) = TB(icy))

= P(Xj = 2; | Xi = @i, Xp(icj)\{i} = TB(ieg)\{i})
=P(xi+ Zj—1 = x| Xi = 24, Xl j)\ (i} = TBGi«j)\{i})
= P(Zj1 =z + i)

= P(X; = z; | Xi = @)

where the last two inequalities are by the independence
of Z;_1 and Xp(;j), the latter rv being a function of
X1, 201, m =1\ (-1}

III. PROPERTIES OF AN MCT

We develop properties of an MCT that will play a role in
characterizing shared information, and also are of independent
interest. These include the concept of an agglomerated MCT,
and notions of local and global Markov properties.

The main conclusion of this section is that the MCT as
defined in (11) has the global Markov property, which, in turn,
implies (11); the proofs in this section, however, are based on
(11D).

We begin with agglomeration.
Lemma 1. For the MCT G = (M, &), for every (i,j) € &,
W Xpiejy N Xpei)) = I(Xi A Xj), (12)
ie.,

Xp(iejh\fiy —o— Xi —o— Xj —o— Xpgeangy- (13

Proof. The assertion (12) is proved in Section A. Turning to
(13), by the chain rule (12) is equivalent to

Xp(icp\ip —oXi o= X;
and Xp(;j) —o-X; —o— Xp(jei\ ()}

which, in turn, are together tantamount to (13). O

Definition 3 (Agglomerated Tree). Consider a k-partition m =
(m1,...,mk) of M, 2 < k < m—1, where each m;, 1 <i <k,
is connected. The tree G' = (M',E") with vertex set M’ =
{m1,..., 7k} and edge set

&= {(’R‘il,ﬂ'j/) cdiemy, g€ Ty 8.1 (Z,j) S 5}

is termed an agglomerated tree. Note that G' = (M, E') is a
tree since G = (M, E) is a tree and each m;, 1 < i <k, is
connected.

Lemma 2. Consider the agglomerated tree G' = (M’ E") in
Definition 3. If X1,..., Xy form an MCT G = (M, E), then
Xrysenoy Xpp, form an MCT G' = (M, E").

Proof. By an obvious extension of Definition 2 to the ag-

glomerated tree G’ = (M’ '), the lemma would follow upon
showing that for every (m;/,m;/) € £, it holds that

Xﬂ'j/ —0— Xﬂ'i/ —Oo— XB(‘Iri/<—7rj/)\7ri/ . (14)
For any (m;/,m;;) € &', there exist by Definition 3 i € my,
j € mj with (¢,7) € £. By Lemma 1,

X, —0— X; —o— Xp(iejn\ (i} (15)

which, upon noting that XB(w,i,enj/)\wi, C XB(ij)\yiy and

applying the chain rule of mutual information to (15), gives
(14). O

Next, we turn to local and global Markovity of an MCT.

Definition 4 (Separation). For a tree G = (M, E), let A, B
and S be disjoint, nonempty subsets of M. Then S separates
A and B if for every a € A and b € B, the path connecting
a and b has at least one vertex s = s(a,b) in S.

The notion of maximally connected subset will be used
below: A’ C A is a maximally connected subset of A if A’
is connected and the addition to A’ of any vertex u € A\ A’
renders A’ U {u} to be disconnected. By convention, we
shall take singleton elements to be connected. In general, any
connected component of A that is not maximally connected
can be enlarged to absorb vertices outside it in A that do not
render the union to be disconnected.

Theorem 3 (Global Markov property). For an MCT G =
(M, E), let A, B and S be disjoint, nonempty subsets of M
such that S separates A and B. Then

XA *O*XS *O*XB. (16)

Conversely, if X1,...,X,, are assigned to the vertices of a
tree G = (M, E) and satisfy (16) for every such A, B, S, they
form an MCT.

Remark 3. The Hammersley-Clifford Theorem [31, Theorem
3.9] implies the equivalence above for strictly positive joint
pmfs, i.e., with P(xaq) > 0 for every xp € Xpq. Theorem 3
shows that for an MCT, this equivalence holds also for a joint
pmf Px,, that is not strictly positive.

Remark 4. The “global” Markov property (16) [31, Section
3.2.1] clearly implies (10), (11) in Definition 2. Theorem 3
asserts that for an MCT, (16) is, in fact, equivalent to (10),
an.

Our proof of Theorem 3 in Appendix B relies on showing
that an MCT has the “local Markov property” of Lemma 4
below. The notion of neighborhood is pertinent. Lemma 4,
too, is proved in Appendix B.

Definition 5 (Neighborhood). For each i € M, its neigh-
borhood is N (i) = {je M:(i,j) € E}; note that i ¢
N(i). Similarly, the neighborhood of A C M is N(A) =
Lemma 4 (Local Markov property). Consider an MCT G =
(M, E). For each i € M,

Xi —o— X i) —o— X\ ({}uN(i)) - (17)

Furthermore, for every A C M with no edge connecting any

two vertices in it,

Xa —o— Xpna) —o— XM\ (AUN(A))- (18)

Remark 5. For A C M as in Lemma 4, N'(A) = U;e aN ().

The relationships among the MCT definition (11), and local
and global Markov properties are summarized by the following
lemma.
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Lemma 5. It holds that

(i) MCT and the global Markov property are equivalent;

(ii) MCT implies the local Markov property;

(iii) the local Markov property implies neither the global
Markov property nor the MCT.

Proof. (i), (ii) The proofs are contained in Theorem 3 and
Lemma 4, respectively.

(iii) The following example is used in [31, Example 3.5] to
show that local Markovity does not imply global Markovity.
Let U and Z be independent Ber(0.5) rvs, and let W = U,
Y = Z and X = WY. Consider the graph

U-W-X-Y—-Z
which has the local Markov property. Since

(ZAUW|X)=1(ZAU|UZ)
=H(Z|UZ)
=0.75 H(Z|UZ =0)
= 0.75h(1/3),

the claim in (iii) is true. O]

IV. SHARED INFORMATION FOR A MARKOV CHAIN ON A
TREE

We present a new proof of an explicit characterization of
SI(X aq) for an MCT. The expression in Theorem 6 below
was obtained first in [21] relying on its secrecy capacity
interpretation. Specifically, it was computed using a linear
program for said capacity and seen to equal an upper bound
corresponding to shared information ([21, Examples 4, 7]).
The new approach below works directly with the definition of
shared information in Definition 1. Also, it differs materially
from the treatment in [14, Section 4] for a model that appears
to differ from ours.

While the upper bound for SI(X () below is akin to that
involving secret key capacity in [21], the proof of the lower
bound uses an altogether new method based on the structure
of a “good” partition 7 in Definition 1.

Theorem 6. Let G = (M, E) be an MCT with pmf Px,, in
(10). Then

SI(Xa) = min I(X; A X;). (19)

(i.5)€€
Remark 6. For later use, let (7,7) be the (not necessarily
unique) minimizer in the right-side of (19)
Example 3. For the MCT in Example 2, SI(X () = 1—h(p*),
where p* = maxj<j<m-1p; < 0.5. Thus, the 2-partition

obtained by cutting the (not necessarily unique) weakest
correlating edge attains the minimum in Definition 1.

Proof. As shown in [21],

20
S i (20)

and is seen as follows. For each (i,j) € &, consider a 2-
partition of M, viz. 7 = w((i,5)) = (71, m2) where m; =
B(i < j), m = B(j + 4). Then,

=1(X; A Xj), by Lemma 1.

2y
Hence,
SI(X ) <I(Xmy A Xry) =1(X5 AX), (i,5) € &€
leading to (20).
Next, we show that
SI(Xa) > min I(X; A X;). (22)

(i,5)€€

This is done in two steps. First, we show that for any k-
partition m of M, 2 < k < m, with (individually) connected
atoms,

Z(m)> min I(X; A X;).

() > min 10X, 7 X))

Second, we argue that for any k-partition 7 = (mq,...,7)
containing disconnected atoms, there exists a k’-partition
7' = (n',...,m,), possibly with k' # k, and with fewer
disconnected atoms such that Z (7) < Z (7).

Step 1: Let 7 = (mq,...,7k), k > 2, be a k-partition with
each atom being a connected set. By Lemma 2, X, ,..., X,
form an agglomerated MCT G’ = (M, £’) as in Definition 3.
Furthermore, by Lemma 1, if 7, and 7, in M’ are connected
by an edge (my,m,) € &', then there exist i € m,, j € 7y,
say, such that (¢, 5) € &, whence

I(Xn, ANXr,) =1(X; AXj). (23)

Now, let 71, ..., 7 be an enumeration of the atoms, obtained
from a breadth-first search [18, Ch. 22] run on the agglomer-
ated tree with 7 as the root vertex. Then,

k
T(r)= < D(Pxy | ] P..)

1
u=1
1 k
= k_]_ Z(H(Xﬂ'u)_H(X‘ﬂ'u‘Xﬂ'lv"')Xﬂ'u,l))
u=1
1 k
L S A X X
u=2
1 k
= k—1 ZI(X‘M, A Xparent(ﬂu)) 24)
u=2
> min I(X;, A X))
(Tu,m0) EE ’
Z min I(Xl /\Xj).
(i,5)€€
By the breadth-first search algorithm [18, Ch. 22],
m,...,Ty—1 are either at the same depth as , or are above

it (and include parent(m,)). This, combined with Theorem 3,
gives (24). The last inequality is by (23).

Step 2: Consider first the case k¥ = 2. Take any 2-
partition m = (m,m) with possibly disconnected atoms,
where 71 = U _,C, and my = U;_ D, are unions of disjoint
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components. Since 7 is connected to 72, some C, and D,
must be connected by some edge (4,7) in &, so that

I(r) =1 Xnm A Xny) > 1(Xe, A Xp,)
> I(X; A XG) > 1(X5 A X5)

where the final lower bound, with i,j as in Remark 6, is
achieved by the 2-partition with connected atoms (B(i <
7),B(j 1)) as in (21).

Next, consider a k-partition 7 = (mq,...,7k), k > 3, and
suppose that the atom 7; is not connected. Without loss of
generality, assume 7; to be the (disjoint) union of maximally
connected subsets Aq,..., A, t > 2, of m; (which, at an
extreme, can be the individual vertices constituting 7).

Take any A;, say A; = Aj, and consider all its boundary
edges, namely those edges for which one vertex is in Aj and
the other outside it. As A; is maximally connected in 7y, for
each boundary edge the outside vertex cannot belong to 7
and so must lie in M \ 7. Also, every such outside vertex
associated with A; must be the root of a subtree and, like
Aj, every A;, | # I, too, must be a subset of one such subtree
linked to A7 — owing to connectedness within A;. Furthermore,
since A1, ..., A; are connected, and only through the subtrees
rooted in M \ 71, there must exist at least one A; such that all
Ayps, I # 1, are subsets of one subtree linked to A;. In other
words, denoting this A; as A, we note that A has the property

that
U 4

le{1,,t}:
Aj#£A

7T1\A:

is contained entirely in a subtree rooted at an outside vertex
associated with A and lying in M \ ;. Let this vertex be
j € M\ 7y, and let 7, € 7 be the atom that contains j. Since
vertex j separates A from 7 \ A, so does 7,. By Theorem 3,
it follows that

A—o—my —o—m \ A
whereby, using the data processing inequality,
I(XaAXrna) S I X, AXpa) < X7, AXry). (25)

Next, consider the (k — 1)-partition 7’ and the (k + 1)-
partition 7" of M, defined by

= (m U T, {71'1,}”751,”75“) , (26)
7 = (71N Ay A T (T b ) - 27)
Then,
1
T(r)= | HXn) + H(Xy,)
+ Y H(Xg,)- H(XM)] :
v#£1LvEY
1
" —
Z(x) = | H¥em) + 3 HOE)

- H(XM)],

6
1
Z(r")= T H(X7\a) + H(X4) + H(Xx,)
+ > H(Xn,) - H(Xm)|
v#Lv#U
We claim that
Z(r) > min{Z (x"),Z (x")}. (28)

Referring to (26) and (27), we can infer from the claim (28)
that for a given k-partition 7 with a disconnected atom 7 as
above, merging a disconnected atom with another atom (as in
(26)) or breaking it to create a connected atom (as in (27)),
lead to partitions 7’ or 7"/, of which at least one has a lower Z -
value than 7. This argument is repeated until a final partition
with connected atoms is reached that has the following form:
considering the set of all maximally connected components of
the atoms of m = (mq,...,7k), the final partition will consist
of connected unions of such components. (A connected 7;
already constitutes such a component.)
It remains to show (28). Suppose (28) were not true, i.e.,

I (7) <min{Z (7"),Z (7")}.
Then,

I(m)<Z(r)e (k—2)I(r)<(k—2)Z (")

S (X, AN Xy) <Z (), 29)
and similarly,
I(r)<Z(x")ye kI (r)<kZ(n")
<:>I(7T) <I(X7r1\A /\XA) 30)

where the second equivalences in (29) and (30) are obtained
by straightforward manipulation. By (29) and (30),

I(Xr, A Xr)) <I(XzpaAXa)

which contradicts (25). Hence, (28) is true. ]

V. ESTIMATING SI(X r¢) FOR AN MCT

We consider the estimation of SI(X ) when the pmf Px

of Xy = (X1,...,X,,) is unknown to an “agent” who,
however, is assumed to know the tree G = (M,E). We
assume further in this section that A} = --- = X, = &, say,

and also that the minimizing edge (7,7) on the right side of
(19) is unique. By Theorem 6, SI(X o) equals the minimum
mutual information across an edge in the tree G. Treating the
determination of this edge as a correlated bandits problem
of best arm pair identification, we provide an algorithm to
home in on it, and analyze its error performance and associated
sample complexity. The estimate of shared information is taken
to be the mutual information across the best arm-pair thus
identified. Our estimation procedure is motivated by the form
of SI(X n¢) in Theorem 6.
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A. Preliminaries

As stated, estimation of SI(X ) for an MCT will entail
estimating I(X; A X;), (¢,7) € €. We first present pertinent
tools that will be used to this end.

Let (X,Y;)7; be n > 1 independent and identically
distributed (i.i.d.) repetitions of rv (X, Y) with (unknown) pmf
Pxy of assumed full support on X x ), where X and ) are
finite sets. For (x,y) in X™ x Y™, let Q&’;) represent its joint
type on X x Y (cf. [20, Ch. 2, 3]). Also, let Qscn) (resp. Qg,"))
represent the (marginal) type of x (resp. y).

A well-known estimator for (X AY) = Ip,, (X AY)
on the basis of (x,y) in X" x Y™ is the empirical mutual
information (EMI) estimator 1%) . based on EMI [25], [20,
Ch. 3], defined by

10 (x Ay) = HQL) + H(QL) — H(QW).

Throughout this section, (X,Y) will represent n i.i.d. repeti-
tions of the rv (X,Y).

€29

Lemma 7 (Bias of EMI estimator). The bias
Bias(I) (X A Y)) 2 Ep,,, [I‘E’gjl(x A Y)} —I(X AY)

satisfies

—log(1+m_1> <1+‘)}|_1>
n n

n X -1
< Bias(Ig (X A Y)) < log (1 + ||y|) :
n
Proof. The proof follows immediately from [38, Proposition
1]. O

A concentration bound for the estimator Ig,al in (31) using
techniques from [2], is given by

Lemma 8. Given ¢ > 0 and for every n > 1,

Pxy (Iggj,(x AY) —Epy,, [Ig’;ﬂ),(x A Y)} > e)

<o ( 2ne? )
xp | ————— | .
= o 361log® n

The same bound applies upon replacing I(Er,al(X ANY) by

_I|(57KA)|(X AY) above.

Proof. The empirical mutual information II(E7lt/I)I AT X Yt —
R* U {0} satisfies the bounded differences property, namely

max II(ETK,)”(X AY)

(x7y)€X71 Xyn
(z,y;)€EX XY
) ) 6logn
- —1
- I(E7lt/|)l((‘rl1 17x;7x?+1) A (yi 7y7/,'7y1n+1)) S n
(32)
for 1 <4 < n, where for [ < k, xf“ = (T, X141, Th)-

To see this, we note that changing

s (Yis e Un))

(x,y) = ((z1,...,24,)
71_ ,xg,xf_H),(yvl‘_l,yg,yﬁ_l))

amounts to changing at most two components in the joint type
QS;) and marginal types Qg: ) and Qg,"); in each of these three
cases, the probability of one symbol or one pair of symbols
decreases by 1/n and that of another increases by 1/n. The
difference between the corresponding empirical entropies is
given in each case by the sum of two terms. For instance, one
such term for the joint empirical entropy is given by

‘ QW) (5, y:) log QL) (wi, 7)
n 1 n 1
- (Qiﬂwz—,yi) - n) log (Q;ﬂxi,yi) - n) ‘
Each of these terms is < logn/n, using the inequality [2]
J| _ logn

I Ted| <
n n n

log

I+ 1
’H_ , 0<j<n.
n

The bound in (32) is obtained upon applying the triangle
inequality twice in each of the three mentioned cases. The
claim of the lemma then follows by a standard application of
McDiarmid’s Bounded Differences Inequality [44, Theorem
2.9.1]. O

Since we seek to identify the edge with the smallest mutual
information across it, we next present a technical lemma that
bounds above the probability that the estimates of the mutual
information between two pairs of rvs are in the wrong order.
Our proof uses Lemma 8. Let (X,Y) and (X',Y”’) be two
pairs of rvs with pmfs Pxy and Px-y-, respectively, on the
(common) alphabet X x ), such that (X AY) < I(X'AY”).
Let

A=T(X'AY') =X AY)>0. (33)

By Lemma 7, I(ET,(,)“ is asymptotically unbiased and, in particu-

lar, we can make Bias(IU), (X A Y)), Bias(I%) (X! A Y")) <
A/2 by choosing n large enough, for instance,

AP -1 x| -1
n > max 5A/2 1 28/4 1 ("

The upper bound on the probability of ordering error depends
on the bias of II(ETIi/I)I and decreases with decreasing bias.

(34)

Lemma 9. With (X,Y), (X',Y’) and n as in (34),
P (IGn(XAY) = IGL (X A Y))

2n (/2 - Bias (15 (X A Y)>)2

< 2max { ex — ,
o P 36log? n
(n) 2
2n (/2 - Bias (TG, (X' A Y")) )
exp | —

361log®n
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Proof. Recalling (33), we have
P (I (XAY) > I (X A Y)))
(oY)
SIXAY) I8 (X AY) (X AY) > A)
<P (Ig’;j,(x AY)—I(XAY)> A/2>
+P (Ig’;},(x’ AY) —I(X'AY') < —A/2) (35)
Using Lemma 8, and in view of (33), (34),
P (Ig’;j,(x AY)—I(XAY) > A/Q)
= P(I(EK/)H(X ANY)-E [I(E%(X A Y)]
> A/2 - Bias (I (X A Y)) )

2n (/2 ~ Bias (TG (X A Y)))2

< exp 36 log2 n ’ (36)
and similarly,
P (I(X’ AY') =10 (XA YY) > A/Q)
2n (/2 = Bias (TG (X' A Y')))2
<exp|— (37)

36log® n

The claimed bound follows by using (36) and (37) in (35). [

B. Bandit algorithm for estimating SI(X 1)

The following bandit-based method identifies the best arm
pair corresponding to the edge of the MCT across which
mutual information is minimal. For an introduction to the
fundamentals of bandit algorithms, see [30].

In the parlance of banditry, the environment has m arms, one
arm corresponding to each vertex in G = (M, ). The agent
can pull, in any step, two arms that are connected by an edge
in £. Each action of the agent is specified by the pair (i, j),
1<i<j<m,(ij) €&, with associated reward being the
realizations (X; = z;, X; = x;). The agent is allowed to pull
a total of IV pairs of arms, say, using uniform sampling, where
N will be specified below. A pulling of a pair of arms can
be viewed also as pulling the corresponding connecting edge,
thereby rendering it a traditional stochastic bandit problem. We
resort to a uniform sampling strategy for the sake of simplicity.

Definition 6 (Uniform sampling). In uniform sampling, pairs
of rvs corresponding to edges of the tree are sampled equally
often. Specifically, each pair of rvs (X;, X;), (i,7) € &, is
sampled n times over nonoverlapping time instants. Hence,
an agent pulls a total of N pairs of arms, where N = |E|n.

By means of these actions, the agent seeks to form estimates
of all two-dimensional marginal pmfs Py, x, and of the
corresponding I(X; A X)) for (i, j) as above, and subsequently
identify (4,j) € £ (see Remark 6). Let X%, denote N i.i.d.
repetitions of X = (Xi,...,X,,). Specifically, the agent

must produce an estimate éy = én(XY) € € of (i,j) € €
at the conclusion of N steps so as to minimize the error
probability P(éx # (4,7)). The following notation is used.
Write
I(in])=1(X; ANX;), (i,7) €€
for simplicity, and let
Tew (i A7) 2 TEN(Xi A X5)
be the estimate of I(i A j). At the end of N = |€|n steps, set

e(XN) =arg min 1) (i, 5) = (i*,5%), say (38
(i,5)€€&

with ties being resolved arbitrarily. Correspondingly, the esti-
mate of shared information is

STGn (XN 2 T ™ A %), (39)
Denote
Ay =1(Xi A X5) — 1(X5, X5), (i,j) €E
and
Al = (Z{I;)lIelg I(X7 AN Xj) - I(Xg A Xi),

(4:9)#(5.7)

where the latter is the difference between the second-lowest
and lowest mutual information across edges in £. Note that
A; > 0 by the assumed uniqueness of the minimizing edge
(i, j)-

The shared information estimate SI(EI,zf,')l(X &) converges
almost surely and in the mean. This is shown in Theorem 11
below. To that end, we first provide an upper bound for the
probability of arm misidentification with uniform sampling.

Proposition 10. For uniform sampling, the probability of error
in identifying the optimal pair of arms is

B 2
v # 7)< 2o (DAL )
for all

AP -1 X -1
28173 _ 17 20/6 1

N > |5|max{ (40)

Proof. With N = |€|n, let 2, represent a realization of X ¥,.
For each (7, j) € &, the agent computes the empirical mutual
information estimate I(E%)”(xi A x;) of I(X; A X;). Note that
the sampling of arm pairs occurs over nonoverlapping time
instants. By Lemma 7 and (34)

) n) .o . A A Ay o S
Bias(gy (i A )| < 5 < 57 < 5% for (i) # (i.J),
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for all N as in (40). Then, we have
P (en(XN) # (.3))
= P (TG0 A J) = TG0 (0 A J) for some (i,) # (1.7))
< Z P (I(ETK/)H (inG)> II(Evlz/)ll(i /\J))

(4.9)7#(1,9)
—nAZ
< Z 2 exp 725 , by Lemma 9
Ry 648log” n
(4,5)7#(4,9)

—(NV/ [E)AL
<201 (G naien) )

Theorem 11. For uniform sampling (as in Definition 6), the

estimate SIEJ,Y,,)' (XRX,) converges as N — oo to SI(X pq) almost
surely and in the mean.

Proof. Let 0 < € < A;. By (34), we can choose n large

enough such that Bias(I(Er,t,)”(z Aj)) < €/2 (see Remark 6). For

all such n,

P (‘SI(EJQ’,,), (Xpa) — SI(XM)‘ > e)

< P (|SIGROR) 167 5)| > e.en(XN) = (.9))
G

/N

G AT) =16 A7) > €

I A 5) — E[15G A )]

IN
T

NN

+E [Il(zlv)”(z/\j)} —I(f/\j)‘ > e)
+P (en(X3) # (0,))

G AT) ~E [l 7|

+ ‘Bias (I(Errt/)u({/\j))’ > e)
+ P (en(X3) # (i,]))

=

(2N IED (/2
=¢ p( 361og> (V) |€]) )

(V] |E)AS
w2l (GRngaren) @

by Lemma 8 and Proposition 10. Almost sure convergence
follows from (41) and the Borel-Cantelli Lemma (cf. e.g., [29,
Lemma 7.3]); and furthermore, since SI(EJ,\\;)I (X% < log|X|
for all N, almost sure convergence implies convergence in the
mean by the Dominated Convergence Theorem (cf. e.g., [29,
Theorem 3.27]). L]

The following corollary specifies the sample complexity of
SI(EJ,\\;)I in terms of a minimum requirement on N for which the
estimation error is small with high probability.

Corollary 12. For 0 < e < 1/2 and 6 < 1/e, we have

P ([SIaneed) = S1(xag)| > €) <6

9
for sample complexity N = N (e, §) that obeys*
N > €] ['X —In ((15) log? (612111 (;))
+A1%m(y§|) o (o ()
L (e (D))

The proof of the corollary relies on the following technical
lemma, which is similar in spirit to [40, Lemma A.1].

Lemma 13. It holds that

z>cln’z, ¢>1, 2> max{1,4cln2c+ 16¢1n? c}.

Proof. See Appendix C. O
Proof of Corollary 12. From (41),

P (st (X2 - s1(xu)| >

for n = N/ || satisfying
|| n 1 1 n
n>-—, —5—>5nl<], —5—2>
€ log°n — € 5/ log®n

up to numerical constant factors. Each of the inequalities in
(43) yields one or more lower bounds for n = N/ |E[; the
first does so directly, and the latter two upon writing them
as n > clogzn (where ¢ does not depend on n) and using
Lemma 13. The conditions on € and ¢ in Corollary 12, allow
us to drop one of the bounds since it is always weaker than
another. Combining all the lower bounds obtained from (43)
and using N = |€|n finally results in (42). O

6) <4,

(7

(43)

VI. CLOSING REMARKS

While the Hammersley-Clifford Theorem [31, Theorem 3.9]
can be used to show the equivalence in Theorem 3 between
the MCT definition and the global Markov property, when the
joint pmf of X, is strictly positive, we show for an MCT
that it holds even for pmfs that are not strictly positive. The
tree structure plays a material role in our proof. In particular,
agglomeration of connected subsets of an MCT form an MCT
as in Definition 3 and Lemma 2. The MCT property only
involves verifying the Markov condition (10) or (11) for each
edge in the tree, and therefore is easier to check than the global
Markov property (16). Joint pmfs that are not strictly positive
arise in applications such as function computation when a
subset of rvs are determined by another subset.

Theorem 6 shows that for an MCT, a simple 2-partition
achieves the minimum in Definition 1. While the result in
Theorem 6 was known [21], our proof uses new techniques
and further implies that for any partition 7 with disconnected
atoms, there is a partition with connected atoms that has Z -
value (see (2)) less than or equal to that of 7. This structural
property is stronger than that needed for proving Theorem 6.

2The approximate form of (42) considers only the significant terms depend-
ing on |X|, |€], A1, € and 4.
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Our proof technique for Theorem 6 can serve as a stepping
stone for analyzing SI for more complicated graphical models
in which the underlying graph is not a tree; see [4]. In par-
ticular, the tree structure was used in the proof of Theorem 6
only in Step 1 and (25) in Step 2.

In Section V, we have presented an algorithm for best-
arm identification with biased (and asymptotically unbiased)
estimates. A uniform sampling strategy and the empirical mu-
tual information estimator were chosen for simplicity. Using
bias-corrected estimators like the Miller-Madow or jack-knifed
estimator for mutual information [38] would improve the bias
performance of the algorithm. However, it hurts the constant in
the bounded differences inequality that appears in Lemma 8.
Polynomial approximation-based estimators [27] could also
improve sample complexity. Moreover, a successive rejects
algorithm [47], [6] could yield a better sample complexity than
uniform sampling for a fixed estimator, as hinted by [47], [6] in
different settings. The precise tradeoff afforded by the choice
of a better estimator remains to be understood, as does the
sample complexity of more refined algorithms for best arm
identification in our setting. Both demand a converse result
that needs to take into account estimator bias; this remains
under study in our current work. A converse would also settle
the question of optimality of the exp(—O(N/log® N)) decay
in the probability of error in Proposition 10.

APPENDIX A
PROOF OF LEMMA 1

We have
H(XB(iej) N XB(ji))
= 1(Xi A X5) +1(Xs A Xpgieingy | X5)
+ I Xgaeing N X Xe)
+ 1(XBci\ it A XBGeinyt | X X5)
I(Xi A XG) + W XBeingiy A XBiGeingy | X Xj)
I(X5 A XG) + H(Xpgegn iy | Xi)
— H(XBi—inir | Xi X8 i)

(44)

where the previous two inequalities are by (11).
The claim of Lemma 1 would follow from (44) upon
showing that

H(X ey | Xo, XBGei)) = H(XBaeing | Xi). 45)

Without loss of generality, set j to be the root of the tree;
this defines a directed tree whose leaves are from among the
vertices (in M) with no descendants. Denote the parent of
i’ in the (directed) tree by p(i’). Note that p(i) = j in (45).
We shall use induction on the height of 4/, i.e., the maximum
distance of ¢/ from a leaf of the directed tree, to show that

H(Xp (i pngiry | Xirs XBp(iyein)
= H(Xg(irpin\{iy | Xir), (46)

which proves (45) upon setting ¢’ =4 and p(i') = p(i) = J.
First, assume that ¢’ is a leaf. Then B(i' + p(i'))\{{'} = @
and (46) holds trivially.
Next, assume the induction hypothesis that (46) is true for
all vertices at height < h, and consider a vertex ¢’ at height h.

10

| |

! !

w l

l l l

| . |

| p(i’) |

| |

| |

! !

w l

w l

l l

S Blp(!) - )
e
| |
| :
| ' |
| . }
l g ! 2 |
| :
| |
| |
| :
| :
| |
| |
| |
| |
| |
| |
| |
| A |
l , |
e B p(i)) |
Fig. 3. Schematic for proof of (46).
Let ¢’ have children 1, ..., t; each of these vertices is the root

of subtree T, = B(7 + i), 1 < 7 < t. See Figure 3. Further,
each vertex 7, 1 < 7 <t, has height < h. Then in (46),

H(XB(irepinngiry | Xirs XBp(ir)ir))
=H ((XTT\{T}’ XT)1§TSt | Xir, XB(p(z”)(—i/))

t
= Z {H (XT | (XTa)lgogr—l in/vXB(p(i’)Hi’))
T=1

+H (XTT\{T} | X‘rv (XTa)lgagT_l aXi’a XB(p(v/)<—1/)):| .
47)

In (47), for each 7, 1 < 7 < ¢, the first term within [] is
H (X-,— ‘ (XTG)ISUST—l 7X’L"7 XB(p(i/)(—i'))
= H(X, | Xy) = H (X, | (X1,)1cpepr Xir) (48)

by (11) since

(U T Bl) >> CB({ 1)

(see Figure 3). In the second term in [-], we apply the induction
hypothesis to vertex 7 which is at height A — 1. Note that
p(T) =1'. Since
Xr\{r} = Xp(repm)\{r}

and ((XTo)lgag-r—l 7Xi/7XB(p(i’)<—i')) g B(p(’]’) < 7'),
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by the induction hypothesis at vertex 7, we get

H (XTT\{T} | X (X7, )1<ocr 1 ,Xz",XB(p(i')H'))
= H (Xr\(r} [ X7)

=H (XTT\{T} | Xr, (XTa)lﬁair—l 7Xi/> (49)

with the last equality being due to (11). Substituting (48), (49)
in (47), we obtain

H(XB(v' repn iy | Xirs XB(p(iry—ir))

*Z{ (X ‘ XT)1<O'<T 1aX)

FH (X oy 1 X, (X0 ) g1 X0 )]
t
H (XTT | (X1, )1<ocr1 aXi’>
1

T

= H(Xp(rpy\{iry | Xir)

(see Figure 3) which is (46). O]

APPENDIX B
PROOF OF LEMMA 4 AND THEOREM 3

Proof of Lemma 4. Considering first (17), suppose that vertex
i € M has k neighbor, with N'(¢) = {i1,...,ix}, 1 <k <
m — 1. Then

E

M\ ({i} UN(E)) = | B(ir i) \ {ir} -

=1

The claim of the lemma is

X —o— (Xiu)1§ugk —o— (XB(izH)\{iz})glgk : (50)

We have

I(Xi A (Xsaeongin) 1ic | (Xiu)lgugk)

k
= 31 (X0 A Ko gioy | (X, cingi)) e yers
=1

(Xih<usk)

k
< ST [Xe Kaeinin)iejars Xidicusics ]
=1

A XB(i i)\ {ir} }Xn)- (51)

For each [, 1 <1 < k, the rvs within [-] above have indices
that lie in B(i < ;) \ {4;}. Hence, by Lemma 1 (specifically
(13)), each term in the sum in (51) equals zero. This proves
(50). See Figure 4.

C B(i ) \ {i}

Fig. 4. Schematic for the proof of Lemma 4.

Turning to (18), we have
I(Xa A X (aunay IN(4))
=1 ((Xi,i € A) N XA\U, e 4 {udoN () | XU,UGA/\/’(v))
<> (X A XU a5y LTIONG))»
icA
Xat\U, e (o) | Xaro )
=>1 (Xi N XU ea iy LN GN)\WG)?
icA
Xat\Uy e (fuyon ) | Xn )
=0
by (17) since for each i € A,

U W uNG) |\ ()

JeA\{4}

u (M\ U ({U}UN(U))> S M\ ({i} UN(). O

u€A
Proof of Theorem 3. The converse claim is immediately true
upon choosing: for every (i,5) € £, A = B(i < j)\ {i},
S =i, B={j}.
Turning to the first claim, let

a b s
A=|]As, B=|]|Bs, S=]|]S,
a=1 B=1 o=1

be representations in terms of maximally connected subsets of
A, B and S, respectively. With N = M\ (AU B UJS), let
N =U7}_; N, be a decomposition into maximally connected
subsets of N. Denote

A:{Aa71§a§a},
S§={S5,,1<0<s},

B={Bs,1<p b},
N ={N,,1<v<n}.

Referring to Definition 3 and recalling Lemma 2, the tree G’ =
(M, E") with vertex set M’ = AUBUSUN and edge set in
the manner of Definition 3 constitutes an agglomerated MCT.

Next, we observe that since each N, ¢ N, 1 < v < n, is
maximally connected in N, the neighbors of N, in G’ cannot
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be in N. Therefore, neighbors of a given N, in G’ that are
not in S must be in A or B. However, N, cannot have a nonS
neighbor in A and also one in B, for then A and B would
not be separated by S in G. Accordingly, for each N, in N,
if its nonS neighbors in G’ are only in A, add N, to A; let
N’ be the union of all such N,s. Consider A’ = AU N’ and
write A’ = L%_, A/, where the A/ s are maximally connected
subsets of A’. Let A'={A/ 1< a<da'}.

Now note that A’ and B are separated in G’ by S. Thus, to
establish (16), it suffices to show the (stronger) assertion

X4 —o— Xg —o— Xg. (52)

By the description of A’, each of its components (maximal
subsets of A’) has its neighborhood in G’ that is contained fully
in S. Let S C S denote the union of all such neighborhoods.
Then, by Lemma 4 ((18)) applied to the agglomerated tree G’,
since there is no edge in G’ that connects any two elements

of A,
X —o= X5 == Xy arus)

so that

I(X_A/ N XM’\(A'U5)7XS\5‘ | XS)
> I(Xar A X pnarus) | Xs)

since S C S. Finally, (53) implies (52) as B € M’ \ (A’ U

S). O

(53)

APPENDIX C
PROOF OF LEMMA 13

Proof. For 1 < ¢ <12,z > cIn? 2z holds unconditionally;
so assume that ¢ > 1.2. Consider the function f(x) = = —
cln? z. Then, using [40, Lemma A.1], x > 4cln2c implies
x > 2clnz which, in turn, implies f'(z) > 0. Therefore,
for x > 4clne, f(x) is increasing in z. It is easy to check
numerically that f(16¢ In? ¢) is positive for ¢ > 1.2. Thus,
for all z > max{4cIn2¢, 16¢In®c}, f(x) > 0 and so = >
cln® 2. O]
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