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Abstract

Recent advances in egocentric video understanding
models are promising, but their heavy computational ex-
pense is a barrier for many real-world applications. To ad-
dress this challenge, we propose EgoDistill, a distillation-
based approach that learns to reconstruct heavy egocen-
tric video clip features by combining the semantics from
a sparse set of video frames with the head motion from
lightweight IMU readings. We further devise a novel self-
supervised training strategy for IMU feature learning. Our
method leads to significant improvements in efficiency, re-
quiring 200x fewer GFLOPs than equivalent video models.
We demonstrate its effectiveness on the Ego4D and EPIC-
Kitchens datasets, where our method outperforms state-of-
the-art efficient video understanding methods.

1. Introduction

Recent advances in augmented and virtual reality
(AR/VR) technology have the potential to change the way
people interact with the digital world, much like the smart-
phone did in the previous decade. A fundamental re-
quirement for AR/VR systems is the ability to recognize
user behavior from egocentric video captured from a head-
mounted camera. Towards this goal, several egocentric
video datasets have been proposed in recent years, spurring
increasing attention of the research community [ 1,26,56].

Recent advances in egocentric action recognition, antic-
ipation, and retrieval focus on building powerful clip-based
video models that operate on video clips of a few seconds
at a time [12, 16, 18,25,43,44,54,55]. Despite encourag-
ing performance, these models typically process densely-
sampled frames with temporally-aware operations, making
them computationally heavy. This makes them impractical
for AR/VR devices with constrained resources, or for real-
time video applications that require low latency. How to
efficiently perform egocentric video understanding is there-
fore an important, yet unsolved problem.

Camera motion (IMU)
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Figure 1. Illustration of EgoDistill. Given a single video frame
and camera motion from IMU, EgoDistill learns to reconstruct the
more expensive dense video clip feature. With its lightweight in-
put, EgoDistill significantly improves efficiency.

To address this issue, we take inspiration from how an-
imals perceive the world with ego-motion. Neuroscience
research has found that during active movement, the animal
visual cortex receives and utilizes head motion signals from
the motor cortex for visual processing [27,52,53]. This indi-
cates that head motion signals support an embodied agent’s
efficient understanding of the egocentric visual stream. In-
spired by this phenomenon, we explore the relationship be-
tween human head motion and egocentric video for efficient
video understanding. In practice, we consider head motion
signals captured by the inertial measurement unit (IMU) of
a head-mounted camera. IMU measures motion from an ac-
celerometer and gyroscope and is widely available on pop-
ular wearable devices. Prior work leverages IMU as an ex-
tra modality for human action recognition [13,68,69], (e.g.,
jumping, walking, standing) or as geometric cues for visual-
inertial odometry [7,20,71].

In contrast, we propose to achieve efficient video under-
standing by drawing on IMU as a substitute for dense video
frame observations. The intuition is as follows. A video
clip contains two things: semantic content (appearance of
objects, places, people) and dynamics (how the scene and
the camera move). While densely sampled frames are
sure to capture both of the above—as done by current clip



models [16, 17, 54]—we hypothesize they are sometimes
overkill. For a short video clip, much of the semantic con-
tent is intelligible from even a single frame; meanwhile, the
head motion provides a good portion of the dynamics, im-
plicitly revealing how the visual appearance changes across
neighboring frames.

Building on this insight, we introduce EgoDistill, an ap-
proach that learns to reconstruct dense egocentric video
clip features using temporally sparse visual observations
(as few as one RGB frame) together with the head motion
from IMU. Specifically, EgoDistill employs a new form of
knowledge distillation from video models. During training,
we train a lightweight model that takes sparsely sampled
image(s) and IMU to approximate the video representation
extracted by a powerful but expensive video model. We fur-
ther improve the model with a novel self-supervised train-
ing stage for IMU feature learning. During inference, we
directly utilize the lightweight model for egocentric video
recognition, leading to much higher efficiency. Our model
is flexible to the target heavy video feature, as we demon-
strate with multiple current leading egocentric video mod-
els [16—18,54]. See Figure 1.

Importantly, EgoDistill offers a major efficiency gain:
processing low-dimensional IMU and a few frames is much
more efficient compared to processing a dense stack of
frames. In practice, EgoDistill uses 200x fewer GFLOPs
than the original video model.

We experiment on the largest available egocentric ac-
tion recognition datasets: Ego4D [26] and EPIC-Kitchens-
100 [11]. We show that IMU coupled with an image offers
better cross-modality knowledge distillation performance
than images alone or images with audio. For a typical 50-
minute egocentric video, EgoDistill reduces inference time
of the source video model from 25 minutes to 36 seconds.
Moreover, with only 1-4 frames, our lightweight distillation
model achieves a better accuracy-efficiency trade-off than
state-of-the-art models for adaptively sampling video con-
tent [50,65]. Notably, we surpass the accuracy of these fast
approaches by a large margin while requiring 4 x to 8 x less
computation.

2. Related Work

IMU for activity recognition. Recent work explores us-
ing the IMU sensor on mobile devices for human activ-
ity recognition of actions like walking, jumping, or sit-
ting [3,47,59-61]. Normally, these models take input from
IMU sensors mounted on human body joints [9, 42, 60],
waist-mounted [4 1] or in-pocket smartphones [33]. See [64]
for a survey. Abundant work in video recognition explores
ways to learn from RGB coupled with other modalities—
audio [1, 22, 38], optical flow [19, 57, 58] or both [32, 36,

]—but comparatively fewer use IMU [48], and unlike our
work, they focus on third-person video [ 13, 68, 69] and do

not target at model efficiency. Our idea is for IMU to help
reconstruct more expensive video features, rather than sim-
ply fuse IMU with RGB for multi-modal recognition.

IMU for odometry. Inertial odometry aims to estimate the
position and orientation of the camera-wearer with readings
from the IMU sensor. Traditionally, methods rely on IMU
double integration [4] or enhancements thereof [5, 35, 40].
Recent data-driven methods automatically learn to per-
form inertial odometry with supervised [30, 70] or self-
supervised learning [7], or combine IMU and visual in-
put for more robust estimates with visual-inertial odome-
try [20,71]. While IMU can convey geometric ego-motion
to our learned model, our goal is to produce efficient ego-
centric video features rather than to output odometry.

Visual feature learning with IMU. IMU is also used to
learn better vision features [14,15,34,63], e.g., to encourage
image features that are equivariant with ego-motion [34],
to predict an IMU-captured body part (leg, hand) [14, 15],
or to predict video-IMU correspondence [63], for applica-
tions like action recognition [15, 63] and scene understand-
ing [14,34]. While these results reinforce that IMU can
inject embodied motion into visual features, our idea to use
head motion to infer pretrained video features for speedy
video understanding is distinct.
Efficient video recognition. Being crucial for mobile ap-
plications, efficient video recognition has received increas-
ing attention in recent years. Several studies focus on de-
signing lightweight architectures [17, 30,37, 62,72] by re-
ducing 3D CNN operations across densely sampled frames.
Our idea is orthogonal to them as we focus on inputs with
sparsely-sampled frames. As we show in experiments, our
method is compatible with different video architectures.
Another line of research achieves efficiency by adap-
tively selecting video content to process. Some reduce
temporal redundancy by adaptively selecting which video
clip [39], frames [24, 49], and/or feature channel [50] to
process and which to skip, while others reduce spatial re-
dundancy, efficient recognition by dynamically selecting
selecting for each frame a smaller but important region to
process [06,67]. Other work dynamically selects tokens in
video transformers among both the spatial and temporal di-
mensions [65]. Our idea is complementary: rather than dy-
namically subsample the available video content, we show
how to infer “full” video features for every clip using static
image(s) and motion data. Our results outperform state-of-
the-art sampling models (cf. Sec. 4). In addition, we fo-
cus on egocentric video, where head motion is particularly
meaningful for inferring unobserved visual content. To our
knowledge, ours is the first technique specifically aimed at
accelerating egocentric video processing.
Multimodal distillation. Knowledge distillation aims to
transfer knowledge learned by an expensive model to a
lightweight model [31]. Recent work explores multimodal



distillation, e.g., transferring from a RGB model to a flow or
depth model [23,28], from a 3D model to a 2D model [45],
or from a visual model to audio model [2,21]. The Listen-
ToLook model [22] incorporates both clip subsampling and
video-to-audio distillation for fast activity recognition in
third-person video. In contrast, we explore the relationship
between the camera-wearer’s head motion and RGB sig-
nals for egocentric video. Our experiments show EgoDis-
till’s advantage over ListenToLook in terms of the speed-
accuracy tradeoff on egocentric video datasets.

3. Approach

We introduce EgoDistill, which uses sparsely-sampled
frames and head motion from IMU to approximate the fea-
tures of heavy video models for efficient egocentric video
understanding. We first introduce the egocentric action
recognition task (Sec. 3.1). Then, we introduce our pipeline
(Sec. 3.2), our distillation model and training objective
(Sec. 3.3), and our self-supervised IMU feature learning
(Sec. 3.4). Figure 2 overviews our approach.

3.1. Egocentric action recognition

Given a fixed-length video clip V € RT*H*Wx3 ¢opn.

sisting of 7' RGB frames of size H x W and a set of C action
classes, the task of action recognition is to output a score for
each action class, representing its likelihood. Typically, this
is done with a powerful but expensive video model (2, that
directly operates on all the available frames to output the C
class logits (V) € RC. Q is trained with standard classifi-
cation loss:

Lact =Y Lee(ci, a(QV)), @)

Vi

where V; is the i-th video clip in the dataset, ¢; is the
corresponding ground-truth action label, o is the softmax
function, and Lcg is cross-entropy loss. Popular video
recognition models use clips that are typically ~2 seconds
long [16, 18, 54]. For longer videos, scores are averaged
across all clips it contains to infer the video action label.

3.2. Efficient video inference with head motion

Processing the video clip V for action recognition is
computationally intensive; however, the computation cost
can be modulated depending on how frames from the clip
are used. On the one hand, clip-based models [16—18, 54]
process most (or all) frames in a video clip V to achieve
strong recognition performance, but come at a high com-
putational cost. On the other hand, frame-level mod-
els [24,49,51, 67] only process one (or a small number)
of frames from V and are more efficient, but suffer a drop
in performance as a result. Our goal is to train a frame-
based model that can approximate heavy clip-based model
performance while maintaining high efficiency.

For this, we turn to head motion captured by IMU. Along
with RGB frames, each video clip is paired with IMU mea-
surements M that record the camera (head) motion during
the video. Specifically, the IMU readings are composed of
6-dimensional accelerometer and gyroscope measurements
in the xyz axes, which encode strong temporal motion in-
formation about camera pose changes (both translation and
rotation) across frames.

For short video clips, a set of sparsely sampled frames 7
often already captures most appearance information. Com-
plementary to this, the IMU readings capture camera mo-
tion information (see below for discussion on scene mo-
tion). Moreover, IMU is very efficient to process due to its
low dimensionality. By processing inputs from these two
sources with a lightweight frame-based model, we can infer
the semantic and dynamic features of a heavier clip-based
video model.

Given Z and M, we train an efficient lightweight model
& to approximate the output of video model €2. Specifically,
we train our EgoDistill model ® that achieves

O(T, M) ~ Q(V). )

Such a lightweight model will be able to approximate the
result of the heavy video model, while being much more ef-
ficient. Our approach is agnostic to the specific video model
; in experiments, we demonstrate its versatility for Mo-
tionFormer [54], MViT [16], SlowFast [ 18] and X3D [17].

In practice, we uniformly sample N frames' from V to
obtain Z. We can achieve a trade-off between efficiency and
performance by changing the number of frames N. In our
experiments we use very low values of N (1 to 4 frames).
In the next section, we discuss how we train P.

3.3. Video feature distillation with IMU

We achieve the objective in Equation 2 via knowledge
distillation [31], where we transfer knowledge learned by
the expensive teacher model () to a lightweight student
model ®. Next we present the design of ® and the train-
ing objectives, followed by our self-supervised IMU feature
pretraining stage in Sec. 3.4.

We design @ to be a two-stream model. For a video clip
and associated IMU signal (Z, M), we extract image fea-
tures zz = fz(Z) and IMU features zyq = faq(M) using
lightweight feature encoders fz, fa respectively. Then,
we fuse z7 and z 4 with a fusion network II to obtain the
fused VisIMU feature z4 = II(zz,z¢). Finally, a fully-
connected layer uses the fused feature to predict class logits
®(Z, M) € RC.

The fused feature z4 contains semantic information from
the image frame coupled with complementary motion infor-

!Other frame sampling heuristics (e.g., selecting from the start or center
of the video) performed equivalently or worse than uniform sampling.
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Figure 2. EgoDistill architecture. Left: Self-supervised IMU feature learning. Given start and end frames of a clip, we train the IMU
encoder to anticipate visual changes. Right: Video feature distillation with IMU. Given image frame(s) and IMU, along with our pre-
trained IMU encoder, our method trains a lightweight model with knowledge distillation to reconstruct the features from a heavier video
model. When the input includes more than one image frame, the image encoder aggregates frame features temporally with a GRU.

mation from IMU, allowing us to accurately reconstruct the
video clip feature. See Figure 2.

We train & with a combination of three losses, as fol-
lows. First, we train ® to approximate the original video
feature zy, from the video model €2:

L= Z |zv, — Zg,

(z2v,;,26;)

L 3)

This cross-modal loss encourages the fused feature zy4 to
match the video feature, i.e., the combined features from
the different modalities should match in the feature space.

Training with £, alone does not fully capture the clas-
sification output of €. Therefore, we also train ® with a
knowledge distillation loss:

> Dr(e(QV)/7),0(B(Ti, M;) /7)),

Vi, Zi, M)
4)

where (V;,Z;, M) represents the i-th clip in the dataset,
Dk measures KL-divergence between the class logits from
the teacher model 2 and student model ®, and 7 is a tem-
perature parameter. Intuitively, Lxp casts the output of the
video teacher model as a soft target for training the student
model. In this way, the student model learns to better gen-
eralize by mimicking the output distribution of the heavy
video model.

Finally, to further encourage the features to preserve el-
ements useful for activity understanding, we also compute
an action classification loss:

Lxp =

Lor= Y Les(ci,o(B(Ti, M), (5)
(Zi,M5)

where ¢; is the ground-truth action label, following Equa-
tion 1. The final training loss is a combination of these three

loss functions:
L =algp+ (1 —a)lsr + BL1, (6)

where « controls the balance between knowledge distilla-
tion and activity training [31], and S controls the weight for
feature space matching.

Critically, processing a few image frame(s) and the low-
dimensional IMU readings is substantially faster than pro-
cessing the entire video. Once trained, our model can ap-
proximate the behavior of the source video model for recog-
nition tasks, with the key benefit of efficient egocentric
video recognition.

What kind of motion does our model preserve? Video
motion decomposes into scene motion (e.g., how the objects
and the camera wearer’s hands are moving on their own),
and camera motion (i.e., how the camera wearer is moving
their head). By itself, IMU would directly account only for
camera motion, not scene motion. However, by learning to
map from the RGB frame and IMU to the full video fea-
ture, we are able to encode predictable scene motions tied
to scene content, e.g., how does hand and object movement
in subsequent frames relate to the camera wearer’s head mo-
tion (see Figure 7). Moreover, our model is applied to rel-
atively short clips (1-2 seconds) in sequence, which means
the appearance content is regularly refreshed as we slide
down to process the longer video.

3.4. Self-supervised IMU feature learning

The success of EgoDistill depends on how well the IMU
feature encoder fn extracts useful camera motion informa-
tion and associates it with the visual appearance change in
the video clip. In this way EgoDistill can learn to antic-
ipate unseen visual changes in the video with Z and M.
We design a self-supervised pretraining task to initialize the
weights of f4 to achieve this.



Specifically, for each clip V, we obtain its first and last
frames (Z°,Z7) as well as the IMU M. We first extract
visual features z%,z2 and IMU feature z,, with feature
extractors fr and fas mentioned above. Then, we train
a feature predictor h to predict the IMU feature z,q =
h(z%,zYL). By connecting 2 4—which is a function of im-
age features only—with z,, we encourage fuq to extract
useful camera motion features specifically associated with
the visual appearance changes. Note that those appearance
changes may include scene motion. Therefore, we include
an £ loss to train f, which encourages f a4 to extract mo-

tion features accounting for scene motion in the full video.

In sum, we train fa4, h, and the fusion network II using
L1 and NCE loss [29]: Lpretrain = Lnce + £1, where

ﬁNCE = Z - 10g

i

Sim(iM“ZMi)
Zj Sim(iM“ZMj).

(7

We sample negative examples z,,; from other instances
in the same mini-batch for j # 4, and sim(q,k) =
exp(%%) with temperature 7/ = 0.1°.

To summarize, prior to the main training stage of Equa-
tion 6, we pretrain the IMU feature extractor f and fu-
sion network II. As we will show below, both pretraining
losses result in IMU features that are consistent with visual

changes and lead to better finetuning performance.

4. Experiments

We evaluate our approach for resource-efficient action
recognition.

4.1. Experimental setup

Datasets. We experiment on two large-scale egocen-
tric action recognition datasets. Egod4D [26] contains
3,670 hours of egocentric videos of people performing di-
verse tasks (from cooking to farming) across the globe.
As action recognition is not part of the original Ego4D
benchmark, we construct this task with annotations from
the Hands+Objects temporal localization benchmark [26]
(see Supp. for details). We include clips with paired
IMU and audio’, and consider classes with at least 2 la-
beled instances. This results in a 94-class action recog-
nition dataset with 8.5k training videos and 3.6k evalua-
tion videos. EPIC-Kitchens [ 1] contains 100 hours of
egocentric videos capturing daily activities in kitchen en-
vironments. We use annotations from the action recogni-
tion benchmark. Similar to Ego4D, we select videos that
have paired IMU and audio data, and split the resulting data
by camera-wearer. This results in a 62-class action dataset

2We keep the ImageNet-pretrained fz model frozen, as finetuning it
leads to mode collapse.
3We require audio to compare with the audio-based baseline [22].

with 29k training videos and 6.2k evaluation videos. For
both datasets, we use “verb” labels as the target for action
recognition as they are well aligned to activity motions.

Evaluation metrics. To measure action recognition per-
formance, we report the per-video top-1 accuracy on the
validation set. We densely sample clips from each video
and average their predictions to compute accuracy. To
benchmark efficiency, we measure computational cost with
FLOPs (floating-point operations) during inference.

Implementation details. In our main experiments, we
use MotionFormer [54] as the video teacher model 2 due
to its strong performance for egocentric video. For EPIC-
Kitchens, we use the authors’ provided checkpoint. For
Ego4D, we finetune the above model for 50 epochs with
le~* learning rate and 64 batch size on the training set.
We use 16-frame input with sample rate 4. For the stu-
dent model ®, we use a ResNet-18 as the image backbone
fz and a 1D Dilated CNN [6] for the IMU backbone fa.
The feature fusion module IT uses a concatenation operation
following a two-layer fully-connected layer with hidden di-
mension 1024. For each video clip, the input image(s) is
resized to 224 x 224, and the IMU is a 422 x 6 matrix
(around 2 seconds with 198Hz frequency), representing the
accelerometer and gyroscope readings along the zyz axes.
For the image input, we uniformly sample /N frames from
the video clip. If N > 1, we use fr to sequentially gen-
erate features for each frame and aggregate them with a
GRU module [10]. For both datasets, we first pretrain the
model with the self-supervised objective (Section 3.4) for
50 epochs with AdamW [46] using batch size 64 and learn-
ing rate le~*. Then, we finetune all the models with the
same setting (Equation 6). We set « = 0.95 and § = 1.0
based on validation data. For Ego4D, we set 7 = 10.0 and
train the model for 150 epochs. For EPIC-Kitchens, we set
7 = 1.0 and train for 50 epochs.

4.2. Baselines
We compare to the following methods:

e AdaFuse [50] trains a lightweight policy network to
adaptively compute (or skip) feature map channels for
each frame during inference. We use the AdaFuseggg

model with the provided hyper-parameters.

e STTS [65] trains a module to rank spatio-temporal
tokens derived from videos in a transformer-based
model, and selects only the top-K tokens to speed up
inference.

¢ ListenToLook [22]: uses the audio-based feature dis-
tillation module from [22] following the same audio
processing and model architecture.

These methods represent recent advances in efficient
video recognition models. AdaFuse represents state-of-the-
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v 34.15 35.04

v v v v 35.51 39.33

v v v v 37.71 42.20
v v v v 37.46 43.17
v v v 36.99 41.21
v v v v 37.26 42.30
v v v v 37.49 43.51
v v v v v 37.95 44.95

Table 1. Ablation study of model components. We compare the
accuracy of EgoDistill with different components under N = 1.

art approaches that achieve efficiency by reducing tempo-
ral redundancy in CNN models. STTS is one of the most
recent approaches that efficiently reduces both spatial and
temporal redundancy in ViT models, which achieves the
state-of-the-art on Kinectics-400 [8]. ListenToLook also re-
lies on distillation, but using audio rather than head motion.
For each model we generate multiple versions with differ-
ent computation budgets to plot accuracy vs. GFLOPs. We
train all AdaFuse and STTS models with 4 input frames to
align with the maximum frames used by our model. ~ For
AdaFuse, we use the only provided hyper-parameter in the
paper.* For STTS, we use three provided variants: Tg_ 5-
S5 7» T) s-Sg. o and the full model without token selection.
For ListenToLook we adopt the same efficiency-accuracy
trade-off as our method, i.e., varying the number of input
frames.
In addition, we test variants of our method:

¢ VisOnly-Distill is our model without the IMU branch
and fusion layer but trained with the same loss func-
tion. Performance of this model reveals the role of
IMU in the process of distillation.

¢ VisIMU is our model trained with only Lgr in Equa-

4Modifying hyper-parameters to control the accuracy-efficiency trade-
off results in unstable training and unreliable performance.

Source Model Ego4D EPIC-Kitchens

Video EgoDistill VisOnly-D Video EgoDistill VisOnly-D
MFormer [54] 46.38 37.95 34.32 77.28 4495 37.20
MVIT [16] 40.32 36.46 33.40 53.38  36.90 31.22
SlowFast [18]  40.52 33.29 33.04 5834 3942 33.47
X3D [17] 37.56 33.57 32.90 5228  36.34 31.71

Table 2. Versatility to model architectures. EgoDistill outper-
forms the baseline for multiple common architectures, showing
the generality of our idea. “Video” refers to the more expensive
source model. We show the model accuracy under N = 1.

tion 5. It shows the effectiveness of distillation from
the video model compared with directly training the
features with action labels.

* VisOnly is an image-only model trained with Lgr,
which serves as the baseline.

4.3. Main Results

Importance of IMU-guided distillation. Figure 3
shows the accuracy vs. efficiency curves. Methods towards
the top-left of the plot represent those with both high ac-
curacy and efficiency. Our method achieves good accu-
racy with low computational cost. Specifically, on EPIC-
Kitchens, when N = 1, EgoDistill improves over VisOnly-
Distill by 8.4% with only a small increase in computa-
tion. This result shows the effectiveness of IMU for recon-
structing egocentric video features. Compared to VisIMU,
EgoDistill improves by 9.9%, showing the effectiveness of
knowledge distillation from the video model. Importantly,
this reveals that EgoDistill does not simply benefit from the
extra IMU context; our idea to approximate video features is
necessary for best results. We see similar results on Ego4D.

Comparison with the state of the art. Figure 3 also
shows that EgoDistill achieves better accuracy with less
computation than existing efficient video recognition mod-
els AdaFuse [50], STTS [65], and ListenToLook [22].
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Figure 4. Per-class accuracy improvement over VisOnly-Distill.
Best and worst performing classes are shown.

GFLOPs Runtime (ms) Parameters (M)
Video [54] 369.51 10.70 108.91
AdaFuse [50] 15.20 2.04 38.85
STTS [65] 7.19 1.63 36.63
ListenToLook [22] 3.10 0.43 25.53
EgoDistill 191 0.25 20.56

Table 3. Efficiency analysis. Our approach is the most efficient.
“Video” refers to the original (full-clip) feature. Lower is better.

With N = 4 frames, EgoDistill surpasses STTS by 7.4%
and AdaFuse by 4.2% on EPIC-Kitchens, with 2x fewer
GFLOPs, and surpasses both methods by 2.1% on Ego4D.
In addition, EgoDistill surpasses ListenToLook by 7.4%
and 2.9% on EPIC-Kitchens and Ego4D respectively, which
suggests that head motion is more informative than audio
for feature reconstruction in egocentric video.

4.4. Analysis

Model component ablations. Table | ablates different
design choices in our model, setting N = 1 for all exper-
iments. We observe that training EgoDistill without £,
Lxp or Lgr deteriorates performance. Specifically, training
without Lkp leads to the largest performance drop, which
indicates that knowledge distillation is an essential compo-
nent in our approach. Training without £ also leads to a
significant performance drop, which shows the importance
of our idea to align features from the different modalities.
Further, our self-supervised pretraining stage is very effec-
tive at training the IMU extractor to encode useful motion
information that is consistent with visual feature change.
Finally, we compare with a model that simply does multi-
modal recognition with IMU (top row). The strong contrast
here indicates the importance of our idea to use IMU to pre-
dict video model features, as opposed to simply adding IMU
as an additional input modality.

Impact of teacher video model architecture. In our
main experiments we use MotionFormer [54] as the teacher
video model due to its strong performance on egocentric
video tasks. To emphasize the generality of our idea,
we show the performance of EgoDistill with other video
teacher architectures in Table 2. Similar to the Motion-
Former model, we train these models on each of the labeled

Figure 5. Best (top) and worst (bottom) reconstructed videos.

datasets, and then train our model using the resulting video
models as the teacher. As expected, better video teacher
models lead to better student model performance. More im-
portantly, we observe consistent improvement by EgoDis-
till over the VisOnly-Distill baseline on both datasets and
with different video teacher models, highlighting our idea’s
generality and versatility.

Where does our model work best/worst? In Figure 3
we saw that using IMU leads to an overall performance
improvement on action recognition, indicating better video
feature prediction capability. Next, we explore what kinds
of clips are better reconstructed using EgoDistill. Figure 4
shows the improvement of EgoDistill over the VisOnly-
Distill model on Ego4D and EPIC-Kitchens split by action
class. We observe that IMU is more useful for actions with
predictable head motion (e.g., break, cut, close), and is less
helpful for actions where head motion may be small or un-
related (e.g., empty, fill, press).

Figure 5 shows clip examples whose video features are
best and worst reconstructed. We observe that the best re-
constructed clips (top) contain moderate head motion that
is predictive of scene motion and action semantics. For ex-
ample, the camera wearer’s head moves slightly backwards
while opening the cabinet. On the other hand, more poorly
reconstructed clips tend to contain little head motion (third
row)—in which case IMU is redundant to the RGB frame—
or drastic head motion that is weakly correlated with the
camera wearer’s activity and introduces blur to the frame
(last row).

Efficiency analysis. To compare the efficiency of dif-
ferent models, aside from GFLOPs, we also compare their
inference run-time and number of parameters. For run-time,
we record the time spent to infer a single video clip’s label
with a single A40 GPU, and take the average time over the
full validation datasets of Ego4D and EPIC-Kitchens with
batch-size of 32. Table 3 shows the results. EgoDistill runs
much faster than the other methods. Notably, it reduces the
GFLOPs of MotionFormer by nearly 200x. Furthermore,
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Figure 7. Anticipating scene motion with EgoDistill. For each clip, we show the head motion and video frames. Note, only the center
frame (red border) is observed by the model. Action classification scores are shown on the right. EgoDistill can successfully anticipate
scene motion and disambiguate the action semantics in the input frame. For example, in the top center frame, the image alone cannot reveal
if the door is being opened or closed, whereas our feature, learned with head motion, recovers correlations with the scene motion (i.e., hand

motion and door motion) to disambiguate “close” from “open”. A similar effect for “put” vs. “take” is seen in the second example.

it runs 6.5 faster than STTS [65] while achieving 4.4%
higher accuracy on EPIC-Kitchens.

4.5. Qualitative Results

What do EgoDistill features capture? To explore this,
we pair a single input frame with different IMU clips as in-
puts to EgoDistill, then retrieve the nearest video clip for
each resulting anticipated video feature. Figure 6 illustrates
this. We see that EgoDistill outputs video features that all
involve interaction with the cabinet (right panel), and is able
to use different IMU inputs to retrieve different video clips
that show consistent camera motion. In contrast, VisOnly-
Distill only retains the semantic context to retrieve a single
clip. These results indicate that EgoDistill is able to approx-
imate video features that capture both semantic and motion
information. See Supp. for more (and animated) results.

Is there evidence EgoDistill captures scene motion?
Figure 7 shows how our features learned with head motion
can nonetheless expose certain scene motion cues. EgoDis-

till improves the accuracy over VisOnly-Distill on ambigu-
ous categories (like close and put) by a large margin (20.3%
and 10.4% on EPIC-Kitchens, 8.5% and 3.9% on Ego4D).
See caption for details.

5. Conclusion

We present EgoDistill, the first model to explore ego-
centric video feature approximation for fast recognition.
Experiments on action recognition on Ego4D and EPIC-
Kitchens demonstrate that our model achieves a good bal-
ance between accuracy and efficiency, outperforming state-
of-the-art efficient video understanding methods. Our ap-
proach has great potential to accelerate video understand-
ing for egocentric videos using a data stream that is already
ubiquitous in egocentric cameras. In the future, we plan to
investigate how to use head motion for long-term human
activity understanding with room context and visual corre-
spondence learning for multi-view videos.
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The supplementary materials of this work consist of:

A. Supplementary video.
B. Dataset details.
C. Implementation details.

D. Additional analysis of our model.

A. Supplementary Video

In our supplementary video, we have a brief introduction
of our work. More importantly, we show animated videos
of Best and Worse reconstructed clips (Figure 5), Retriev-
ing video clips with EgoDistill (Figure 6), and Anticipating
scene motion with EgoDistill (Figure 7).

Animated version of these figures better show head mo-
tion and video dynamics. We recommend viewing the sup-
plementary video for better understanding of our method
and results.

B. Dataset Details.

We use two datasets in our experiments: Ego4D [26] and
EPIC-Kitchens-100 [11]. In this section we describe more
details about how we create our training and evaluation data.

1. EgodD [26] contains 3,670 hours of egocentric videos
of people performing diverse tasks (from cooking to
farming) across the globe. As action recognition is not
part of the original Ego4D benchmark, we construct
this task with annotations from the Hands+Objects
temporal localization benchmark [26]. Specifically,
for each hand-objects interaction temporal annotation,
we take the video clip between the pre-frame and post-
frame of the annotation as input, and use the annotated
verb for this interaction as label.

We include clips with paired IMU and audio, and con-
sider classes with at least 2 labeled instances, resulting
in 94 action categories with 12.1k videos in total. In
average, each clip has 2.2 second duration. Then, we
randomly split data from each category into training
and evaluation sets with 70%:30% ratio. Finally, we
obtain a 94-class action recognition dataset with 8.5k
training videos and 3.6k evaluation videos.

2. EPIC-Kitchens [11] contains 100 hours of egocen-
tric videos capturing daily activities in kitchen environ-
ments. We use annotations from the action recognition
benchmark in our experiment.

We select videos that have paired IMU and audio data,
and split the resulting data by camera-wearer, ensuring
non-overlapping splits following the original bench-
mark setting. Specifically, we take videos captured by

camera-wearer id starting with P30, P35, P37 as evalu-
ation videos and use all the remaining videos as train-
ing videos. This results in a 62-class action dataset
with 29k training videos and 6.2k evaluation videos.

C. Implementation Details.

IMU input processing. For each input clip, IMU in-
put is a 422 x 6 matrix (around 2 seconds with 198Hz
frequency), representing the accelerometer and gyroscope
readings along the xyz axes. We observe that the raw IMU
input has significant drifting and bias issues. This induces
inconsistent correspondence between camera motion and
IMU reading across different clips and videos. Therefore,
for IMU reading of each clip, on each dimension we sep-
arately subtract raw readings by the mean values on the
corresponding dimension. This operation normalizes IMU
readings in each dimension to have zero average value. In
this way, our model can only focus on the temporal motion
patterns in each clip.

Audio input processing. For ListenToLook [22], we
process the audio input in the same way mentioned in the
paper. Specifically, we subsample the audio at 16kHZ, and
compute STFT using Hann window size of 400 and hop
length of 160. Please refer to [22] for more details.

Model architecture. For the image backbone, we use
the ImageNet-pretrained ResNet-18 model. For the IMU
backbone, we use a 5-layer 1D Dilated CNN, as found ef-
fective for IMU data processing [6]. We use the same net-
work setting (kernel dimension, dilation gap and channel
dimension) as in prior work [6]. The feature fusion model
consists of a concatenation operation following two fully-
connected layers with hidden dimension of 1024. Each
layer except for the output layer is followed by a ReLU ac-
tivation. The output dimension is the same as the teacher
video model’s feature dimension (768 in the case of Mo-
tionFormer). When N > 1, we use a one-layer GRU mod-
ule to aggregate extracted features for each frame. We use
a single-directioal GRU with hidden dimension of 512.

Model training. We train our models in two stages.
In the self-supervised IMU feature learning stage, we train
random initialized IMU encoder fx, IMU predictor ~ and
the fusion network IT with Lncg. Here the image encoder
fz is a fixed ImageNet pretrained model. On both datasets,
we train the model for 50 epochs with AdamW and batch
size 64. The initial training rate is 1le~%. We decay the
training rate by 0.1 at epoch 30 and epoch 40. In the sec-
ond video feature distillation stage, we initialize the model
with parameters obtained in the last stage and finetune. On
both datasets, we use AdamW with batch size 64 and ini-
tial learning rate le~*. On Ego4D, we train for 150 epochs.
We decay the training rate by 0.1 at epoch 90 and epoch
120. On EPIC-Kitchens, we train for 50 epochs. We decay
the training rate by 0.1 at epoch 30 and epoch 40.



Ego4D EPIC-Kitchens

uniform 38.46 52.43
random 36.85 48.48
first 38.68 46.40
last 35.46 41.72
center 37.04 44.85

Table 4. Effect of frame selection. We compare the accuracy of
using different frame selection heuristics for EgoDistill when N =
4. We observe that Uniform on average achieves better results.

D. Analysis.

Effect of frame selection. In Section 3.2, we men-
tioned that we use uniform sampling to obtain the [V frames
from each video clip. In this section, we compare the per-
formance of our work under uniform sampling with other
heuristics. Specifically, we compare with random sampling,
the first N frames, the last N frames and the center [N
frames. We show the results in Table 4 under N = 4. These
results indicate that uniform sampling leads to the best per-
formance on average. Intuitively, uniform sampling on av-
erage leads to a broader coverage of both semantic contexts
as well as scene motion.

Why we set N to be small. In our experiments, we set
N to be 1 to 4. Using larger N (e.g., 8 or 16) with densely
sampled frames could lead to better results of all the meth-
ods with more computational cost. Efficient video under-
standing methods could benefit more as they have better
temporal aggregation mechanisms given densely-sampled
frames. However, the core purpose of our model is to
deal with cases where we only use a few number of sam-
ples. Therefore, our model is not comparable to video clip
models under dense-frame setting. Furthermore, setting /N
to be a small number is very important in many applica-
tions. As loading more image frames takes additional time
and memory, applications with streaming videos or low-
resource AR/VR devices will benefit from loading only a
few frames.
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