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S p e ctr al cl ust eri n g i n t h e G a ussi a n mi xt ur e bl o c k m o d el

S h u a n g pi n g Li ∗ Ts elil S c hr a m m †

A b st r a ct

G a ussi a n mi xt ur e bl o c k m o d els ar e distri b uti o ns o v er gr a p h s t h at stri v e t o m o d el m o d er n n et w or k s:
t o g e n er at e a gr a p h fr o m s u c h a m o d el, w e ass o ci at e e a c h v ert e x �푖 wit h a l at e nt “f e at ur e” v e ct or �푢 �푖 ∈ ℝ �푑

s a m pl e d fr o m a mi xt ur e of G a ussi a ns, a n d w e a d d e d g e (�푖, �푗 ) if a n d o nl y if t h e f e at ur e v e ct ors ar e s uf-
fi ci e ntl y si mil ar, i n t h at ⟨ �푢�푖, �푢�푗 ⟩ �휏 f or a pr e-s p e ci fi e d t hr es h ol d �휏 . T h e di ff er e nt c o m p o n e nts of t h e
G a ussi a n mi xt ur e r e pr es e nt t h e f a ct t h at t h er e m a y b e di ff er e nt t y p es of n o d es wit h di ff er e nt distri b u-
ti o ns o v er f e at ur es —f or e x a m pl e, i n a s o ci al n et w or k e a c h c o m p o n e nt r e pr es e nts t h e di ff er e nt attri b ut es
of a disti n ct c o m m u nit y. N at ur al al g orit h mi c t as k s ass o ci at e d wit h t h es e n et w or k s ar e e m b e d di n g (r e-
c o v eri n g t h e l at e nt f e at ur e v e ct ors) a n d cl ust eri n g ( gr o u pi n g n o d es b y t h eir mi xt ur e c o m p o n e nt).

I n t his p a p er w e i niti at e t h e st u d y of cl ust eri n g a n d e m b e d di n g gr a p h s s a m pl e d fr o m hi g h- di m e nsi o n al
G a ussi a n mi xt ur e bl o c k m o d els, w h er e t h e di m e nsi o n of t h e l at e nt f e at ur e v e ct ors �푑 → ∞ as t h e si z e
of t h e n et w or k �푛 → ∞ . T his hi g h- di m e nsi o n al s etti n g is m o st a p pr o pri at e i n t h e c o nt e xt of m o d er n
n et w or k s, i n w hi c h w e t hi n k of t h e l at e nt f e at ur e s p a c e as b ei n g hi g h- di m e nsi o n al. We a n al y z e t h e
p erf or m a n c e of c a n o ni c al s p e ctr al cl ust eri n g a n d e m b e d di n g al g orit h m s f or s u c h gr a p h s i n t h e c as e
of 2- c o m p o n e nt s p h eri c al G a ussi a n mi xt ur es, a n d b e gi n t o s k et c h o ut t h e i nf or m ati o n- c o m p ut ati o n
l a n ds c a p e f or cl ust eri n g a n d e m b e d di n g i n t h es e m o d els.
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1 Introduction

For algorithmic problems arising in data science, it is useful to study “model organisms:” families of syn-

thetic datasets which aspire to faithfully represent the input data, while being simple enough to admit

provable guarantees for the algorithms in question.

Consider, for example, the task of clustering in social networks: we observe an unlabeled graph in

which each node belongs to one of several communities, and we would like to partition the graph into

communities. This problem is hard to study in the traditional worst-case analysis framework for several

reasons. Firstly, many of the objectives associated with finding community structure (e.g. sparsest cut,

correlation clustering) are computationally intractable [MS90, BBC04] (even to approximate [CKK+06]) in

the worst case. Secondly, it is not even clear that sparsest cut and other proxy clustering objectives faith-

fully capture community structure in real-life networks; in fact, they are sometimes poorly correlated with

network structure even in non-adversarial synthetic models (see Section 3.1 of [Abb17]). Model organisms

(such as the stochastic block model) allow researchers to “theoretically benchmark” the performance of

their clustering algorithms. Even if the algorithm has no provable guarantees for worst-case inputs, at

least we can rest assured that it works well in a simple generative data model.

Perhaps the most popular model for this task is the Stochastic Block Model (SBM) [HLL83], a general-

ization of an Erdős-Rényi graph in which each node belongs to an unknown community, and each edge

is present independently with probability �푝 between nodes in the same community and probability �푞 be-
tween nodes in different communities (see [Abb17] for a definition of the model in its full generality).

When �푝 > �푞, this model reflects the empirical observation that social networks tend to have denser con-

nections within communities. The SBM has been a successful model organism in that it has allowed for a

nuanced study of spectral methods, motif (small subgraph) counting, and other algorithms for community

detection (e.g. [MNS15, Mas14, BMR21, DdNS22]), and a rich mathematical theory has developed to de-

scribe its behavior (e.g. [MPW16, MNS16, AS15], see also the survey [Abb17]). However, this simple model

leaves much to be desired because it fails to capture much of the structure of real-life social networks (see

e.g. the discussion in [GMPS18]).

We study the following Gaussian mixture block model (GMBM) as a model organism for community

recovery. The model is meant to reflect the conception of networks wherein each node is associated with

a latent feature vector which describes its characteristics, and pairs of nodes with similar feature vectors

are more likely to be connected. To generate a sample from the spherical 2-community Gaussian mixture

block model, �퐺 ∼ �푮�푛,�푑(�푝, �휇) with �푛, �푑 ∈ ℤ+, �휇 ∈ ℝ+, �푝 ∈ [0, 1], (1) independently sample �푛 latent vectors

from a mixture of Gaussians in ℝ�푑 ,
�푢1, … , �푢�푛 ∼ 1

2
 (−�휇 ⋅ �푒1, 1�푑 �퐼�푑) + 1

2
 (�휇 ⋅ �푒1, 1�푑 �퐼�푑),

then (2) for each �푖 ≠ �푗 ∈ [�푛], add edge (�푖, �푗) to �퐺 if and only if the corresponding vectors are �휏-correlated,⟨�푢�푖, �푢�푗 ⟩ > �휏, where �휏 is chosen in advance as a function of �푛, �푑, �휇, and �푝 so that the edge probability�퐏�퐫[(�푖, �푗) ∈ �퐸(�퐺)] is �푝. Note that we ultimately observe only �퐺 and not the latent embedding �푢1, … , �푢�푛.
Each Gaussian component of the mixture represents the characteristics of a community as a distri-

bution over feature space, and the distance between the means, 2�휇, is a measure of the communities’

separation. The edge criterion ⟨�푢�푖, �푢�푗 ⟩ > �휏 reflects the intuition that nodes with similar feature vectors

are more likely to be connected; the larger we set �휏, the more stringent the connection criterion is, and

therefore the sparser the resulting network becomes.

Variants of this model have been studied in the past, albeit with minor variations (for example, �푢�푖
sampled from the uniform distribution over the sphere rather than a Gaussian mixture) [GMPS18, EMP22].

But to date, the focus has been on the (more mathematically tractable) low-dimensional regime, where �푑
remains fixed as �푛 → ∞.
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In thiswork, wewill study the performance of spectral algorithms in theGMBM in the high-dimensional

regime, where �푑 → ∞ as �푛 → ∞. This high-dimensional setting is more compatible with our conception

of modern networks, in which we think of the feature space as being large, on a scale comparable to the

networks’ size. We will show that so long as �푝 is chosen to ensure that the network is not too sparse

and so long as the dimension of the feature space �푑 is not too large relative to the number of nodes �푛, the
canonical spectral embedding algorithm provides a good estimate of the latent embedding �푢1, … , �푢�푛 (up to
rotation). Further, if the separation between the communities �휇 is large enough, the spectral embedding

allows us to test for the presence of and/or recover the communities.

Spectral embedding methods are used widely throughout network science, and our analysis is the

first that provides provable guarantees for their performance in the relatively realistic high-dimensional

Gaussian mixture block model. However, our work is merely an initial step; we will formulate several

open questions for future research, both towards the goal of increasing the realism of the model, and

better understanding the information-computation landscape of this simplest model.

1.1 Our results

We begin by defining our model and formulating our algorithmic objectives.

Definition 1.1 (Gaussian mixture block model). For �푛, �푑 ∈ ℤ+ and �휇 > 0, �푝 ∈ [0, 1], the �푛-vertex, �푑-
dimensional, �휇-separated, 2-community Gaussian mixture block model with edge probability �푝 is the distri-

bution over �푛-vertex graphs �퐺 ∼ �푮�푛,�푑(�푝, �휇) defined by the following sampling procedure:

1. Independently sample �푛 �푑-dimensional vectors �푢1, … , �푢�푛 ∼ 1
2 (−�휇 ⋅ �푒1,

1�푑 �퐼�푑) + 1
2 (�휇 ⋅ �푒1,

1�푑 �퐼�푑).
2. Let �푉 (�퐺) = [�푛] and add (�푖, �푗) to �퐸(�퐺) if and only if ⟨�푢�푖, �푢�푗 ⟩ > �휏,

where �휏 = �휏(�푛, �푑, �휇, �푝) is a threshold chosen in advance so that �퐏�퐫[⟨�푢�푖, �푢�푗 ⟩ > �휏] = �푝.
We say that vertex �푖 ∈ [�푛] comes from community +1 if �푢�푖 comes from the component in the mixture

with mean �휇 ⋅ �푒�푖; otherwise we say that vertex �푖 comes from community −1.

Remark 1.2. Because of the rotational invariance of (0, 1�푑 �퐼�푑), the distribution over graphs produced by

the mixture with means ±�휇 ⋅ �푒1 is equivalent to that produced by the means ±�휃 for any �휃 ∈ ℝ�푑 with ‖�휃‖ = �휇.
We suspect that our techniques will generalize in a straightforwardmanner to the case in which the points

are sampled from a mixture with any pair of means 1
2 (�휃1,

1�푑 �퐼�푑) + 1
2 (�휃2,

1�푑 �퐼�푑), or to the case when edges

are based on the distance criterion ‖�푢�푖 − �푢�푗 ‖ < �휎 (so that �휃1 = −�휃2 is equivalent to the general case) rather
than correlation criterion. We opted to analyze only this special case in order to keep the proofs simpler.

Problem 1.3. There are three algorithmic problems we associate with the GMBM:

1. Latent vector recovery: Given �퐺 ∼ �푮�푛,�푑(�푝, �휇), can we estimate the latent vectors �푢1, … , �푢�푛 up to

rotation?

2. Hypothesis testing: Can we tell if the data that generated �퐺 comes from two distinct clusters?

Formally, we would like to hypothesis test between the “one community” null hypothesis that

�퐺 ∼ �푮�푛,�푑(�푝, 0) (so that �휇 = 0 and the two components of the mixture are merged) and the “two

community” alternative hypothesis �퐺 ∼ �푮�푛,�푑(�푝, �휇) with �휇 > 0.

3. Clustering: When �휇 > 0, can we partition the vertices �푉 (�퐺) into sets �푆, �푉 ⧵�푆 so that for all (or most)

�푖 ∈ �푆, �푖 comes from community +1 and for all (or most) �푗 ∈ �푉 ⧵ �푆, �푗 is in community −1?

Spectral algorithm. Spectral methods are broadly employed for clustering and embedding tasks in net-

work science. Though many variations on the basic concept exist, in this work we are mostly concerned

with providing rigorous guarantees for this model organism, and we analyze a very canonical and “vanilla”

spectral algorithm. Roughly, the algorithm is as follows: given input graph �퐺 on �푛 vertices,

2



(a) Assemble the �푛 × �푛 adjacency matrix �퐴 with �퐴�푖,�푗 = 1[(�푖, �푗) ∈ �퐸(�퐺)], then
(b) Compute the top �푑 + 1 eigenvalues and unit eigenvectors {(�휂�푖, �푤�푖)}�푑�푖=0 of �퐴, where �휂0 > ⋯ > �휂�푛−1.

If �푑 is unknown, in step (b) we simply look for a spectral gap: we find the smallest �푖 > 0 so that �휂�푖 − �휂�푖+1
is sufficiently large, and we let �푖 = �푑. We then use this spectral information to solve vector recovery,

hypothesis testing, or clustering, employing a slightly different final step in each case:

• For the task of recovery, we define the vectors �̂푢1, … , �̂푢�푛 with �̂푢�푗 (�푖) ∝ �푤�푖(�푗), and let �̂푢�푗 be our estimate

for �푢�푗 (up to rotation).1

• For the task of hypothesis testing, we check if �휂1 > �휃 for a threshold �휃 ∈ ℝ chosen as a function of

�푛, �푑, �휇, �휏 (larger �휂1 corresponds to the case when �휇 > 0).

• Finally, for the task of clustering, we embed the points on the line according to the vector �푤1 and

we let community membership be defined by a threshold cut along the line.

For each task, we are able to prove that the above algorithm works, provided the number of vertices �푛 is

large enough as a function of the dimension �푑, �푝 is large enough so that the graph is not too sparse, and the

separation �휇 between the cluster centers is not too small (except for some gaps of logarithmic width). In

what follows, we use
log
≪ to denote≪with a polylog factor. The following diagram summarizes our results;

we give the theorem statements below.

0
�휇

1�푑 141�푑 121

(�푛�푝�푑) 14 ∨ 1�푑 341

(�푛�푑) 14
embedding
testing
clustering

Figure 1: Diagram illustrating the range of �휇 for which we show that the spectral algorithm completes

each task successfully (up to logarithmic factors), all under the condition that 1
log
≪ �푑

log
≪ �푝�푛. The solid lines

correspond to our theorems. The dashed teal line indicates that beyond �푑−1/4, each community corresponds

to a distinct connected component in the graph and thus spectral clustering trivially succeeds. Similarly,

the dashed violet line indicates that beyond �푑−1/4, the community labels suffice to recover an approximate

embedding. The gray �푥’s mark a range in which clustering/testing is impossible even when the latent

embedding is known (lower bounds for clustering in [Nda22], for testing in Appendix A).

Theorem 1.4 (Latent vector recovery/embedding). Suppose that �푛, �푑 ∈ ℤ+ and �휇 ∈ ℝ+, and �푝 ∈ [0, 1/2− �휀]
for any constant �휀 > 0, satisfy the conditions log16 �푛 ≪ �푑 < �푛, �휇2 6 1/(

√
�푑 log �푛), and �푝�푛 ≫ 1. Then given

�퐺 ∼ �푮�푛,�푑(�푝, �휇) generated by latent vectors �푢1, … , �푢�푛 ∈ ℝ�푑 , the spectral algorithm described above produces

vectors �̂푢1, … , �̂푢�푛 which satisfy

�퐄�푖,�푗∼[�푛] |⟨�̂푢�푖, �̂푢�푗⟩ − ⟨�푢�푖, �푢�푗 ⟩| ≪ max{√ log 1/�푝�푑 , �휇2 ⋅
√ �푑

log 1�푝 ,
√ �푑�푛�푝 log 1�푝

} log9 �푛 �퐄�푖,�푗∼[�푛] |⟨�푢�푖, �푢�푗 ⟩|,
with high probability as �푛 goes to infinity.

As long as 1 log
≪ �푑

log
≪ �푝�푛 and �휇

log
≪ �푑−1/4, the relative error in Theorem 1.4 is �표(1) and the �̂푢�푖 recover the�푢�푖 approximately, up to rotation. See also Theorem 4.21 which states an approximation result in terms of

the spectral distance between the matrices whose columns are given by �̂푢�푖 and �푢�푖 respectively.
1Note vector entries �푢�푗 (⋅) and �푤�푖(⋅) are indexed starting at 1, whereas the eigenvectors �푤(⋅) are indexed starting at 0.
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The condition �푑 ≪ �푝�푛 asks that the dimension not exceed the average vertex degree. It is not difficult

to see that if �푑 → ∞ too fast relative to �푛, the geometry disappears (because the quantities {⟨�푢�푖, �푢�푗 ⟩}�푖,�푗∈[�푛]
become increasingly independent). Similarly, when �푝 is small more information is “lost.” So it is unsur-

prising that we see an upper bound on �푑 as a function of �푛 and �푝. However, it is not clear to us whether

�푑 ≪ �푛�푝 is sharp (even up to logarithmic factors); we discuss more below in the “lower bounds” paragraph.

The condition �휇 log≪ �푑−1/4 ensures that the separation between the communities does not “drown out”

other geometric information present in the graph. Indeed, whenever �휇 ≫ (1/√�푑�휏) = Θ((�푑 log 1�푝 )−1/4), the
number of edges between communities is of a smaller order than the number of edges within each com-

munity, and whenever �휇 ≫ �푑−1/4 log1/4 �푛, the components of the graph corresponding to the communities

become disconnected with high probability.2 In this �휇 log≫ �푑−1/4 range, embedding reduces to clustering, as

�̂푢�푖 = �푥�푖�휇�푒1 for �푥�푖 the ±1 label of node �푖 is a good approximate embedding for �푢�푖.
Theorem 1.5 (Hypothesis Testing). Define the one-community model to be the null hypothesis�퐻0 = �푮�푛,�푑(�푝, 0)
and the two-community mixture model to be the alternative hypothesis �퐻1 = �푮�푛,�푑(�푝, �휇). If �푑, �푛, �휇, �푝 satisfy

�휇2 > max{√ log 1/�푝�푑3 ,√ 1�푛�푝�푑 log 1�푝
} log9 �푛, log16 �푛 ≪ �푑 < �푛, �푝�푛 ≫ 1, �푝 ∈ [0, 1/2 − �휀],

for any constant �휀 > 0, then if we run the spectral algorithm described above on input graph �퐺 we have that

min {�퐏�퐫(accept �퐻0 ∣ �퐺 ∼ �퐻0), �퐏�퐫(reject �퐻0 ∣ �퐺 ∼ �퐻1)} > 1 − �표�푛(1),
with high probability as �푛 goes to infinity. In other words, both type 1 and type 2 error go to zero as �푛 → ∞.

Theorem 1.5 requires that �휇 log≫ max(�푑−3/4, (�푛�푝�푑)−1/4) for the errors to vanish. This is much smaller

than 1/
√�푑 whenever �푑 log≪ �푝�푛. In other words, whenever �푑 log≪ �푝�푛, we can tell apart the two models even if

the mean separation is �표(1/√�푑) and almost-exact clustering is impossible. A second moment computation

shows that �휇 = Ω((�푛�푑)−1/4) is necessary for testing (Appendix A).

Theorem 1.6 (Spectral clustering). Suppose �푑, �푛 ∈ ℤ+, �푝 ∈ [0, 1/2 − �휀] for any constant �휀 > 0, and �휇 > 0
satisfy the conditions �푑−1/2 ≪ �휇 6 �푑−1/4 log−1/2 �푛, log16 �푛 ≪ �푑 < �푛 and �푝�푛 ≫ 1. If �퐺 ∼ �푮�푛,�푑(�푝, �휇), then with

high probability the spectral algorithm described above correctly labels (up to a global sign flip) a

1 − �푂( 1
�휇√�푑 +

√
max

{
�휇2 ⋅√ log 1/�푝�푑 , 1�휇2√�푛�푝�푑 log 1�푝

}
log9 �푛) -fraction of the vertices.

Theorem 1.6 implies that when 1 log≪ �푑 log≪ �푝�푛 and �푑−1/2 log≪ �휇 log≪ �푑−1/4, the spectral clustering algorithm
clusters a (1−�표(1))-fraction of vertices correctly. As discussed briefly above, we expect thatwhen �휇 exceeds
the range covered by Theorem 1.6, the spectral algorithm also works because the cut between the +1 and
−1 labeled vertices becomes sparse (and eventually has no crossing edges with high probability when

�휇 ≫ ( 1�푑 log �푛)1/4); however this regime requires a different analysis than our theorem (and can probably

avoid the trace method), and we defer it to future work. The bound �푑−1/2 log≪ �휇 matches the lower bound in

the Gaussian mixture model (when the �푢�푖 are not latent but observed) up to logarithmic factors [Nda22].

Lower bounds. It is interesting to know whether our results are tight. A priori, in some regimes we

can deduce information-theoretic barriers to solving the embedding and/or hypothesis testing problem by

appealing to a known barrier for another model:

2For reference, so long as �푑 = �휔(1) and �휇 is small enough that it does not dominate the edge probability, �휏 = Θ(
√ 1�푑 log 1/�푝).
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• When �휇 is too small (precisely, when �휇 ≲ √
1�푑 + 1√�푛�푑 ), clustering in the underlying Gaussian mixture

model is information-theoretically impossible [Nda22]. Given only �퐺 ∼ �푮�푛,�푑(�휇, �휏), we have access
to strictly less information than if we were handed the latent embedding, so clustering in �퐺 in this

regime is impossible.

• Similarly, we show in Appendix A that when �휇 ≲ ( 1�푛�푑)1/4, the underlying Gaussian mixture model

cannot be hypothesis tested against (0, 1�푑1) from �푛 samples. This implies that testing is impossible

in this regime.

• When �푑 = Ω(log �푛) and �휇 = 0, the graph we observe is a random geometric graph with points

sampled from  (0, 1�푑 �퐼�푑), which is not too different from a random geometric graph over �푑−1. A
random geometric graph over �푑−1 with average degree �푛�푝 is known to be indistinguishable from

Erdős-Rényi�푮(�푛, �푝)when �푑 ≳ �푛3�푝2, and is conjectured indistinguishablewhen �푑 ≳ (�푛�퐻 (�푝))3 for�퐻 (⋅)
the binary entropy function [LMSY22b]. In this regime, the embedding that generated the GMBM

graph �퐺 is likely not identifiable, and at the very least it is not meaningful because the geometry has

effectively “disappeared” in the observed graph.

These lower bounds are inherited by �푮�푛,�푑(�푝, �휇) from these simpler models, and they are consistent with

our results which do need �휇 not too small to cluster and �푑 not too large relative to �푛�푝. However, these
lower bounds do not give the full story—the first two bounds do not account for the information lost when

the embedding is thrown out, and the latter lower bound is very far from our result,3 and does not explain

what happens when �휇 is large.

The condition �푑 = �푂(�푛�퐻 (�푝)) for �퐻 (⋅) the binary entropy function seems plausibly tight for spectral

algorithms; see Section 1.3 for more discussion. We also mention that since the span of the embedding

vectors �푢1,… , �푢�푛 has rank at most �푛, when the embedding dimension �푑 > �푛, there is always some set

of vectors in �푛 dimensions, v1,… , v�푛 ∈ ℝ�푛, so that ⟨�푢�푖, �푢�푗 ⟩ = ⟨v�푖, v�푗⟩ for all �푖, �푗 ; hence the embedding which

produced the graph is certainly no longer unique up to rotation. However, it is possible that the embedding

may still be identifiable (up to rotation) in the �푑 > �푛 regime, because the �푢�푖 also behave like Gaussian

vectors; it is not clear whether the same is true for alternate embeddings such as the one given by {v�푖}�푖∈[�푛].
We leave proving lower bounds as an interesting open question. In the case of embedding, one might

imagine that in the large-�푑 regime, it might be possible to demonstrate (via direct calculation or otherwise)

that the posterior distribution over embeddings has high entropy. An alternate approach in the sparse

regime might be to try to adapt the arguments for lower bounds in the stochastic block model (using

information flow on trees); see [EMP22] for a discussion of this possibility.

1.2 Related work

Gaussianmixture blockmodel and variations. Most of the prior work on geometric block models in

the literature focuses on the low-dimensional regime, where the dimension �푑 is held fixed as �푛 → ∞. For

example, in [ABARS20], the authors study the performance of a (somewhat different) spectral algorithm

for the approximate clustering problem in the special case of �푑 = 2. Another previously studied slight

variation on our model was studied in [GMPS18, GMPS19]. There, the authors introduce a variant of the

model in which the �푖th node’s latent vector �푧�푖 is sampled uniformly at random from the unit sphere �푑−1,
and each node also has a latent community label �푥�푖 ∈ [�푘]. Edge (�푖, �푗) is present if and only if ⟨�푧�푖, �푧�푗 ⟩ > �휏�푥�푖,�푥�푗 ,
so the connectivity threshold depends on the communities that the nodes belong to. Though not exactly

the same, this is not too dissimilar from our model.4 The authors study the relatively low-dimensional case

3We require �푑 ≲ �푛�푝, rather than �푑 ≲ (�푛�퐻 (�푝))3, though we are not sure if either of these bounds is sharp.
4In our case �푢�푖 = �푍�푖 + �푥�푖�휇�푒1 for �푍�푖 ∼  (0, 1�푑 �퐼�푑) (almost like vectors on the sphere when �푑 is large) and �푥�푖 ∈ {±1} the community

label of node �푖, so that ⟨�푢�푖, �푢�푗 ⟩ = ⟨�푍�푖, �푍�푗⟩ + �휇⟨�푥�푗�푍�푖 + �푥�푖�푍�푗 , �푒1⟩ + �푥�푖�푥�푗�휇2 . Now the condition ⟨�푢�푖, �푢�푗 ⟩ > �휏 is equivalent to the condition⟨�푍�푖, �푍�푗 ⟩ > �휏 − �푥�푖�푥�푗�휇2 up to the random fluctuation �휇⟨�푥�푗�푍�푖 + �푥�푖�푍�푗 , �푒1⟩.
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�푑 = �푂(log �푛) for this model, and give a clustering algorithm based on counting motifs (small subgraphs)

that works in some parameter regimes. See also [ABD21] for a result on the success of spectral clustering

when the feature vectors are drawn from the uniform measure over the torus �핋�푑 with �푑 = �푂(1).
Otherworks have considered variants of the classical stochastic blockmodel which incorporate higher-

dimensional geometry. In [SB18, ABS21] the authors consider a version of the SBM in which one observes

a known embedding of the nodes in ℝ�푑 , but the community labels of the nodes are latent and the edges

are a function of both the embedding and the labels. Their setting differs significantly from ours because

the node embedding is not latent. Another instance of a geometric variant of the block model is the

mixed-membership �푘-community stochastic block model [ABFX08]. There each node �푖 has a latent �푘-
dimensional “community membership” distribution �푢�푖 ∈ Δ�푘 where Δ�푘 denotes the �푘-dimensional simplex;

�푢�푖 is supposed to represent node �푖’s fractional belonging to each of the �푘 different communities. The

�푢�푖 are sampled independently from a Dirichlet distribution, and then the presence of the edge (�푖, �푗) is a
randomized function of �푢�푖 and �푢�푗 .

In this context (more sophisticated) spectral algorithms are also known to recover the latent embed-

ding, even in the sparse and high-dimensional regime where �푘 grows with �푛 [HS17]. The underlying

geometry in the mixed-membership block model is quite different from the Gaussian mixture block model

(as the embedding vectors �푢�푖 are supposed to represent something else), so the result of [HS17] does not

imply anything for our setting. Still, the fact that the techniques in these cases are similar further points to

a potential universality of methods for recovering embeddings in random geometric graphs. We also think

it likely that the spectral algorithms from [HS17] could give sharper (up to logarithmic factors) algorith-

mic thresholds, for instance removing polylogs from the inequality �푑 ≲ �푛�푝 and potentially allowing us to

handle sparse graphs with �푛�푝 = Θ(1); however in this work our goal was to analyze the more “canonical”

and efficient basic spectral method.

Recovering embeddings of random geometric graphs. A random geometric graph is any graph

which is generated by sampling points according to a measure on a metric space, associating each point to

a vertex, and connecting vertices according to a probability which depends on their distance in the metric.

The GMBM is a geometric random graph where the metric space is Euclidean space and the measure is a

mixture of two spherical Gaussians. Recovering the embedding is a natural algorithmic task on random

geometric graphs; we mention a couple of relevant works here.

Motivated by social networks, the work [EMP22] considers the task of recovering the embedding of a

random geometric graph over a single unit sphere �푑−1, where the edge indicator for (�푖, �푗) is distributed
as a Bernoulli( 1�푛�휙(⟨�푢�푖, �푢�푗 ⟩)) for �푢�푖, �푢�푗 the latent embedding vectors (the fact that the edge probabilities are

a function of distance is supposed to mimic community structure). They prove that so long as �휙’s spec-
trum satisfies certain conditions (which restrict their result to the low-dimensional setting), the spectral

embedding approximates the latent embedding well.

The work of [EMP22] makes use of techniques used in the study of kernel randommatrices, which is a

class of randommatrices that includes the adjacency matrices of random geometric graphs. These are ma-

trices which are sampled by first sampling �푛 latent vectors �푢1,… , �푢�푛 uniformly from �푑−1, and then taking

the (�푖, �푗)-th entry to be a (deterministic) function �휙 of ⟨�푢�푖, �푢�푗 ⟩. The spectrum (eigenvalues and eigenvectors)

of a kernel random matrix can be thought of as a random approximation to the spectrum of the associated

integral operator. A sufficiently strong quantitative bound on the strength of this approximation in the

context of the random geometric graph kernel function, �휙(�푥) = 1[�푥 > �휏], would imply that spectral al-

gorithms recover the latent embedding. For example, in the low-dimensional setting where �푑 = �푂(1), the
classical results [KG00] imply that a spectral algorithm recovers the embedding of a kernel randommatrix

up to error which goes to zero as �푛 → ∞. See also [AVY19].

In the high dimensional setting less is known. A series of works [EK10, CS13, DV13, Bor13, FM19, LY22]
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characterizes the empirical spectral densities of well-behaved kernel functions, under restrictions on the

relationship between �푑 and �푛 (state of the art requires �푑 = �푛1/�푘 for integer �푘). Recently, in a push to more

finely characterize the non-asymptotic performance of Kernel methods in machine learning, a series of

papers has made progress on understanding the spectral edge and eigenvectors of certain kernel random

matrices as well. See [FM19, GMMM21, MMM21, MMM22], which study a fairly flexible class of kernel

functions (though as far as we understand, their results do not accommodate random geometric graphs).

Our result shows that part of the spectrum of the random geometric graph approximates the associated

operator’s spectrum well. We mention as well the work [LMSY22a], in which the authors obtain sharp

bounds on the spectral gap of random geometric graphs on the high-dimensional sphere.

Clustering Gaussian mixtures. The well-studied problem of clustering mixture distributions, and

specifically Gaussian mixtures, is the easier version of our problem in which we are already given ac-

cess to the latent embedding of our vertices in ℝ�푑 . The performance of spectral clustering algorithms in

this context has been well studied, with a focus on the many-cluster case (see e.g. [VW04], and [Nda22]

for the case of 2 Gaussians).

Our problem is harder because we do not observe this latent embedding. Our clustering algorithms

work by trying to find an approximate embedding, and then applying spectral clustering. It is interesting

to ask whether we could use a more sophisticated clustering algorithm on our approximate embedding.

Though the robust Gaussian clustering problem is well-studied, the works that we are aware of consider

contamination models in which a small fraction of the data points have been corrupted arbitrarily (e.g.

[DKK+18, HL18, KSS18]). Here, we are instead interested in the case where all of the points may be cor-

rupted, but the corruption overall is bounded in operator norm.

Comparison to the Stochastic BlockModel. Of interest is how our results compare to the classic two-

community stochastic block model (SBM). The distribution SSBM(�푛, 2, �퐴, �퐵) is defined as follows: every

vertex �푖 ∈ [�푛] is assigned a community label independently from Unif({±1}), and then each edge (�푖, �푗) is
added independently with probability �퐴 if nodes �푖, �푗 belong to the same community, and with probability

�퐵 otherwise. The signal-to-noise ratio in this model can be expressed as �휆(�푛, �퐴, �퐵) = √
�푛(�퐴−�퐵)2
2(�퐴+�퐵) .

The clustering and testing problems have been well-studied in the SBM (embedding has no analogue).

Here we focus on the Ω(log �푛)-average-degree results, as they are most directly comparable to our setting.

For clustering, almost exact recovery (a 1 − �표�푛(1) fraction of the vertices are labelled correctly) can be

achieved if and only if �휆(�푛, �퐴, �퐵) = �휔(1) [YP14, MNS14, AS15]. Some works have studied the performance

of spectral algorithms for clustering in SBMs, including [Bop87, McS01, CWA12, Vu18, RCY11]. The setting

in each of these works differs slightly, but the bottom line is that exact recovery (where all vertices are

labeled correctly) by spectral algorithm is possible if �휆(�푛, �퐴, �퐵) = Ω(
√
log �푛).

For the task of testing, the null hypothesis is the Erdős-Rényi graph�푮(�푛, �퐴+�퐵2 )with �푛 vertices and edge
probability �퐴+�퐵

2 . It is known that if �휆(�푛, �퐴, �퐵) > 1, then consistent testing is possible, in both the bounded

degree case [MNS15] (�푛�퐴 and �푛�퐵 are constants as �푛 → ∞) and in the growing degree case [Jan95, Ban18]

(�푛�퐴, �푛�퐵 → ∞ as �푛 → ∞). Furthermore, there are tests with polynomial time complexity in the both cases

[MNS15, BM17, MS16]. When �휆(�푛, �퐴, �퐵) < 1, the two distributions are asymptoticallymutually contiguous,

thus there is no consistent test.

In order to compare with the stochastic block model, we first match the parameters in our setting to

the SBM case. In the GMBM setting, when �휇 6 �푑−1/4 log−1/2(�푛), the within-community edge probability

is �퐴GMBM = �푝 + Θ(�푝�휏�휇2�푑), and the across-community edge probability is �퐵GMBM = �푝 − Θ(�푝�휏�휇2�푑). A

calculation shows that if we plug these edge probabilities in the the SBM signal-to-noise ratio function,

�휆(�푛, �퐴GMBM, �퐵GMBM) = Θ(
√�푛�푝�푑 log(1/�푝)�휇2). Requiring �휆(�푛, �퐴GMBM, �퐵GMBM) ≫ 1 is equivalent (up to poly-

log factors) to one of our requirements for testing, that �휇 log≫ (�푛�푝�푑 log(1/�푝))−1/4. Our second requirement
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in the GMBM, that �휇 log≫ �푑−3/4, is a result of the geometric structure of the model, and is the dominant term

in the maximum only when �푑2 ≪ �푛�푝; it is plausible that the signal-to-noise ratio for testing in the GMBM

is indeed impacted by the geometry, and differs in this lower-dimensional setting.

For clustering, the requirement that �휇 log≫ �푑−1/2 is more strict than �휆(�푛, �퐴GMBM, �퐵GMBM) = �휔(1) when
�푛�푝 ≫ �푑. However, this requirement derives from the fact that even the Gaussian mixture itself is not

clusterablewhen �휇 ≪ �푑−1/2, so even given perfect access to theGaussianmixture embedding this clustering

task is impossible. For �푑 ≫ �푛�푝, we anticipate that the threshold will be the same (or similar) for both the

GMBM and the SBM. Our results primarily focus on the moderate range where �푑 ≪ �푛�푝.
1.3 Directions for future research

Our work makes an initial study of algorithmic tasks in a basic high-dimensional geometric blockmodel. It

is our hope that this is merely a small early step, and that GMBMs will become a standard model organism

for network science. Here, we highlight a couple of intriguing directions for future research.

1. Characterize the information-computation landscape of the Gaussian Mixture block model.

Here, we have given polynomial-time algorithms for this basic geometric block model that work so

long as certain conditions are met: 1 log≪ �푑 log≪ �푝�푛 in all cases, and �푑−1/2 log≪ �휇 for clustering (save

for a logarithmic-scale window around �휇 = �푑−1/4, also present for embedding, where we suspect

a more careful analysis might succeed), and �푑−3/4 + (�푛�푝�푑)−1/4 log≪ �휇 for hypothesis testing. But our

understanding of the information-theoretic landscape for these problems is incomplete.

It seems that a natural requirement for the success of spectral algorithms is �푑 = �푂(�푛�퐻 (�푝)) for �퐻 (⋅)
the binary entropy function. This is because the order of random fluctuations in the spectrum of

the adjacency matrix is at least
√�푛�푝, and the �푑-dimensional embedding has eigenvalues on the or-

der of �푛�푝�휏 = Θ(�푛�푝√�푑−1 log 1/�푝), so one should only expect spectral embedding to succeed when

�푛�푝�휏 > √�푛�푝, that is when �푑 = �푂(�푛�퐻 (�푝)). In the sparse regime �푛�푝 = �푂(1), the fluctuations of

the adjacency matrix are actually of higher order than
√�푛�푝 (which is why our algorithm requires

�푛�푝 = Ω(polylog �푛)), but it is possible that the precise threshold �푑 ∼ �푛�퐻 (�푝) could be achieved by the

non-backtracking matrix or a spectral algorithm in the style of [HS17]. It is unclear to us whether

any algorithm, polynomial-time or otherwise, can succeed in the regime �푑 ≫ �푝�푛.
In the stochastic block model, extensive study has been made of the information and computational

landscape of the clustering problem, and beautiful conjectures from statistical physics have been

confirmed by an elegant mathematical theory to establish the existence of information-theoretic and

computational phase transitions. When the signal-to-noise ratio in the SBM (a function of the inter-

and intra-community edge probabilities and the number of communities) is below the Kesten-Stigum

threshold, the hypothesis testing problem is believed to be computationally hard; there is also an

information-theoretic threshold belowwhich it is impossible to tell a graph generated from the SBM

apart from an Erdős-Rényi graph5.

It seems plausible that geometric block models exhibit a similarly rich computational landscape,

both for clustering and separately for embedding; we feel that charting this landscape is an exciting

direction for future research. The excitement is deepened by the fact that the mathematical tools

used in the context of the stochastic block model seem ill-suited to this more geometric setting (see

also [EMP22] for some discussion). To our knowledge, the field is wide open both on the algorith-

mic/mathematical side and also from the perspective of predictions in statistical physics.

5The information-theoretic threshold coincides with the Kesten-Stigum transition in the 2-community case [DKMZ11, Abb17],

see also the more recent [MSS22].
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2. Understand the performance of spectral (and other) algorithms for GMBMs generated by a wider class

of Gaussian mixtures.

Though the GMBM that we have studied in this paper is certainly a more realistic than, for example,

the stochastic block model, it is still far from capturing most real-world settings. Recall that the

underlying Gaussian mixture is supposed to model a distribution over the feature space of network

nodes. Here we have only studied the case of a mixture of at most two perfectly spherical Gaussians.

It would be interesting to understand inwhich scenarios the spectral embedding algorithm continues

to work if the number of communities is larger than two. More problematically, it seems unlikely

that spectral embedding will succeed out-of-the-box when the Gaussian covariances are far from

being spherical; this is even more so true for clustering, as spectral algorithms are known to fail

even when given access to the true Gaussian mixture model in the non-spherical case [AM05]. Is

it possible to design other algorithms for embedding and clustering for this more general “model

organism,” and would such algorithms yield insights which would transfer well to practice?

2 Technical overview

Recall that we have let �퐴 denote the adjacency matrix of �퐺 and that (�휂�푖, �푤�푖) are the eigenvalues and corre-
sponding unit eigenvectors of �퐴, where �휂0 > ⋯ > �휂�푛−1. Define the vectors �̂푢1,… , �̂푢�푛 ∈ ℝ�푑 by setting

�̂푢�푗 (�푖) ∶=
√

max(�휂�푖, 0)
�푑�휆1 �푤�푖(�푗),

where �푑 and �휆1 are to be specified later. And define the �푛 × �푑 matrix U by putting all the vectors �̂푢1,⋯ , �̂푢�푑
as rows in the matrix. In other words, �푑�휆1UU⊤ is the projection of �퐴 on to the subspace spanned by its

second to �푑 + 1-st eigenvector. Similarly, we define the �푛 × �푑 matrix �푈 by putting all the true latent vectors

�푢1,⋯ , �푢�푑 as rows in the matrix. The key is to show that the �̂푢�푖 approximate the latent �푢�푖, spectrally. For
technical reasons, we treat the case when �휇 is small and large separately. When �휇 is small, we show:

Theorem 2.1. Suppose �푑, �푛 ∈ ℤ+, �푝 ∈ [0, 1/2 − �휀] for any constant �휀 > 0, and �휇 > 0 satisfy the conditions

log16 �푛 ≪ �푑 < �푛, �휇 6 �휏, and �푝�푛 ≫ 1, then we have that

‖UU⊤ − �푈�푈⊤‖op ≪ max
{�푛�휏

�푑 ,
√�푛√�푝�푑�휏

}
log9(�푛).

For references’ sake (and for the sake of comparison with the theorem statements in the introduction),

when �휇 log≪ �푑−1/4 is not too large and in the high-dimensional regime �푑 = Ω(log �푛), �휏 = Θ(
√ 1

�푑 log 1/�푝).
This can be seen by noting that the distribution of ⟨�푢�푖, �푢�푗 ⟩ is close to  (0, 1�푑 ), and so �퐏�퐫[⟨�푢�푖, �푢�푗 ⟩ > �휏] ≈
exp(−�푑�휏2/2).

Proving Theorem 2.1 amounts to showing that the top �푑 + 1-dimensional eigenspace of �퐴 is spanned

by the columns of �푈 and a non-negative vector 1̃�푛 ∈ ℝ�푛 (whose entries scale as a function of the length of

the corresponding �푢�푖). Specifically, we show:
Proposition 2.2. Suppose �푑, �푛 ∈ ℤ+, �푝 ∈ [0, 1/2− �휀] for any constant �휀 > 0, and �휇 > 0 satisfy the conditions
log16 �푛 ≪ �푑 < �푛, �휇 6 �휏, and �푝�푛 ≫ 1, there exist a length-�푛 vector 1̃�푛, constants �푝0, �̃푑 and �휆1 to be defined
later, such that with high probability,‖�퐴 − �푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤‖op ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝} .
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The above is enough to imply that 1̃�푛 is close to the top eigenvector of �퐴 and the columns of �푈 are

close to the span of the next �푑 eigenvectors of �퐴 so long as

�푛�푝 ≈ �휎min(�푝01̃�푛1̃�푛) ≫ �휎max(�푑�휆1 ⋅ �푈�푈⊤) > �휎min(�푑�휆1 ⋅ �푈�푈⊤) ≫ max
{�푛�푝�휏2,√�푛�푝} ⋅ log9 �푛,

for �휎min and �휎max denoting the minimum and maximum singular values, respectively. Applying spectral

concentration of Wishart matrices, all of the singular values of �푑�휆1 ⋅ �푈�푈⊤ are of order �푛�푝�휏 with high

probability, so �퐴’s top eigenspace is well-approximated by �푈 when 1√
�푛�푝

log≪ �휏 log≪ 1 ⟺ 1 log≪ �푑 log≪ �푛�푝 since

�휏 = Θ(
√ 1

�푑 log 1/�푝); this is the source of our upper bound on �푑.
Linear approximation of the adjacency matrix. The �푖, �푗-th entry of �퐴 is a function of the inner

product of the latent �푢�푖, �푢�푗 : �퐴�푖,�푗 = �퐴�푖,�푗(⟨�푢�푖, �푢�푗 ⟩) = 1[⟨�푢�푖, �푢�푗 ⟩ > �휏].
We can understand the matrix �푝01̃�푛1̃⊤�푛 + �푑�휆1 ⋅ �푈�푈⊤ subtracted in Proposition 2.2 as a linear approximation

of �퐴 in the inner products ⟨�푢�푖, �푢�푗⟩. Intuitively, if we were to express 1[⟨�푢�푖, �푢�푗 ⟩ > �휏] as a polynomial in⟨�푢�푖, �푢�푗 ⟩, we’d see that �푝01̃�푛1̃⊤�푛 is roughly the zeroth order term of the polynomial and �푑�휆1�푈�푈⊤ is the first

order term. The error term �푛�푝�휏2 in Proposition 2.2 reflects the fact that the second order coefficient in the

polynomial expansion of�퐴�푖,�푗 is quadratic in �휏 (the other error term,
√�푛�푝, comes from randomfluctuations).

So in effect, we want to show that �퐴 is well-approximated by its linear term in a polynomial basis.

Our proof will proceed by applying the trace method. We will expand �퐴’s entries in the basis of

Gegenbauer polynomials, which is a basis of polynomials that enjoys nice orthogonality properties when

evaluated on inner products of random vectors on the unit sphere (see Section 4.1 for details). In the

high-dimensional setting �푑 ≫ 1, the latent vectors �푢�푖 lie roughly on the sphere �푑−1, so we can write

�푢�푖 = v�푖 + error, where each v�푖 ∼ Unif(�푑−1). Therefore, we can write

�퐴�푖,�푗 = 1(⟨�푢�푖, �푢�푗 ⟩ > �휏) = 1(⟨v�푖, v�푗 ⟩ > �휏�푖,�푗)
for some �휏�푖,�푗 close to �휏. Ignoring the difference between �휏�푖,�푗 and �휏 for the moment, we then expand the

threshold function 1(⋅ > �휏) in the Gegenbauer polynomial basis �푞0, �푞1,… (in this proof overview, the �푞�푘 are
implicitly renormalized to ease notation), so we have that

�퐴�푖,�푗 =
∞∑
�푘=0

�푐�푘�푞�푘(⟨v�푖, v�푗⟩),
and our goal now reduces to showing that when we subtract the �푘 = 0 and �푘 = 1 terms, the operator norm

of the resulting matrix �퐴>2 with �퐴>2(�푖, �푗) = ∑∞
�푘=2 �푐�푘�푞�푘(⟨v�푖, v�푗 ⟩) is bounded.

The trace method. The trace method relates the maximum eigenvalue of a matrix to the expectation of

a power’s trace (using Markov’s inequality): for any integer �,‖�푀‖ > �푡 ⟹ tr(�푀2�) > �푡2�, so �퐏�퐫[‖�푀‖ > �푒�휀 �퐄[tr(�푀2�)]1/2�] 6 �퐏�퐫 [tr(�푀2�) > �푒2��휀 �퐄[tr(�푀2�)]] 6 �푒−2��휀 .
So choosing, say, �휀 = 1

log �푛 and � = �휔(log2 �푛) gives us that ‖�푀‖ 6 (1 + �표(1))�퐄[tr(�푀2�)]1/2� with high

probability.

The trace method thus allows us to relate the operator norm, an analytic quantity, to degree-2� mo-

ments of entries of a randommatrix. Specifically, we can relate the trace of a power of�푀 to expected value

of products over “walks” of length 2� in �퐾�푛 weighted by the expected product of the edge “weights” given
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by the entries of �푀 :

�퐄 tr(�푀2�) = ∑
�푖1,…,�푖2�∈[�푛]�퐄 [ 2�∏

�푠=1
�푀�푖�푠 ,�푖�푠+1] ,

where the subscript �푠 + 1 is understood to be taken modulo 2�.
We apply the trace method with �푀 = �퐴>2, and our goal becomes to upper bound �퐄[tr(�퐴2�

>2)] by a

quantity scaling like �̃푂(�푛�푝�휏2)2� for � = polylog �푛. To analyze the expected trace, we make use of the

orthogonality properties of Gegenbauer polynomials evaluated on inner products of random vectors on

�푑−1. We have

�퐄 tr(�퐴2�
>2) = ∑

�푖1,…,�푖2�∈[�푛]�퐄 [ 2�∏
�푠=1

∞∑
�푘=2

�푐�푘�푞�푘(⟨v�푖�푠 , v�푖�푠+1⟩)] = ∑
�푖1,…,�푖2�∈[�푛]
�푘1,…,�푘2�>2

�퐄 [ 2�∏
�푠=1

�푐�푘�푠�푞�푘�푠 (⟨v�푖�푠 , v�푖�푠+1⟩)]
The orthogonality properties of the Gegenbauer polynomials will (at a high level) allow us to eliminate

summands which contain any terms of different orders, �푘�푠 ≠ �푘�푠′ , unless the indices �푖�푠 , �푖�푠′ appear with
high multiplicity. This is very helpful in our accounting and allows us to show that the �푐2 ≈ �푝�휏2 coeffi-

cients more-or-less dominate the summation. The all-�푐2 term in which no �푖�푠 is repeated has a contribution
bounded by �푑2�푛2��푐2�2 , and since this is roughly the dominant6 term when � = polylog(�푛) and �푛�푝�휏2 ≫ √�푛�푝,7
we get that with high probability ‖�퐴>2‖ 6 polylog �푛 ⋅(�푑2�푛2��푐2�2 )1/2� = �푛�푐2 polylog �푛 = �푛�푝�휏2 polylog �푛, giving
us the correct order of magnitude for the error.

Accounting for large separation. Recall that (though we have momentarily ignored this detail) the

coefficients in the polynomial expansion of of �퐴�푖�푗(⟨v�푖, v�푗⟩) = 1[⟨v�푖, v�푗⟩ > �휏�푖,�푗] depend on �휏�푖,�푗 as well, so
really �퐴�푖�푗 = ∑∞

�푘=0 �푐�푖,�푗�푘 �푞�푘(⟨v�푖, v�푗 ⟩). The coefficients �푐�푖,�푗�푘 concentrate well when the separation �휇 is small, but

when �휇 is large the analysis is slightly more involved when we related the gaussian mixture to the sphere.

We prove a similar result with an application of the trace method:

Theorem 2.3. Suppose �푑, �푛 ∈ ℤ+, �푝 ∈ [0, 1/2 − �휀] for any constant �휀 > 0, and �휇 > 0 satisfy the conditions

log16 �푛 ≪ �푑 < �푛, �휏 < �휇 6 �푑−1/4 log−1/2(�푛), and �푝�푛 ≫ 1, we have that with high probability,

‖UU⊤ − �푈�푈⊤‖op ≪ max
{�푛�휇4

�휏 ,
√�푛√�푝�푑�휏} log9(�푛).

As in the small �휇 case, we prove Theorem 2.3 through the following proposition, using the same strategy

that applied in the small �휇 case.

Proposition 2.4. Suppose �푑, �푛 ∈ ℤ+, �푝 ∈ [0, 1/2− �휀] for any constant �휀 > 0, and �휇 > 0 satisfy the conditions
log16 �푛 ≪ �푑 < �푛, �휏 < �휇 6 �푑−1/4 log−1/2(�푛), and �푝�푛 ≫ 1, we have that there exist a length-�푛 vector 1̃�푛 and

scalars �푝0, �푑, and �휆1 to be defined later, such that with high probability,‖�퐴 − �푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤‖op ≪ max
{�푛�푝�푑�휇4,√�푛�푝} log9(�푛).

Hypothesis testing and clustering. Once we have a good approximation to the latent embedding

vectors, we can use them to hypothesis test and to cluster. For clustering, we show using standard matrix

concentration techniques that the top singular vector of�푈�푈⊤ inℝ�푛must have signs which closelymatch the

6We lose polylogarithmic factors because we do not show that it is completely dominant; we suspect that a more careful

argument would be able to establish full dominance and eliminate the polylogs.
7When �푛�푝�휏2 ≪ √

�푛�푝, terms where indices �푖�푠 appear with high multiplicity dominate, which gives the bound ‖�퐴>2‖ 6 �̃푂(√�푛�푝).
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cluster labeling, and therefore by a classic eigenvector perturbation argument (the Davis-Kahan theorem)

the same is true of UU⊤ because ‖�푈�푈⊤ − UU
⊤‖ is small. For hypothesis testing, we show that if �휇 is large

enough, �푈 and U have a spectral gap, and thus �휂1 furnishes a good hypothesis test.

3 Preliminaries and notation

We use standard big-�푂 notation: for any �퐴�푛, �퐵�푛, we use �퐴�푛 = �푂(�퐵�푛) to denote that lim�푛→∞
�퐴�푛
�퐵�푛 < ∞. For

any �퐴�푛, �퐵�푛, we use �퐴�푛 = �표(�퐵) or �퐴�푛 ≪ �퐵�푛 to denote that lim�푛→∞
�퐴�푛
�퐵�푛 = 0. Similarly we use �퐴�푛 = Ω(�퐵�푛) to

denote that lim�푛→∞
�퐴�푛
�퐵�푛 > 0, �퐴�푛 = �휔(�퐵�푛) to denote that lim�푛→∞

�퐴�푛
�퐵�푛 = ∞, and �퐴�푛 = Θ(�퐵�푛) if �퐴�푛 = �푂(�퐵�푛) and

�퐴�푛 = Ω(�퐵�푛). The notation�퐴�푛 = �̃푂(�퐵�푛) to denote that there exists some constant �퐶 so that�퐴�푛 6 log�퐶(�퐵�푛)⋅�퐵�푛
for large enough �푛. The notation Ω̃(⋅), Θ̃(⋅) applies similarly.

For any �퐴�푛, �퐵�푛, we use �퐴�푛
w.h.p.≪ �퐵�푛 to denote that for every constant �휀 > 0, we have |�퐴�푛| 6 �휀�퐵�푛 for large

enough �푛 with high probability.

For any �푛 × �푛 matrix �퐵, we define diag(�퐵) to the �푛 × �푛 matrix with the same diagonal as �퐵 and all zero

entries off-diagonal. The notation ‖�퐵‖ and ‖�퐵‖op denote the operator norm of �퐵.
We use �ퟏ(⋅) and 1(⋅) interchangeably to denote the indicator function.

If we don’t specify in the setting, we always assume that �푛, �푑 ∈ ℤ+, �휇 ∈ ℝ+, �푝 ∈ [0, 1/2 − �휀] for any
constant �휀 > 0, log16 �푛 ≪ �푑 < �푛 and �푝�푛 ≫ 1. This is the regime we focus on.

Gegenbauer polynomials

For �푢, �푤 ∼ Unif(�푑−1), we denote by �푑 the law of
√�푑 ⋅ ⟨�푢, �푤⟩ (scaling by

√�푑 ensures that �퐄[⟨�푢, �푤⟩2] = 1).
TheGegenbauer polynomials are an orthonormal basis for functions in �퐿2([−√�푑,√�푑],�푑). The Gegenbauer
polynomials can be obtained via application of the Gram-Schmidt process to the monomial basis, so that

they naturally form a sequence of polynomials {�푞(�푑)� }�∈ℕ , increasing in degree so that deg(�푞(�푑)� ) = �. For
instance, the first three Gegenbauer polynomials are

�푞(�푑)0 (�푥) = 1, �푞(�푑)1 (�푥) = �푥, and �푞(�푑)2 (�푥) = 1√
2

√�푑 + 2
�푑 − 1(�푥2 − 1).

The orthogonality of the Gegenbauer polynomials is equivalent to the property that

�퐄
�푥∼�푑[�푞(�푑)� (�푥)�푞(�푑)�푘 (�푥)] = 1[�푘 = �].

The Gegenbauer polynomials are related to the spherical harmonics, an orthonormal basis for functions

on �푑−1. We write {�휙�,�푡(�푢)}�푡∈[�푁 (�푑)� ] as the spherical harmonics of degree � associated to �푢, (and we use �푁 (�푑)
�

to denote the cardinality of the orthonormal degree-� spherical harmonics associated with a fixed vector

on �푑−1). It is known that

�푁 (�푑)
� = 2� + �푑 − 2� (

� + �푑 − 3� − 1 ).
If �푢 ∼ Unif(�푑−1), orthonormality of the spherical harmonics implies that

�퐄
�푢
[�휙�1,�푡1(�푢)�휙�2,�푡2(�푢)] = 1[�1 = �2, �푡1 = �푡2],

for any �1, �2 ∈ ℤ>0 and �푡1, �푡2 ∈ [�푁 (�푑)
� ].

12



The spherical harmonics are related to the Gegenbauer polynomials through the addition theorem

�푞(�푑)� (
√�푑 ⋅ ⟨�푢, v⟩) = 1√�푁 (�푑)

�

∑
�푡∈[�푁 (�푑)� ]

�휙�,�푡(�푢)�휙�,�푡(v),

See [Dai13, EF14] for a proof of this statement. The addition theorem and the orthonormality of the

spherical harmonics together imply the following remarkable property: if v ∼ Unif(�푑−1), then

�퐄
v [�푞(�푑)� (

√�푑 ⋅ ⟨�푢, v⟩) ⋅ �푞(�푑)�푘 (
√�푑 ⋅ ⟨v, �푤⟩)] = 1[�푘 = �] ⋅ 1√�푁 (�푑)

�

⋅ �푞(�푑)� (
√�푑 ⋅ ⟨�푢, �푤⟩).

Further, from the orthonormality of the spherical harmonics we can derive that

�푞(�푑)� (
√�푑) = �퐄

�푢
�푞(�푑)� (

√�푑⟨�푢, �푢⟩) = 1√�푁 (�푑)
�

∑
�푡∈[�푁 (�푑)� ]

�퐄
�푢
�휙�,�푡(�푢)2 =

√
�푁 (�푑)
� .

4 Proofs of the main results

4.1 Polynomial expansion of the indicator function

Wewill expand the threshold function 1(�푥 >
√�푑�휏) in the basis of �푑-dimensional Gegenbauer polynomials.

As our vectors �푢1,… , �푢�푛 are sampled from a Gaussian mixture distribution, the Gegenbauer polynomials

are no longer an orthogonal basis for ⟨�푢�푖, �푢�푗 ⟩. To correct for this, we begin by shifting and rescaling our

vectors.

For each �푢�푖, we define the first entry of it to be �푎�푖 and the let the remaining �푑 − 1 coordinates form the

(�푑−1)-vector �푤�푖. Furthermore, let ��푖 = ‖�푤�푖‖ and write �푤�푖 = ��푖v�푖. We then have that �푢�푖 = (�푎�푖, ��푖v�푖)where eachv�푖 is a unit vector. For each �푖 ≠ �푗 ∈ [�푛], the (�푖, �푗)-th entry of the adjacency matrix is now given by

�퐴�푖,�푗 = 1(⟨�푢�푖, �푢�푗 ⟩ > �휏) = 1(�푎�푖�푎�푗 + ��푖��푗⟨v�푖, v�푗⟩ > �휏) = 1(⟨v�푖, v�푗⟩ > �휏 − �푎�푖�푎�푗��푖��푗 ) . (1)

For notational convenience, call

�휏�푖,�푗 = �휏 − �푎�푖�푎�푗��푖��푗 . (2)

Wewill later show that the �휏�푖,�푗 are well-concentrated around �휏, with �휏�푖,�푗 ≈ (�휏±�휇2)(1±�푑−1/2). The dimension

of the v�푖 is now �푑 − 1, and in what follows we write �푑 = �푑 − 1 for simplicity.

We now expand the threshold function 1(�푥 >

√�푑�휏) as well as the threshold function corresponding

to each (�푖, �푗) entry, 1(�푥 >

√�푑�휏�푖,�푗), in the �푑-dimensional sphere  �̃푑−1 and define

1(�푥 >

√�푑�휏) = ∞∑
�푘=0

�푐�푘�푞(�̃푑)�푘 (�푥), and 1(�푥 >

√�̃푑�휏�푖,�푗) = ∞∑
�푘=0

�푐�푖,�푗�푘 �푞(�푑)�푘 (�푥).
Importantly, we further define

�휆�푘 = �푐�푘√�푁�푘
and �휆�푖,�푗�푘 = �푐�푖,�푗�푘√�푁�푘

, (3)

where �푁�푘 = �푁 (�푑)
�푘 is the cardinality of the orthonormal degree-�푘 spherical harmonics associated with any

fixed vector on the sphere �푑−1, as introduced in Section 3. As a convention, we write �푝0 ∶= �휆0 and
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�푝�푖,�푗
0 ∶= �휆�푖,�푗0 . In the rest of this subsection and the next, we write �푞�푘 = �푞(�푑)�푘 , omitting the superscript for

simplicity.

4.2 The trace method

In order to prove Proposition 2.2, we apply the trace method to �퐴 minus a linear approximation to its top

eigenspace in terms of the unit-vector inner products ⟨v�푖, v�푗⟩; this will let us better exploit orthogonality
properties of Gegenbauer polynomials. The constant-order term which we subtract will not be a rank-1

matrix; we’ll correct for this (accounting for the difference between Gaussian and spherical vectors) later

in Section 4.4.

For simplicity, we adopt a notation andwrite [�푎�푖,�푗]0,�푛×�푛 to denote the �푛×�푛matrixwhere each off-diagonal

entry equals �푎�푖,�푗 and the diagonal equals 0.
Proposition 4.1. For �휇 6 �푑−1/4 log−1/2(�푛), and any �푖, �푗 ∈ [�푛], we have that‖�퐴 − [�푝�푖,�푗

0 ]0,�푛×�푛 − [�푑�휆�푖,�푗1 ⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op ≪ log9 �푛max
{�푛�푝�휏2,√�푛�푝} ,

with high probability as �푛 goes to infinity.
To simplify notation, we define the �푛 × �푛 matrix �푄 to be the left hand side in Proposition 4.1. So this

implies that when �푖 ≠ �푗 ,
�푄�푖,�푗 = 1(⟨v�푖, v�푗⟩ > �휏�푖,�푗) − �푝�푖,�푗

0 − �푑�휆�푖,�푗1 ⟨v�푖, v�푗⟩.
And �푄�푖,�푖 = 0 for any �푖 ∈ [�푛]. The rest of the subsection will be devoted to the proof of Proposition 4.1. Now

we briefly recall the statement of the trace method.

Lemma 4.2 (Trace Method). Let �푀 be a symmetric matrix. Then for any even integer � > 0,

�퐏�퐫(‖�푀‖ > �푒�휀 �퐄[tr(�푀�)]1/�) 6 exp(−�휀�).
We will proceed to compute �퐄[tr(�푄�)] for an even integer �. This amounts to bounding the expectation

of a sum over closed walks of length � in the complete graph �퐾�푛 when weighted by entries of �푄:

�퐄[tr(�푄�)] = ∑
�푖1,⋯,�푖�∈[�푛]�퐄( �∏

�푡=1
�푄�푖�푡 ,�푖�푡+1) ,

where we identify �푖�+1 with �푖1. We’ll associate each sequence �⃗푖 = (�푖1,⋯ , �푖�) ∈ [�푛]� with a (multi-)graph �푯�⃗푖

(often we will drop the subscript �⃗푖). We define the set of vertices in {�푖1,⋯ , �푖�} as the vertex set and put an

edge between �푖�푡 and �푖�푡+1 for any 1 6 �푡 6 �, where again we identify �푖�+1 with �푖1, allowing multi-edges.

Note that the diagonal of the matrix �푄 consists of all zero entries, so we only need to consider multi-

graphs with no self loops. Furthermore, because �푖1,⋯ , �푖� is a closed walk, all vertices in �푯�⃗푖 have even

degree.

When we take the expectation over the vector v�푖�푗 for any degree-2 vertex �푖�푗 ∈ �푯 , it can be contracted

at the cost of a shrinking factor:

Lemma 4.3 (Contracting degree-2 vertices). In a path �푠1,⋯ , �푠�푡+1 of length �푡 > 2 in which �푠2,… , �푠�푡 have
degree 2 in �푯 , in expectation over the randomness of v�푠2 ,… , v�푠�푡 we have,

�퐄
v�푠2 ,…,v�푠�푡−1 ( �푡∏

�푎=1
�푄�푠�푎,�푠�푎+1) =

∞∑
�푘=2

�푞�푘(
√�푑⟨v�푠1 , v�푠�푡+1⟩)( �푡∏

�푎=1
�휆�푠�푎,�푠�푎+1�푘 )√�푁�푘
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Proof.

�퐄
v�푠2 ,…,v�푠�푡−1 ( �푡∏

�푎=1
�푄�푠�푎,�푠�푎+1 ||||| v�푠1 , v�푠�푡+1) = �퐄

v�푠2 ,…,v�푠�푡−1 ( �푡∏
�푎=1 ( ∞∑

�푘=2
�휆�푠�푎,�푠�푎+1�푘

√�푁�푘�푞�푘(
√�푑⟨v�푠�푎 , v�푠�푎+1⟩)))

=
∞∑

�푘1,⋯,�푘�푡=2

�푡∏
�푎=1

�휆�푠�푎,�푠�푎+1�푘�푎

√�푁�푘�푎 �퐄
v�푠2 ,…,v�푠�푡−1 ( �푡∏

�푎=1
�푞�푘�푎(

√�푑⟨v�푠�푎 , v�푠�푎+1⟩)) .

The exchange of the limit and the expectation is justified by the standard dominated convergence theorem.

Note that by the properties of the Gegenbauer polynomials given in Section 3, the product is only nonzero

when all �푘�푎 are the same, and further

�퐄
v�푠�푎+1 (�푞�푘�푎(√�푑⟨v�푠�푎 , v�푠�푎+1⟩)�푞�푘�푎(√�푑⟨v�푠�푎+1 , v�푠�푎+2⟩)) = 1√�푁�푘�푎

�푞�푘�푎(
√�푑⟨v�푠�푎 , v�푠�푎+2⟩).

By applying the above equation repeatedly, we have the lemma.

If we begin with a cycle �푠1,… , �푠�푡+1 = �푠1, and contract all of the degree-2 vertices in a cycle, then this

produces a self-loop. So we have the following as a corollary:

Corollary 4.4 (Contracting a cycle to a self-loop). In an induced cycle �푠1,… , �푠�푡+1 = �푠1 of length �푡 > 2 in �푯 ,

in expectation over the randomness of v�푠2 ,… , v�푠�푡−1 , we have
�퐄

v�푠2 ,…,v�푠�푡−1 ( �푡∏
�푎=1

�푄�푠�푎,�푠�푎+1) =
∞∑
�푘=2

�푞�푘(
√�푑)( �푡∏

�푎=1
�휆�푠�푎 ,�푠�푎+1�푘 )√�푁�푘 .

Proof. This follows from Lemma 4.3 and from the fact that if v�푠1 = v�푠�푡+1 then ⟨v�푠1 , v�푠�푡+1⟩ = 1.

We will obtain a “contracted” graph �̃푯�⃗푖 from �푯�⃗푖 as follows: as long as there exists either a vertex of

degree 2, contract it; otherwise if there exits a self-loop, remove it. When the algorithm terminates we are

left with the contracted (and potentially empty) graph �̃푯�⃗푖. If �̃푯�⃗푖 is nonempty, then every vertex has degree

at least 4: this is because (i) every vertex had even degree to begin with, (ii) all degrees have to be larger

than two for the procedure to terminate, and (iii) our algorithm for producing �̃푯�⃗푖 maintains the invariant

that all degrees are even. To see (iii) is true, note that so long as we follow the convention that a self-loop

induces degree two, then vertex contractions do not change the degree of the non-contracted vertices,

and further when a self loop is removed from a vertex the degree drops by two, therefore maintaining the

invariant that the degree is even.

For any edge �푒 ∈ �퐸(�̃푯) which is the result of the contraction of a path �푠1,… , �푠�푡+1 ∈ �푯 , define

�̃푄�푒 =
∞∑
�푘=2

�푞�푘(
√�푑⟨v�푠1 , v�푠�푡+1⟩) ⋅√�푁�푘 ⋅ �푡∏

�푎=1
�휆�푠�푎 ,�푠�푎+1�푘 ,

and for the sake of consistency if �푒 ∈ �퐸(�̃푯) ∩ �퐸(�푯) then define �̃푄�푒 = �푄�푒 in any case. Note that this is a

random variable depending only on v�푠1 and v�푠�푡+1 conditioned on the values �휆�푖,�푗�푘 .
Further, let (�⃗푖) be the set of all cycles �퐶 = (�푠1,… , �푠�푡+1 = �푠1) ∈ �푯 that were contracted into a self-loop

and removed in producing �̃푯 , and define

�̃푄�퐶 =
∞∑
�푘=2

�푞�푘(
√�푑) ⋅√�푁�푘 ⋅ �푡∏

�푎=1
�휆�푠�푎,�푠�푎+1�푘 .
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Note that in light of Corollary 4.4 �푄�퐶 is deterministic conditioned on the values �휆�푖,�푗�푘 .
From Lemma 4.3 and Corollary 4.4, we have

�퐄( ∏
�푒∈�퐸(�푯)

�푄�푒) = ∏�퐶∈ �̃푄�퐶 ⋅ �퐄 ⎛⎜⎜⎝ ∏�푒∈�퐸(�̃푯)
�̃푄�푒⎞⎟⎟⎠ . (4)

It remains to deal with the expectation over the �̃푄�푒 in �̃푯 ; here we will appeal to the fact that |�̃푄�푒 | are not
too large whenever the inner products ⟨v�푖, v�푗 ⟩ are not too large. For any vertices �푖 ≠ �푗 ∈ [�푛], define the good
event (�푖,�푗)

(�푖,�푗) ∶= {|⟨v�푖, v�푗 ⟩| < log2(�푛)√�푑
}
,

and let  = ⋂�푖≠�푗∈[�푛] (�푖,�푗) be the event that all such inner products are good. We can bound the probability

of  using the following lemma.

Lemma 4.5 (Bound on inner products). For any �푖 ≠ �푗 ∈ [�푛], we have that
�퐏�퐫() 6 �푛2 ⋅ �푛− log3(�푛)/3.

Proof. By direct computation with the density of �푑 ,
�퐏�퐫((�푖,�푗)) = Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2) ∫

√�푑
log2(�푛)(1 − �휉 2̃�푑 ) �푑−32 �푑�휉 6

√�푑 exp(− log4(�푛)(�̃푑−3)
2�푑 ) ≪ �푛− 13 log3(�푛).

By a union bound, we have the lemma.

Now, it will be useful to divide �̃푯 into two (multi)graphs: the contracted-edges graph induced by the

edges resulting from contraction, �푲�⃗푖, and the “uncontracted graph” �푼�⃗푖 which remains when the edges in�푲 are removed, with vertex set �푉 (�̃푯) and edge set �퐸(�̃푯) ⧵ �퐸(�푲). This is because for a contracted edge �푒,‖�̃푄�푒�ퟏ(�푒)‖∞ decays with �푝, whereas for uncontracted edges in �퐸(�푼 ) we will have to argue differently. We

now have that

∏�퐶∈ �̃푄�퐶 ⋅ �퐄 ⎛⎜⎜⎝ ∏�푒∈�퐸(�̃푯�⃗푖)
�̃푄�푒⎞⎟⎟⎠ 6 ∏�퐶∈ �̃푄�퐶 ⋅ �퐄 ⎛⎜⎜⎝ ∏�푒∈�퐸(�̃푯�⃗푖)

�̃푄�푒�ퟏ()⎞⎟⎟⎠ + �퐏�퐫() ⋅ ‖�푄�푒‖�∞
6

|||||∏�퐶∈ �̃푄�퐶 ||||| ⋅ ∏�푒∈�퐸(�̃푯)⧵�퐸(�푯)
‖�̃푄�푒�ퟏ(�푒)‖∞ ⋅ �퐄 ⎛⎜⎜⎝ ∏�푒∈�퐸(�̃푯)∩�퐸(�푯)

|�푄�푒�ퟏ(�푒)|⎞⎟⎟⎠ + �퐏�퐫() ⋅ ‖�푄�푒‖�∞
=
|||||∏�퐶∈ �̃푄�퐶 ||||| ⋅ ∏�푒∈�퐸(�푲�⃗푖)

‖�̃푄�푒�ퟏ(�푒)‖∞ ⋅ �퐄 ⎛⎜⎜⎝ ∏�푒∈�퐸(�푼�⃗푖)
|�푄�푒�ퟏ(�푒)|⎞⎟⎟⎠ + �푛2 ⋅ �푛− log3 �푛/3 ⋅ (2 + √�푑)�, (5)

where in the last line we used Lemma 4.5 and the following claim:

Claim 4.1. For every edge �푒, ‖�푄�푒‖∞ 6 2 +
√�푑,

Proof. For �푒 = (�푖, �푗), expand |�푄�푖,�푗 | = |||1 − �푝�푖,�푗
0 + �푑�휆�푖,�푗1 ⟨v�푖, v�푗⟩||| .
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The bound follows from the fact that |⟨v�푖, v�푗⟩| 6 1, and |�푝�푖,�푗
0 | 6 1, |√�푑�휆�푖,�푗1 | 6 1 and |⟨v�푖, v�푗⟩| 6 1 since each

(�푐�푖,�푗�푘 )2 6 1.

Concerning the second term in Equation (5), we will ultimately choose � ≪ log3 �푛, so the second term

is effectively negligible. The following lemmas provide the bounds on the edge weights needed to bound

the first term in Equation (5):

Lemma 4.6 (Bounds on contracted edge weights). There exists a constant �푐 > 0 so that if �푑 ≫ log16 �푛, with
high probability over the random variables {�휏�푖,�푗}�푖,�푗∈[�푛], for any �푒 ∈ �퐸(�푲) and �퐶 ∈  ,‖�̃푄�푒�ퟏ(�푒)‖∞ 6 log5(�푛) ⋅ �푝 ⋅ (�푐�푝�휏2)�푡(�푒)−1, and �̃푄�퐶 6 log2(�푛) ⋅ �푝 ⋅ (�푐�푝�휏2)�푡(�퐶)−2,
where �푡(�푒) > 2 is the number of edges in the path that produced edge �푒 before contraction, and �푡(�퐶) > 2 is the
number of edges in the cycle �퐶. Further, if �푝 = Ω(1/�푛), then for any uncontracted edge �푒 ∈ �퐸(�푼 ),|�푄�푒�ퟏ(�푒)| 6 �ퟏ[�푒 ∈ �퐸(�퐺)] + �푐�푝 log3 �푛,
and �퐄[�ퟏ[�푒 ∈ �퐸(�퐺)]] 6 �푐�푝.

We will prove Lemma 4.6 below, in Section 4.3.

Lemma 4.7 (Bound on uncontracted edges). There exists a constant �퐶 > 0 such that with high probability

over the random variables {�휏�푖,�푗}�푖,�푗∈[�푛],
�퐄( ∏

�푒∈�퐸(�푼 ) |�푄�푒�ퟏ(�푒)|) 6 (�퐶 log3 �푛)|�퐸(�푼 )| ⋅ �푝|�푉 (�̃푯)|−|�퐸(�푲)|−1.
Proof. Choose a spanning forest �퐹 of �푼 . Then

�퐄( ∏�푒∈�퐸(�푼 ) |�푄�푒�ퟏ(�푒)|) 6 ∏�푒∈�퐸(�푼 )⧵�퐸(�퐹) ‖�푄�푒�ퟏ(�푒)‖∞ ⋅ �퐄 ∏�푒∈�퐸(�퐹) |�푄�푒�ퟏ(�푒)|.
Now, by Lemma 4.6 there exists a constant �푐 > 0 so that for any �푒, with high probability over the random-

ness of the �휏�푖,�푗 , �퐄 ∏�푒∈�퐸(�퐹) |�푄�푒�ퟏ(�푒)| 6 �퐄 ∏�푒∈�퐸(�퐹)(�ퟏ[�푒 ∈ �퐸(�퐺)] + �푐�푝 log3 �푛).
Further, for any leaf (�푖, �푗) in the spanning forest �퐹 , �ퟏ[(�푖, �푗) ∈ �퐸(�퐺)] is independent of the remaining edge

indicators, and has expectation at most �푐�푝 with high probability over the �휏�푖,�푗 (by Lemma 4.6). Applying

this bound inductively, peeling off the leaves one at a time, we have

�퐄 ∏�푒∈�퐸(�퐹) |�푄�푒�ퟏ(�푒)| 6 �퐄 ∏�푒∈�퐸(�퐹)(�ퟏ[�푒 ∈ �퐸(�퐺)] + �푐�푝 log3 �푛) 6 (2�푐�푝 log3 �푛)|�퐸(�퐹)|.
Since �퐹 is a spanning forest of �푼 , we note that |�퐸(�퐹 )|+ |�퐸(�푲)| > |�푉 (�̃푯)| − 1: the union of edges of �퐹 and �푲
form a connected graph with |�푉 (�̃푯)| number of vertices. So, |�퐸(�퐹 )| > |�푉 (�̃푯)| − |�퐸(�푲)| − 1.

Combining with Lemma 4.6 to bound ‖�푄�푒�ퟏ(�푒)‖∞ 6 (1 + 2�푐) log3 �푛 (and taking �퐶 = 1 + 2�푐) gives our
conclusion.
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Applying Lemma 4.6 and Lemma 4.7 in combination with Equation (4) and Equation (5), we conclude

�퐄( ∏�푒∈�퐸(�푯)�푄�푒) − �푛2 ⋅ �푛− log3 �푛/3(2 +√�푑)�
6 ∏�퐶∈ log2(�푛) ⋅ �푝(�푐�푝�휏2)�푡(�퐶)−2 ⋅ ∏

�푒∈�퐸(�푲) log5(�푛) ⋅ �푝(�푐�푝�휏2)�푡(�푒)−1 ⋅ (�푐 log3 �푛)|�퐸(�푼 )|�푝|�푉 (�̃푯)|−|�퐸(�푲)|−1
6 (log2 �푛)| | ⋅ (log5 �푛)|�퐸(�푲)| ⋅ (�푐 log3 �푛)|�퐸(�푼 )| ⋅ (�푐�푝�휏2)∑�푒∈�퐸(�푲) �푡(�푒)+∑�퐶∈ �푡(�퐶)−2| |−|�퐸(�푲)| ⋅ �푝| |+|�푉 (�̃푯)|−1
6 (log5 �푛)|�퐸(�̃푯)|+| |/2(�푐�푝�휏2)�−2| |−|�퐸(�̃푯)| ⋅ �푝| |+|�푉 (�̃푯)|−1 (6)

where in the final line we use that � = ∑�퐶∈ �푡(�퐶) +∑�푒∈�퐸(�푲) �푡(�푒) + |�퐸(�푼 )|, and |�퐸(�̃푯)| = |�퐸(�푼 )| + |�퐸(�푲)|.
Now, we account for the number of distinct vertices in �푯�⃗푖.

Claim 4.2 (Bound on size of vertex set). We can bound the size of the vertex set of �푯�⃗푖 by|�푉 (�푯�⃗푖)| = � − | | − |�퐸(�̃푯)| + |�푉 (�̃푯)|
Proof. We charge each contracted vertex to the cycle or edge inwhich it was contracted during the creation

of �̃푯�⃗푖 from�푯�⃗푖. In particular, when a cycle �퐶 is contracted, every vertex save for the final vertex is removed,

for a total of �푡(�퐶)−1. When a path of �푡 edges is contracted down to a single edge, �푡−1 vertices are removed.

This amounts to a total of ∑�퐶∈(�푡(�퐶) − 1) +∑�푒∈�퐸(�̃푯)(�푡(�푒) − 1) = � − | | − |�퐸(�̃푯)| vertices removed. Finally,

we account for the vertices which remain in �̃푯 .

We now have all of the ingredients with which to bound the trace. We partition the sum over weighted

closed walks of length � in [�푛] according to the shape of the corresponding graph �푯 . For each �푯 resulting

from a closed walk of length �, let num(�푯) be the number of sequences �⃗푖 = �푖1,… , �푖� which yield the graph

�푯 . For each �푠,�푚, v ∈ ℕ, let�푠,�푚,v be the set of all possible unlabeled graphs�푯 resulting from a closed walk

of length � for which �푠 = | | cycles are removed in the process of producing �̃푯 , and in which |�퐸(�̃푯)| = �푚
and |�푉 (�̃푯)| = v. Note that �푠 6 �/2 always, since each contracted cycle uses at least two edges, and similarly

v 6 �푚/2, because every vertex left over in �̃푯 cannot be contracted and therefore has degree at least 4. Then

�퐄(tr(�푄�)) = ∑
�⃗푖∈[�푛]� �퐄( �∏

�푡=1
�푄�푖�푡 ,�푖�푡+1)

=
�/2∑
�푠=0

�−2�푠∑
�푚=0

�푚/2∑
v=0

∑
�푯∈�푠,�푚,v

num(�푯) ⋅ �퐄( ∏
�푒∈�퐸(�푯)

�푄�푒)
From Claim 4.2, if �푯 ∈ �푠,�푚,v, num(�푯) 6 �푛�−�푠−�푚+v since we sample vertex labels from the set [�푛] without
replacement. In combination with Equation (6) this gives

6

�/2∑
�푠=0

�−2�푠∑
�푚=0

�푚/2∑
v=0

∑
�푯∈�푠,�푚,v

�푛�−�푠−�푚+v ((�푐 log5 �푛)�푚+�푠/2 (�푐�푝�휏2)�−2�푠−�푚�푝�푠+v−1 + �푛2(2 +√
�푑)�

�푛log3 �푛/3 )
6

�/2∑
�푠=0

�−2�푠∑
�푚=0

�푚/2∑
v=0

|�푠,�푚,v| ⋅(�푛 ⋅ (�푐 log5 �푛)�푚+�푠/2 (�푐�푛�푝�휏2)�−2�푠−�푚(�푛�푝)�푠+v−1 + �푛2(2 +√
�푑)��푛�

�푛log3 �푛/3 )
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Since |�푠,�푚,v| is upper bounded by the number of �-vertex graphs with � edges, which is at most �2�,
6 �2� �/2∑

�푠=0

�−2�푠∑
�푚=0

�푚/2∑
v=0 (�푛 ⋅ (�푐 log5 �푛)�푚+�푠/2 (�푐�푛�푝�휏2)�−2�푠−�푚(�푛�푝)�푠+v−1 + �푛2(2 +√

�푑)��푛�
�푛log3 �푛/3 )

6 �2� �/2∑
�푠=0

�−2�푠∑
�푚=0

� ⋅(�푛 ⋅ (�푐 log5 �푛)�푚+�푠/2 (�푐�푛�푝�휏2)�−2�푠−�푚(�푛�푝)�푠+�푚/2−1 + �푛2(2 + √
�푑)��푛�

�푛log3 �푛/3 )
6 �2�+1 �/2∑

�푠=0

�−2�푠∑
�푚=0(�푛 ⋅(log5 �푛√�푛�푝�푛�푝�휏2)�푚+2�푠

(�푐�푛�푝�휏2)� + �푛2(2 +
√
�푑)��푛�

�푛log3 �푛/3 )
The maximum term in the summation is achieved either at �푚+ 2�푠 = 0 or �푚+ 2�푠 = �, and there are at most�2 terms, so

6 �2�+3 ⋅(�푛 ⋅max ((�푐 log5 �푛√�푛�푝)�, (�푐�푛�푝�휏2)�) + �푛2(2 +
√
�푑)��푛�

�푛log3 �푛/3 ) .

Choosing � = log2 �푛, the second term is dwarfed by the first, and applying the trace method, we

conclude that with high probability over the {�휏�푖,�푗 }�푖,�푗∈[�푛],
�퐏�퐫

v1,…,v�푛
(‖�푄‖ > �푒�휀 ⋅ 2 log9 �푛 ⋅max (�푐√�푛�푝, �푐�푛�푝�휏2)) 6 exp(−�휀 log2 �푛),

as desired.

4.3 Controlling expansion coefficients and contracted edge weights

Above, we relied on high-probability upper bounds on the contribution that each edge could make to the

weight of a walk in order to bound the contribution of walks containing vertices of degree > 2. The main

purpose of this section is to prove those bounds. We start by establishing a lemma that bounds the size of

�휏.

Lemma 4.8. For �휇 6 �푑−1/4 log−1/2(�푛), �푑 > log2 �푛, and �푝 ∈ [0, 1/2− �휀], there are constants �푐1 > 0 and �퐶2 > 0
such that for all �푛 sufficiently large,

�푐1√ log(1/�푝)
�푑

6 �휏 6 �퐶2√ log(1/�푝)
�푑

.

Proof. For each vector �푢�푖, we write �푢�푖 = (�휇�푆�푖 + �푁�푖, �푤�푖), where �푁�푖 ∼  (0, 1/�푑), �푆�푖 ∼ Unif({±1}), and
�푤�푖 ∼  (0, �퐼�푑−1/�푑) independently. Then �푝 can be rewritten as

�푝 = 1
2 �퐏�퐫[�휇2 + �휇(�푁�푖 + �푁�푗 ) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏] + 1

2 �퐏�퐫[−�휇2 + �휇(�푁�푖 − �푁�푗 ) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏].

We bound �휏 in terms of �푝. First, an upper bound on �푝 gives us the following relation:

�푝 6 �퐏�퐫[�휇2 + �휇(�푁�푖 + �푁�푗 ) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ > �휏]
6 2max

{�퐏�퐫[�푁�푖 + �푁�푗 >
�휏−�휇22�휇 ], �퐏�퐫[�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏−�휇22 ]

}
.
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Write �휏�휇 ∶= (�휏 − �휇2)/(2�휇). Then we note that

�퐏�퐫[�푁�푖 + �푁�푗 > �휏�휇] = �퐏�퐫[√�푑/2(�푁�푖 + �푁�푗 ) >
√
�푑/2�휏�휇] 6 exp(−�휏�휇�푑/2).

Further, we note that �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ can be written as the difference of two independent normalized Chi-

Squared random variables �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ = (�퐴�푑 − �퐵�푑)/(2�푑), where �퐴�푑 , �퐵�푑 ∼ �휒 2
�푑 . By the Laurent-Massart

bound [LM00], we know that �퐏�퐫[�퐴�푑 − �푑 > 2
√
�푑�푥 + 2�푥] 6 exp(−�푥), �퐏�퐫[�퐴�푑 − �푑 6 −2

√
�푑�푥] 6 exp(−�푥) and

so does �퐵�푑 . This implies that

�퐏�퐫[�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ > (�휏 − �휇2)/2] = �퐏�퐫[(�퐴�푑 − �푑)/(2�푑) − (�퐵�푑 − �푑)/(2�푑) > (�휏 − �휇2)/2]
6 �퐏�퐫[(�퐴�푑 − �푑)/(2�푑) > (�휏 − �휇2)/4] + �퐏�퐫[(�퐵�푑 − �푑)/(2�푑) 6 −(�휏 − �휇2)/4]
6 2 exp(−�푐(�휏 − �휇2)2�푑)

for some constant �푐. Combining the two estimates, we have that

�푝 6 2max
{
exp(−�휏�휇�푑/2), 2 exp(−�푐(�휏 − �휇2)2�푑)} .

This implies that

(�휏 − �휇2)2 > log(4/�푝)
�푐�푑

. (7)

To show that �휏 − �휇2 cannot be negative, we lower bound �푝. There exists a constant �훼 > 0 so that for for

any �퐶 > 0 sufficiently large,

1
2 − �휀 > �푝 > �퐏�퐫[−�휇2 + �휇(�푁�푖 − �푁�푗 ) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏]

> �퐏�퐫[−�휇2 + �휇(�푁�푖 − �푁�푗 ) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏 ∣ |�푁�푖|, |�푁�푗 | 6 �퐶√
�푑
] ⋅ (1 − 2�푒−�훼�퐶2)2

> �퐏�퐫[⟨�푤�푖, �푤�푗 ⟩ > �휏 + �휇2 + 2 �퐶√
�푑
�휇 + �퐶2

�푑 ] ⋅ (1 − 2�푒−�훼�퐶2 )2
= �퐏�퐫[⟨�푤�푖, �푤�푗 ⟩ > �휏 + (�휇 + �퐶√

�푑
)2] ⋅ (1 − 2�푒−�훼�퐶2)2

Now, choose �퐶 to be a constant large enough such that ( 12 − �휀)/(1 − 2�푒−�훼�퐶2)2 6 12 − �휀2 . By assumption,

�휇, 1√
�푑
6

1
�푑1/4 log1/2 �푛 , so for �푑 sufficiently large the above implies that

1
2 − 1

2�휀 > �퐏�퐫[⟨�푤�푖, �푤�푗⟩ > �휏 + (1+�퐶)2√
�푑 log �푛].

Note that if �휏 + (1+�퐶)2√
�푑 log �푛 6 0, then the symmetry of �푤�푖 implies that the probability on the right-hand side

is at least 12 , a contradiction. Moreover, if �휏 + (1+�퐶)2√
�푑 log �푛 >

10√
�푑
, then for �푑 sufficiently large �휏 ≫ 1√

�푑 log �푛 and

hence �휏 ≫ �휇2, and there is nothing left to prove. If instead �휏 + (1+�퐶)2√
�푑 log �푛 6 10√

�푑
, then (by an approximation of

the density of ⟨�푤�푖, �푤�푗 ⟩) there exists a constant �푐2, such that

1
2 − 1

2�휀 > �퐏�퐫[⟨�푤�푖, �푤�푗 ⟩ > �휏 + (�휇 + �퐶√
�푑
)2] > 1

2 − �푐2√�푑(�휏 + (1+�퐶)2√
�푑 log �푛 ) ⟹ �휏 >

�휀

�푐2√�푑 − (1 + �퐶)2√
�푑 log �푛 ≫ �휇2.

So we conclude that �휏 ≫ �휇2. Combining with Equation (7), our conclusion holds.

We next present a lemma that bounds the size of �휏�푖,�푗 and �휆�푖,�푗�푘 .
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Lemma 4.9. For any �휇 6 �푑−1/4 log−1/2(�푛), �푑 > log2 �푛, there exists a constant �퐶�휀 such that with high proba-

bility with respect to the randomness of �휏�푖,�푗 , the following holds uniformly,

�휏�푖,�푗 6 �퐶�휀

√
log(1/�푝)

�푑
,

�휆�푖,�푗0 = �퐏�퐫
�휉∼�푑

(�휉 >

√
�푑�휏�푖,�푗) 6 �퐶�휀�푝,

�휆�푖,�푗1 = 1√
�푑

�퐄
�휉∼�푑

[�휉1(�휉 >

√
�푑�휏�푖,�푗)] 6 �퐶�휀�푝

�푖,�푗0 �휏�푖,�푗 6 �퐶2
�휀�푝�휏,

�휆�푖,�푗2 = 1
�̃푑 − 1

�퐄
�휉∼�푑

[(�휉2 − 1)1(�휉 >

√
�푑�휏�푖,�푗)] 6 �퐶�휀�푝

�푖,�푗0 (�휏�푖,�푗)2 6 �퐶2
�휀�푝�휏

2.
Proof. Recall the definition of �휏�푖,�푗 in Equation (2) and the paragraph above. We will firstly show that �푝 =
Θ(Ψ(�휏

√
�푑)) = Θ(exp(−�휏2�푑/2)/(�휏√�푑)), where Ψ is 1−CDF of a standard Gaussian distribution. Lemma 4.8

implies that �휏�휇2 = �푂(1/(�푑
√
log �푛)). Therefore, Θ(Ψ(�휏

√
�푑)) = Θ(Ψ((�휏 + �휇2)√�푑)) = Θ(Ψ((�휏 − �휇2)√�푑)). Write

�휏�휇 ∶= (�휏 − �휇2)(1 − 1
�푑1/4 ). By an argument similar to the proof of Lemma 4.8, we have that

�푝 6 �퐏�퐫 [�푁�푖 + �푁�푗 >
�휏−�휇2
�휇�푑1/4 ] + �퐏�퐫 [�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > (�휏 − �휇2)(1 − 1

�푑1/4 )]
6 Ψ(√

2�푑(�휏 − �휇2)
�휇�푑1/4 ) + �퐏�퐫 [�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ > �휏�휇]

6 Ψ(�휏
√
�푑) + �퐏�퐫 [�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏�휇] .

Now, for the second term,

�퐏�퐫 [�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ = �휏�휇] 6 �퐏�퐫
�휉∼�푑

(�휉 >
√
�푑�휏�휇)

= Γ(�푑/2)√
�푑�휋Γ((�푑 − 1)/2) ∫ √

�푑√
�푑�휏�휇

(1 − �휉2/�푑) �푑−32 �푑�휉
6

Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2) ∫ √
�푑√

�푑�휏�휇

�휉√�푑�휏�휇 (1 − �휉2/�푑) �푑−32 �푑�휉
= Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2)

�푑�푑 − 1
1√�푑�휏�휇 (1 − �휏2�휇) �푑−32

= �푂(Ψ(�휏�휇√�푑)) = �푂(exp(−�휏2�푑/2)/(�휏√�푑)).
For the lower tail, we use a similar technique as in the proof of Lemma 4.8 and have that for a constant�퐶2, �퐶3 > 0,�푝 >

1�퐶2 �퐏�퐫 [⟨�푤�푖, �푤�푗 ⟩ > �휏 + �푂( 1√
�푑 log �푛 )]

>
1
�퐶3 �퐏�퐫

�휉∼�푑−1(�휉 >
√�푑 − 1�휏) = Γ(�푑 − 1/2)�퐶3√(�푑 − 1)�휋Γ((�푑 − 2)/2) ∫ √

�푑−1√
�푑−1�휏 (1 − �휉2/(�푑 − 1)) �푑−42 �푑�휉

= Ω(Ψ(�휏√�푑)) = Ω(exp(−�휏2�푑/2)/(�휏√�푑)).
We apply similar arguments to bound �휏�푖,�푗 and �휆�푖,�푗 . Recall that we have defined �푢�푖 = (�푎�푖, ��푖v�푖), �휏�푖,�푗 = (�휏 −
�푎�푖�푎�푗 )/��푖��푗 and �휆�푖,�푗�푘 = 1√

�푁�푘
�퐄�휉∼�푑

[�푞(�̃푑)�푘 (�휉)�ퟏ(�휉 >

√
�푑�휏�푖,�푗)]]. Note that as �휇 6 �푑−1/4 log−1/2(�푛), we have �푎�푖�푎�푗 =
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�푂(1/(
√
�푑 log �푛)) and ��푖 = 1 + �표(log �푛/√�푑) with high probability. So

�휏�푖,�푗 = �휏 − �푎�푖�푎�푗��푖��푗 = �휏 + �푂(1/(√�푑 log �푛)).
Therefore we have that

�푝�푖,�푗0 = �퐏�퐫
�휉∼�푑

(�휉 >

√�푑�휏�푖,�푗) = Γ(�̃푑/2)√�̃푑�휋Γ((�푑 − 1)/2) ∫
√

�푑√
�푑�휏�푖,�푗

(1 − �휉2/�푑) �푑−32 �푑�휉 = Θ(Ψ(�휏�푖,�푗√�푑)) = Θ(Ψ(�휏√�푑)) = Θ(�푝).

This implies that �휏�푖,�푗 = Θ(
√
log(1/�푝�푖,�푗)/

√�푑)with high probability. Similarlywe have that�푝0 = Θ(Ψ(�휏√�푑)) =
Θ(�푝). Similarly, for �휆�푖,�푗1 , we have an explicit formula

�휆�푖,�푗1 = 1√�푑 �퐄
�휉∼�푑

[�휉1(�휉 >

√�푑�휏�푖,�푗)] = Γ(�푑/2)
�푑√�휋Γ((�푑 − 1)/2) ∫

√
�푑√

�푑�휏�푖,�푗
�휉(1 − �휉2/�푑) �푑−32 �푑�휉

= − Γ(�̃푑/2)
�̃푑√�휋Γ((�푑 − 1)/2)

�푑
�푑 − 1

(1 − �휉2/�푑) �푑−12 ∣
√

�푑√
�푑�휏�푖,�푗

= Θ(�푝�푖,�푗0 �휏�푖,�푗) = Θ(�푝�휏).

Similarly for �휆�푖,�푗2 , we also have an explicit formula

�휆�푖,�푗2 = 1
�푑 − 1

�퐄
�휉∼�푑

[(�휉2 − 1)1(�휉 >

√�푑�휏�푖,�푗)] = Γ(�̃푑/2)
(�푑 − 1)

√�푑�휋Γ((�푑 − 1)/2) ∫
√

�푑√
�푑�휏�푖,�푗

(�휉2 − 1)(1 − �휉2/�푑) �푑−32 �푑�휉

= − Γ(�푑/2)
(�푑 − 1)

√�푑�휋Γ((�푑 − 1)/2)
�휉(1 − �휉2/�푑) �̃푑−12 ∣

√
�푑√
�푑�휏�푖,�푗

= Θ(�푝�푖,�푗0 (�휏�푖,�푗)2) = Θ(�푝�휏2).
To prove Lemma 4.6, we need an �퐿∞ bound of the normalized Gegenbauer polynomials �푞�푘 .

Lemma 4.10. There exists a fixed constant �푑0 such that for any �푑 > �푑0, �푘 > 0, and any �퐵 > 3,

sup
�푥∈[−�퐵,�퐵] |�푞�푘(�푥)| 6 �퐵�푘 .

Proof. The Gegenbauer polynomials can be defined using the following recurrence [Dai13, EF14]:

�푥 ⋅ �푞�푘(�푥) = �푎�푘 ⋅ �푞�푘+1(�푥) + �푎�푘−1 ⋅ �푞�푘−1(�푥), where �푎�푘 =
√ (�푘+1)(�̃푑+�푘−2)�̃푑(�̃푑+2�푘)(�̃푑+2�푘−2) .

We will prove that the supremum bound inductively. One can manually verify that the lemma holds for

�푘 = 0, 1, 2, noting that
�푞0(�푥) = 1, �푞1(�푥) = �푥, �푞2(�푥) = 1√2√ �푑+2

�푑−1 (�푥2 − 1).
Now, for the inductive step, the recurrence and the inductive hypothesis imply that

sup|�푥 |6�퐵
|�푞�푘+1(�푥)| 6 �푎�푘−1�푎�푘 sup|�푥 |6�퐵

|�푞�푘−1(�푥)| + 1
�푎�푘 sup|�푥 |6�퐵

|�푥 | ⋅ |�푞�푘(�푥)| 6 �푎�푘−1�푎�푘 �퐵�푘−1 + 1
�푎�푘 �퐵

�푘+1.
We’ll show that so long as �푑 > �푑0, �푘 > 2, and �퐵 > 3, �푎�푘−1

�푎�푘�퐵2 + 1
�푎�푘

6 1, which completes the proof of the
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lemma. We note that when �푑, �푘 > 2,√�푘 + 1 > �푎�푘 > min
{√ 18�푑,√ 12(�푘 + 1)

} , �푎�푘−1�푎�푘 =
√ �푘(�̃푑 + �푘 − 3)(�푑 + 2�푘)

(�푘 + 1)(�푑 + �푘 − 2)(�푑 + 2�푘 − 4)
6

√
�푑 + 2�푘

�푑 + 2�푘 − 4
.

Therefore, for any �푘 > 2 and �푑 larger than some constant �푑0, we have that
1
�푎�푘 + �푎�푘−1�푎�푘�퐵2 6 max(√ 8̃

�푑
,√ 2

�푘+1) + 1
9
√
1 + 4

�푑+2�푘−4 6 1,
as desired.

Now we provide another bound which will come in useful when �푘 is large relative to �푑.
Claim 4.3. There exists a fixed constant �푑0 such that for any �푑 > �푑0, �푘 > �푑2/3, and any 0 6 �퐵 < √�푑/2,

sup
�푥∈[−�퐵,�퐵] |�푞�푘(�푥)| 6 √�푁�푘

√
3�푑1/4 exp(�퐵2/2) ⋅ �푘Γ( �̃푑−12 )Γ(�푘)

Γ( �푑−12 + �푘) .

Proof. This is a consequence of the connection between Gegenbauer and Jacobi polynomials, combined

with known bounds on Jacobi polynomials. The Jacobi polynomials �푃 (�훼,�훽)�푘 (�푥) are defined by

�푃
(�훼,�훽)�푘 (�푥) = (−1)�푘

2�푘�푘! (1 − �푥)−�훼(1 + �푥)−�훽 ( �푑

�푑�푥)�푘 ((1 − �푥)�훼+�푘(1 + �푥)�훽+�푘) .
The Gegenbauer polynomial �푞(�푑)�푘 is proportional to the Jacobi polynomial with �훼 = �훽 = (�푑 − 3)/2,

�푞�푘(�푥) = �푘 + �푑2 − 1
�푑2 − 1

1√�푁�푘
Γ( �푑2 − 12 )Γ(�푘 + �푑 − 2)
Γ(�푑 − 2)Γ(�푘 + �푑2 − 12 )�푃 ((�̃푑−3)/2,(�̃푑−3)/2)�푘 ( �푥√

�푑)
=
√
�푁�푘 �푘Γ(

�̃푑−12 )Γ(�푘)
Γ( �푑−12 + �푘)

�푃
((�̃푑−3)/2,(�̃푑−3)/2)�푘 ( �푥√

�푑) , (8)

for a reference, see [Dai13], equation (B.2.1) (noting that we normalize our Gegenbauer polynomial differ-

ently). By Theorem 2 in [Kra07], we have that when �푘 > 6, and �훼, �훽 >
1+√24 , for any �푥 ∈ [−1, 1],

(1 − �푥)�훼+12 (1 + �푥)�훽+12 (�푃 (�훼,�훽)�푘 (�푥))2
< 3�훼1/3(1 + �훼

�푘
)1/6.

This implies that for any 0 6 �푏 < 1,

sup
�푥∈[−�푏,�푏] |||�푃 (�̃푑−3)/2,(�̃푑−3)/2)�푘 (�푥)||| <

√
3( �푑−32 )1/3(1 + �̃푑−32�푘 )1/6
(1 − �푏)

�푑2 −1(1 + �푏)
�푑2 −1 .
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Combining with Equation (8), we have

sup
�푥∈[−�퐵,�퐵] |�푞�푘(�푥)| < √

�푁�푘 �푘Γ(
�̃푑−12 )Γ(�푘)

Γ( �̃푑−12 + �푘)

√√√√√√√√
3( �푑−32 )1/3(1 + �푑−32�푘 )1/6

(1 − �퐵√�푑)�̃푑/2−1(1 + �퐵√�푑)�푑/2−1 .

Now for any �푘 > �푑2/3, �푑 sufficiently large, and any 0 6 �퐵 <
√
�푑/2, we have that√√√√√√√√

3( �푑−32 )1/3(1 + �푑−32�푘 )1/6
(1 − �퐵√�푑)�̃푑/2−1(1 + �퐵√�푑)�̃푑/2−1 6

√√√√√√
3(�푑)1/3(�푑1/3)1/6(1 − �퐵2̃�푑 )�푑/2−1 6

√
3�푑1/4(1 + 2�퐵2

�푑 )�푑/4
6

√
3�푑1/4 exp(�퐵2/2),

which completes the proof.

In the proof of Lemma 4.6 we also need to control the decay of �휆�푘. Intuitively, when �푘 is small, �휆�푘
should be �푂(�푝�휏�푘) = �푂(polylog 1�푝 ⋅ �푝�푑−�푘/2). The two lemmas below give a very coarse bound on the decay

of �휆�푘 for any �푘.

Lemma 4.11. Suppose �푝 = Ω( 1�푛 ). Then for any �푘 > 3, 2 6 �푡 6 log2 �푛 and any �푖, �푗 , we have that

sup
�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)|√�푁�푘 |�휆�푖,�푗�푘 |�푡 6 log4 �푛√�푁2(�퐶�휀�푝0�휏2)�푡/�푘2

uniformly with high probability with respect to the randomness of �휏�푖,�푗 .
Proof. We divide our proof into two cases: relatively small �푘 and large �푘. For �푘 6 log �푛, we use a more

refined estimate. We note that by Rodrigues’ formula for Gegenbauer polynomials [Dai13], we have that

�푞(�푑)�푘 (�휉) ⋅ (1 − �휉 2̃
�푑
)(�푑−3)/2 = �퐶�푘,�̃푑 ( �푑

�푑�휉)�푘 (1 − �휉 2̃
�푑 )�푘+(�̃푑−3)/2

,

where

�퐶�푘,�̃푑 =
√
�푁 (�푑)�푘 (−1

2)�푘 Γ( �푑−12 )
Γ(�푘 + �푑−12 )

√
�푑
�푘
.

A similar formula holds for �푘 − 1 and �푑 + 2, i.e.,

�푞(�푑+2)�푘−1 (�휉) ⋅ (1 − �휉2
�푑 + 2

)(�̃푑−1)/2 = �퐶�푘−1,�̃푑+2( �푑

�푑�휉)�푘−1(1 − �휉2
�푑 + 2)�푘−1+(�̃푑−1)/2

.

Applying a change of variables, the anti-derivative of �푞(�푑)�푘 (�휉) ⋅ (1 − �휉2/�푑)(�푑−3)/2 equals
�푓�푘,�̃푑(�휉) ∶= �푞(�푑+2)�푘−1 (√

�푑 + 2√
�푑

�휉) (1 − �휉2/�푑)(�̃푑−1)/2(√
�푑 + 2√
�푑 )�푘−1

�퐶�푘,�̃푑
�퐶�푘−1,�̃푑+2 .
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By Lemma 4.10, we have that

|�푓�푘,�̃푑(�휉)| 6 (√
�̃푑 + 2√
�푑

|�휉 |)�푘−1 (1 − �휉 2̃
�푑 )(�̃푑−1)/2( �̃푑 + 2

�푑 )(�푘−1)/2 ||||| �퐶�푘�̃푑
�퐶�푘−1,�̃푑+2

|||||
= (�푑 + 2

�푑 )(�푘−1)/2 |�휉 |�푘−1 (1 − �휉 2̃
�푑 )(�̃푑−1)/2 �̃푑√

�푘(�푑 + �푘 − 2)(�푑 − 1)

6
||||�휉√ �푑+2�̃푑 ||||�푘−1 exp(−�휉2 �̃푑−12�푑 ) ,

Note that since the probability distribution of �휉 ∼ �푑 equals Γ(�푑/2)√�푑�휋Γ((�̃푑−1)/2)(1−�휉/�푑)
(�푑−3)/2 and Γ(�푑/2)√�푑�휋Γ((�푑−1)/2) →

1/√�휋, this implies that

|�휆�푖,�푗�푘 | = ||||| 1√�푁�푘 �퐄�휉∼�푑

[�푞�푘(�휉)1(�휉 >

√�푑�휏�푖,�푗)]||||| 6 |||| 1√�푁�푘 (�푓�푘,�̃푑(√�푑�휏�푖,�푗) − �푓�푘,�̃푑(√�푑))||||
6

1√�푁�푘 |√�푑 + 2 ⋅ �휏�푖,�푗 |�푘−1 exp(−(�휏�푖,�푗)2 �̃푑−12 ) .
By the proof of Lemma 4.9, we have that

√�푑 + 2 ⋅ �휏�푖,�푗 6 �퐶�휀
√
log 1�푝 for all �푖, �푗 with high probability over the

randomness of �휏�푖,�푗 , and that exp(−(�휏�푖,�푗 )2(�푑 − 1)/2) = �푂(�휏�푖,�푗√�푑�푝�푖,�푗) = �푂(�휏√�푑�푝). Therefore, we have that
|�휆�푖,�푗�푘 | 6 1√�푁�푘 (�퐶0

√�푑 + 2 ⋅ �휏�푖,�푗)�푘−1�휏�푖,�푗√�̃푑�푝�푖,�푗
6

�푝0√�푁�푘 (�퐶�휏
√�푑)�푘 6 �푝0√�푘!√�푑�푘 (�퐶�휏√�푑)�푘 6 �푝0 (�퐶�휏)�푘 √�푘! (9)

For �푘 6 log �푛, we have that there is an absolute constant �퐶 such that√�푁�푘 |�휆�푖,�푗�푘 |�푡√�푁2(�퐶�휀�푝0�휏2)�푡 6 �푑�푘/2√�푘!�푑 ⋅ (�푝0(�퐶�휏)�푘√�푘!)�푡
(�푝0�휏2)�푡 6 (�퐶22�푘√�푑�휏2)�푘−2 ⋅ ((�퐶�휏)�푘−2√�푘!)�푡−2

where we have used that �푘! 6 (2�푘)�푘−2 for �푘 > 3. By Lemma 4.10, we know that sup�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)| 6
log2�푘 �푛. Therefore, we have

sup
�푥∈[− log2 �푛,log2 �푛]

|�푞�푘(�푥)|
log4 �푛

√
�푁�푘 |�휆�푖,�푗�푘 |�푡√

�푁2(�퐶�푝0�휏2)�푡/�푘2 6 (�푘2 (�퐶22�푘
√
�푑�휏2 log2 �푛)�푘−2) ⋅ ((�퐶�휏)�푘−2√�푘!)�푡−2.

Since �푑 ≫ log12 �푛, 3 6 �푘 6 log �푛, and �휏 = Θ(
√
log �푛/�푑), the first term is ≪ 1 and the latter term is at most

1 for large enough �푛.

For �푘 > log �푛, we use a more direct bound. Since the �푞�푘 form an orthonormal basis, this implies that

(�휆�푖,�푗�푘 )2�푁�푘 6 ‖‖‖1(�휉 >

√
�푑�휏�푖,�푗)‖‖‖22 = �푝�푖,�푗

0 6 1. (10)

Therefore, we have that |||√�푁�푘(�휆�푖,�푗�푘 )�푡 ||| 6 �푁
−(�푡−1)/2�푘 ,
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and so

sup
�푥∈[− log2 �푛,log2 �푛]

|�푞�푘(�푥)|
log4 �푛

√
�푁�푘 |�휆�푖,�푗�푘 |�푡√

�푁2(�퐶�푝0�휏2)�푡/�푘2 6 �푘2 ⋅ sup|�푥 |6log2 �푛 |�푞�푘(�푥)| ⋅√�푁�푘
�푁2

1
(√�푁�푘�퐶�푝0�휏2)�푡 .

We note that by definition

�푁�푘 = 2�푘 + �̃푑 − 2
�푘 (�푘 + �푑 − 3

�푘 − 1 ) >
�푑�푘
�푘�푘 .

Thus, since the �푁�푘 are non-decreasing,√
�푁�푘�푝0�휏2 >

√
�푁�푘
�푛�푑

>

√
�푁⌊log �푛⌋
�푛�푑

> ( �푑⌊log �푛⌋)⌊log �푛⌋/2
1
�푛�푑

≫ 1, (11)

since �푑 ≫ log2 �푛. So to prove our statement for large �푘, it remains to check the case when �푡 = 2, i.e., we
need to show that

sup
�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)| ≪ log4 �푛

√
�푁�푘

√
�푁2(�퐶�푝0�휏2)2/�푘2

Now, if �푘 6 �푑2/3, by Lemma 4.10, then our lower bound �푑 ≫ log12 �푛 implies that

sup
�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)| 6 (log �푛)2�푘 ≪ �푑�푘/2

�푘�푘/2�푛2�푑2�푘2 ≪ log4 �푛
√
�푁�푘

√
�푁2(�퐶�푝0�휏2)2/�푘2,

where the second inequality follows by taking log on both sides and dividing by �푘. If �푘 > �푑2/3, by Claim 4.3,

sup�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)|√
�푁�푘 6

√
3�푑1/4 exp(log4 �푛/2) ⋅ �푘Γ( �̃푑−12 )Γ(�푘)

Γ( �푑−12 + �푘)
. (12)

By Stirling’s formula,

�푘Γ( �̃푑−12 )Γ(�푘)
Γ( �̃푑−12 + �푘)

∼

√
2�휋( �푑−12 ⋅ �푘3)√ �푑−1

2 + �푘 ( �̃푑−1
2

�̃푑−1
2 + �푘)

�̃푑−1
2 ( �푘

�푑−1
2 + �푘)�푘 .

Taking logarithm of the right hand side of Equation (12), we have that

log(sup�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)|√
�푁�푘 )

6 �푂(1) + �푂(log(�푑)) + log4 �푛/2 + �푂(log �푘) − �푑 − 1
2 log( �̃푑−1

2 + �푘

�̃푑−1
2 ) − �푘 log( �̃푑−1

2 + �푘

�푘 )
< −2 log(�푛) − log(�푑) − 2 log(�푘),

where the last inequality follows for all �푑 > log12 �푛 so long as �푛 is sufficiently large, for instance by noting

that in the case �푘 > �푑100, the subtracted terms have magnitude at least 1
3�푑 log �푘, whereas in the case �푘 6 �푑100

the subtracted terms have magnitude at least �푘 log 2 > �푑2/3 log 2.
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This implies that

sup
�푥∈[− log2 �푛,log2 �푛] |�푞�푘(�푥)| 6 √

�푁�푘
�푛2�푑�푘2

≪ log4 �푛
√
�푁�푘

√
�푁2(�퐶�푝0�휏2)2/�푘2,

which completes the proof.

We will make use of a second bound for the �휆�푖,�푗�푘 :
Lemma 4.12. Suppose �푝 = Ω( 1�푛 ). Then for any �푘 > 3, 3 6 �푡 6 log2 �푛 and any �푖, �푗 , we have that|||�푞�푘(√�푑)√�푁�푘(�휆�푖,�푗�푘 )�푡 ||| 6 �푑

√
�푁2(�퐶�휀�푝0�휏2)�푡/�푘2

uniformly with high probability with respect to the randomness of �휏�푖,�푗 .
Proof. The proof follows the same strategy as Lemma 4.11. When �푘 6 log �푛, by Equation (9) and Lemma 4.9,

we have that |||�푞�푘(√�푑)√�푁�푘(�휆�푖,�푗�푘 )�푡 ||| 6 �푑�푘/2
√
�푁�푘�푝�푡

0(�퐶�휏
√
log �푛)�푡�푘 6 �푝�푡

0�푑
�푘(�퐶 log �푛)�푡�푘/2�휏�푡�푘

Comparing to the desired upper bound,

�푝�푡
0�푑

�푘(�퐶 log �푛)�푡�푘/2�휏�푡�푘
�푑
√
�푁2(�퐶�푝0�휏2)�푡/�푘2

6 �푘2
(�퐶′ log �푛)�푡(�푘−1)
�푑(�푡/2−1)(�푘−2) = �푘2((�퐶′ log �푛) �푡(�푡/2−1) �푘−1

�푘−2
�푑 )(�푡/2−1)(�푘−2)

for �퐶′ some constant, where we have used that �휏2 = Θ(log �푛/�푑). Given that �푘 > 3, �푡 > 3, and �푑 ≫ log16 �푛,
the right-hand side above is �표(1) and the conclusion holds.

It remains to handle the case �푘 > log �푛. By the orthonormality of the spherical harmonics, �푞�푘(
√�푑) =√�푁�푘 . So we have that by Lemma 4.10 and Equation (10),|||�푞�푘(√�푑)√�푁�푘(�휆�푖,�푗�푘 )�푡 ||| 6 |�휆�푖,�푗�푘 |�푡−2 6 �푁−�푡/2+1�푘 6 �푑√�푁2(�퐶�휀�푝0�휏2)�푡�푘−2 �푁−�푡/2+1�푘

�̃푑√�푁2(�퐶�휀�푝0�휏2)�푡�푘−2 .
To bound the fraction, by Equation (11), it is enough to check the case when �푡 = 3. Indeed, in such situation,
the fraction is bounded by

�푁−1/2�푘 �푘2
�푑2(�퐶�푝0�휏2)3 6

�푁−1/2⌊log �푛⌋ log2 �푛
�푑2(�퐶�푝0�휏2)3 6

(�퐶 log �푛)log �푛/2+2�푛3
�푑log �푛/2 ≪ 1.

Combining Lemmas 4.9, 4.10, and 4.11, we now prove Lemma 4.6.

Proof of Lemma 4.6. For any edge �푒 ∈ �퐸(�̃푮�⃗푖) which is the result of the contraction of a path �푠1,… , �푠�푡+1 ∈ �푮�⃗푖,
recall that by definition, we have

‖�̃푄�푒�ퟏ(�푒)‖∞ =
‖‖‖‖‖ ∞∑
�푘=2

�푞�푘(
√�푑⟨v�푠1 , v�푠�푡+1⟩) ⋅ �ퟏ((�푠1,�푠�푡+1)) ⋅√�푁�푘 ⋅ �푡∏

�푎=1
�휆�푠�푎,�푠�푎+1�푘

‖‖‖‖‖∞
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=
‖‖‖‖‖ ∞∑
�푘=2

�푞�푘(
√�푑⟨v�푠1 , v�푠�푡+1⟩) ⋅ �ퟏ(|⟨v�푠1 , v�푠�푡+1⟩| < log2(�푛)√�푑 ) ⋅ √�푁�푘 ⋅ �푡∏

�푎=1
�휆�푠�푎 ,�푠�푎+1�푘

‖‖‖‖‖∞ .
By Lemma 4.10 (taking �퐵 to be log2(�푛)) and Lemma 4.11, we have that for �푡 > 2,

‖�̃푄�푒�ퟏ(�푒)‖∞ 6 (log2(�푛))2 �푑 �푡∏
�푎=1 (�퐶�휀�푝�푠�푎,�푠�푎+1

0 (�휏�푠�푎,�푠�푎+1)2) + ∞∑
�푘=3

(log2(�푛))2√�푁2(�퐶�휀�푝0�휏2)�푡�푘−2

6 log4(�푛)�푑(�퐶′′�휀,3�푝0�휏2)�푡 ,

uniformly with high probability with respect to the randomness of �휏�푖,�푗 . The bound as stated in Lemma 4.6

follows by applying Lemma 4.9 to eliminate the factor �푑 at the cost of a factor log 1�푝 . When �푡 = 1, then
�̃푄�푒 = �푄�푒 . Write �푒 = (�푖, �푗), then we have|�푄�푒�ퟏ(�푒)| 6 �ퟏ(⟨v�푖, v�푗⟩ > �휏�푖,�푗) + �푝�푖,�푗

0 + |�푑�휆�푖,�푗1 ⟨v�푖, v�푗 ⟩�ퟏ(�푒)|
6 �ퟏ(⟨v�푖, v�푗⟩ > �휏�푖,�푗) + �퐶�휀�푝0 + �퐶�휀�푑�푝0�휏 log

2(�푛)√
�푑

6 �ퟏ(⟨v�푖, v�푗 ⟩ > �휏�푖,�푗) + 2�퐶�휀 log3(�푛)�푝0.

where the second-to-last inequality follows from Lemma 4.9. Furthermore, �퐄[�ퟏ[⟨v�푖, v�푗 ⟩ > �휏�푖,�푗]] 6 �퐶�휀�푝0.
Now for any cycle �퐶 = (�푠1,… , �푠�푡+1 = �푠1) ∈ �푮 that was contracted into a self-loop and removed in

producing �̃푮, recall that we have
�̃푄�퐶 =

∞∑
�푘=2

�푞�푘(
√
�푑) ⋅√�푁�푘 ⋅ �푡∏

�푎=1
�휆�푠�푎,�푠�푎+1�푘 .

For �푡 > 3, by Lemma 4.12, we have that

�̃푄�퐶 6 �푑
√
�푁2(�퐶�휀�푝�휏2)�푡(�퐶) +

∞∑
�푘=3

�푑
√
�푁2(�퐶�휀�푝0�휏2)�푡(�퐶)�푘−2 6 �퐶�̃푑

√
�푁2(�퐶�휀�푝�휏2)�푡(�퐶)

6 (�푝2�휏4�̃푑
√
�푁2) ⋅ (�푐2�푝�휏2)�푡(�퐶)−2 6 (log2 �푛)�푝 ⋅ (�푐3�푝�휏2)�푡(�퐶)−2.

When �푡 = 2, we write �푒 = (�푠1, �푠2), then �̃푄�퐶 = �퐄(�푄2�푒 ). Therefore, by Lemma 4.9, we have that

�̃푄�퐶 = �퐄 (�ퟏ(⟨v�푖, v�푗⟩ > �휏�푖,�푗) − �푝�푖,�푗
0 − �푑�휆�푖,�푗1 ⟨v�푖, v�푗⟩)2

= �푝�푖,�푗
0 + (�푝�푖,�푗

0 )2 + �푑2(�휆�푖,�푗1 )2 �퐄(⟨v�푖, v�푗⟩2) − 2(�푝�푖,�푗
0 )2 − 2�푑�휆�푖,�푗1 �퐄(⟨v�푖, v�푗⟩�ퟏ(⟨v�푖, v�푗⟩ > �휏�푖,�푗))

6 �퐶�푝 + �퐶�푝2 log(1/�푝) 6 �퐶2�푝.

Therefore, we have

�̃푄�퐶 6 log2(�푛) ⋅ �푝 ⋅ (�푐�푝�휏2)�푡(�퐶)−2,
where �푡(�퐶) is the number of edges in the cycle �퐶.

4.4 Relating the Gaussian mixture and the sphere

In this section, we will relate the matrix we subtracted from �퐴 in Section 4.2 to the matrix we wish to

show is close to the top eigenspace of �퐴, �푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤. Recall the definition of ��푘, v�푘, �푎�푘 and �휏�푖,�푗 in
Equation (1). First, we finally define 1̃�푛. For each �푘 ∈ [�푛], define �퐿�푘 ∶= ��푘−1, and define 1̃�푛 to be a length-�푛
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vector where each entry equals

(1̃�푛)�푘 = 1 + �퐿�푘�휆1�푑�휏
�푝0

.

We prove the following lemma and another lemma (Lemma 4.17) designed for larger �휇. Let �푉 be the �푛 by
�푑 matrix where the �푖-th row equals v�푖.
Lemma 4.13. For �휇 6 �휏, we have that‖�푝�푖,�푗

0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤) − diag ‖op ≪ �푛�푝�휏2 log4(�푛),

with high probability. Here diag is the diagonal of �푝�푖,�푗
0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤).

Definition 4.1. We define (and recall that)

�푏�푖 ∶= �푎�푖/√�휏, �퐿�푖 ∶= ��푖 − 1, �푝0 = �퐏�퐫�휉∈�푑

(�휉 >

√
�푑�휏), �휆1 =

1√
�푑

�퐄�휉∈�푑

[�휉1(�휉 >

√
�푑�휏)].

We further define the change of �휏�푖,�푗 , �푝�푖,�푗
0 and �휆�푖,�푗1 as follows.

Δ�휏�푖,�푗 ∶= �휏�푖,�푗 − �휏, Δ�푝�푖,�푗
0 ∶= �푝�푖,�푗

0 − �푝0, Δ�휆�푖,�푗1 ∶= �휆�푖,�푗1 − �휆1.

To prove Lemma 4.13, we firstly prove a lemma bounding the fluctuations of �휏�푖,�푗 , �푝�푖,�푗
0 and �휆�푖,�푗1 .

Lemma 4.14. For �휇 6 �휏, the following holds uniformly with high probability

�퐿�푖 = �표( log �푛√�푑 ), �−1�푖 = 1 − �퐿�푖 + �표( log2 �푛�푑 ), �푏�푖�푏�푗 = �표( log �푛√�푑 ), ⟨v�푖, v�푗⟩ = �표( log �푛√�푑 ),
Δ�휏�푖,�푗 = −�휏(�푏�푖�푏�푗 + �퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 )),
Δ�푝�푖,�푗

0 = −�휆1�푑Δ�휏�푖,�푗(1 + �표(�휏2√�푑 log �푛)) = �휆1�푑�휏(�푏�푖�푏�푗 + �퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 )),
Δ�휆�푖,�푗1 = −�휆1�̃푑�휏Δ�휏�푖,�푗(1 + �표(�휏2√�푑 log �푛)).

Proof. We firstly note that �휆1 can be computed explicitly as follows.

�휆1 = 1√�푑 �퐄�휉∼�푑

[�휉1(�휉 >

√�푑�휏)] = Γ(�푑/2)
�푑√�휋Γ((�푑 − 1)/2) ∫

√�푑√�푑�휏 �휉(1 − �휉2/�푑) �푑−32 �푑�휉

= − Γ(�푑/2)
�푑√�휋Γ((�푑 − 1)/2)

�푑
�푑 − 1

(1 − �휉2/�푑) �푑−12 ∣
√�푑√�푑�휏=

Γ(�푑/2)
(�푑 − 1)√�휋Γ((�푑 − 1)/2)

(1 − �휏2) �푑−12 .
The bounds on �퐿�푖, �−1�푖 , �푏�푖�푏�푗 , ⟨v�푖, v�푗 ⟩, andΔ�휏�푖,�푗 follows directly from concentration inequalities and definitions.

For Δ�푝�푖,�푗
0 , we note that

Δ�푝�푖,�푗
0 = �퐏�퐫�휉∼�푑

[�휉 ∈ (
√�푑�휏�푖,�푗 ,√�푑�휏)] = Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2) ∫

√�푑�휏√�푑�휏�푖,�푗 (1 − �휉2/�푑) �̃푑−32 �푑�휉

= −Δ�휏�푖,�푗√�̃푑 Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2)
(1 − �휏2) �푑−32 (1 + �표(�휏2√�푑 log �푛)) = −�휆1�푑Δ�휏�푖,�푗(1 + �표(�휏2√�푑 log �푛)).
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Similarly, for Δ�휆�푖,�푗1 , we have that

Δ�휆�푖,�푗1 = 1√�푑 �퐄�휉∼�푑

[�휉�ퟏ(�휉 ∈ (
√�̃푑�휏�푖,�푗 ,√�푑�휏))] = Γ(�푑/2)

�푑√�휋Γ((�푑 − 1)/2) ∫
√�푑�휏√�푑�휏�푖,�푗 �휉(1 − �휉2/�푑) �푑−32 �푑�휉

= −Δ�휏�푖,�푗�푑 Γ(�푑/2)
�푑√�휋Γ((�푑 − 1)/2)

�휏(1 − �휏2) �̃푑−32 (1 + �표(�휏2√�푑 log �푛)) = −�휆1�푑�휏Δ�휏�푖,�푗(1 + �표(�휏2√�푑 log �푛)).
Now we recall two facts that are useful in our proofs.

Fact 4.15. For �푀 ∈ ℝ�푛×�푛, define ‖�푀‖∞ = max�푖,�푗∈[�푛] |�푀�푖�푗 |. Then ‖�푀‖op 6 �푛‖�푀‖∞.
Proof. This is because ‖�푀‖op 6 ‖�푀‖F 6 �푛‖�푀‖∞.
Fact 4.16. Let �푤1,⋯ , �푤�푛 ∈ �푑−1 be uniform random vectors in �푑−1, with �푛 > �푑. Then their gram matrix

with the diagonal set to zero satisfies ‖[⟨�푤�푖, �푤�푗 ⟩]0,�푛×�푛‖op 6 �푂 ( �푛�푑 ), with high probability.

The proof of Fact 4.16 follows from standard matrix concentration results (see e.g. [Ver18], Theorem

4.6.1 and Theorem 3.4.6). Now we are ready to prove Lemma 4.13.

Proof of Lemma 4.13. We firstly note that �푝0 = Θ(�푝) and �휆1 = Θ(�푝�휏). This follows from the proof of

Lemma 4.9. For each �푖, �푗 ∈ [�푛] with �푖 ≠ �푗 , we have that by Lemma 4.14,

�푝�푖,�푗
0 + �푑�휆�푖,�푗1 ⟨v�푖, v�푗⟩ − �푝0(1 + �퐿�푖�휆1�푑�휏/�푝0)(1 + �퐿�푗�휆1�푑�휏/�푝0) − �푑�휆1⟨�푢�푖, �푢�푗 ⟩

= (Δ�푝�푖,�푗
0 + �푝) + �푑(Δ�휆�푖,�푗1 + �휆1)⟨v�푖, v�푗⟩ − �푝0(1 + �퐿�푖�휆1�푑�휏/�푝0)(1 + �퐿�푗�휆1�푑�휏/�푝0) − �̃푑�휆1(�휏�푏�푖�푏�푗 + ��푖��푗 ⟨v�푖, v�푗⟩)

= −�휆1�푑�휏�표( log2 �푛�푑 ) − �휆21�휏2�푑2�퐿�푖�퐿�푗/�푝0 + �̃푑Δ�휆1⟨v�푖, v�푗 ⟩ − �푑�휆1(��푖��푗 − 1)⟨v�푖, v�푗⟩
=∶ �푓1(�푖, �푗) + �푓2(�푖, �푗) + �푓3(�푖, �푗) + �푓4(�푖, �푗).

For simplicity, again, we adopt a notation and write [�푎�푖,�푗]0,�푛×�푛 to denote the �푛 × �푛 matrix where each off-

diagonal entry equals �푎�푖,�푗 and the diagonal equals 0. Similarly, we write [�푎�푖,�푗]�푛×�푛 as the �푛 × �푛 matrix where

each entry equals �푎�푖,�푗 . Then we can rewrite our goal as to show that‖[�푝�푖,�푗
0 − �푑�휆�푖,�푗1 ⟨v�푖, v�푗 ⟩ − �푝0(1 + �퐿�푖�휆1�̃푑�휏/�푝0)(1 + �퐿�푗�휆1�푑�휏/�푝0) + �푑�휆1⟨�푢�푖, �푢�푗 ⟩]0,�푛×�푛‖op ≪ �푛�푝�휏2 log4(�푛).

Now according to the above computation, the left hand side can be reduced to‖[�푓1(�푖, �푗)]0,�푛×�푛 + [�푓2(�푖, �푗)]0,�푛×�푛 + [�푓3(�푖, �푗)]0,�푛×�푛 + [�푓4(�푖, �푗)]0,�푛×�푛‖op.
Note that by Lemma 4.14 and Fact 4.15, we have that‖[�푓1(�푖, �푗)]0,�푛×�푛‖op 6 �푛�휆1�푑�휏�표( log2 �푛�푑 ) 6 �표 (�푛�푝�휏2 log2 �푛) .
Similarly, by Lemma 4.14 and Fact 4.15, we have that‖[�푓2(�푖, �푗)]0,�푛×�푛‖op 6 �푛�휆21�휏2�푑2�푝0 �표( log2 �푛�푑 ) 6 �표 (�푛�푝�휏4�푑 log2 �푛) .
Furthermore, by Lemma 4.14, Fact 4.15, and Fact 4.16, we have that‖[�푓3(�푖, �푗)]0,�푛×�푛‖op = ‖[�휆1�푑2�휏2(�푏�푖�푏�푗 + �퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 ))⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op

6 ‖[�휆1�푑2�휏2�푏�푖�푏�푗 ⟨v�푖, v�푗⟩]0,�푛×�푛‖op + 2‖[�휆1�̃푑2�휏2�퐿�푖⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op + �푛�휆1�푑2�휏2�표( log2 �푛�푑 )�표( log �푛√�푑 )
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6 �휆1�푑2�휏2�표( log �푛√�푑 )�푂 (�푛�푑 ) + �휆1�푑2�휏2�표( log �푛√�푑 )�푂 ( �푛�푑 ) + �푛�휆1�푑2�휏2�표( log2 �푛�푑 )�표( log �푛√�푑 )

6 �표(�푛�휆1�푑2�휏2 log3 �푛�푑√�푑 ) 6 �표 (�푛�푝√�푑�휏3 log3 �푛) .
Finally, by Lemma 4.14, Fact 4.15, and Fact 4.16, we have that‖[�푓4(�푖, �푗)]0,�푛×�푛‖op = ‖[�푑�휆1(��푖��푗 − 1)⟨v�푖, v�푗⟩]0,�푛×�푛‖op = ‖[�푑�휆1(�퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 ))⟨v�푖, v�푗⟩]0,�푛×�푛‖op

= ‖[�̃푑�휆1(�퐿�푖 + �퐿�푗 )⟨v�푖, v�푗⟩]0,�푛×�푛‖op + ‖[�̃푑�휆1�표( log2 �푛�푑 )⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op
6 �푑�휆1�표( log �푛√�푑 )�푂 ( �푛�푑 ) + �푛�̃푑�휆1�표( log2 �푛�푑 ) �표( log �푛√�푑 ) 6 �표 (�푛�푝�휏 log3 �푛/√�푑) .

Combining the bounds for �푓1, �푓2, �푓3, and �푓4 together, we have that‖[�푓1(�푖, �푗)]0,�푛×�푛 + [�푓2(�푖, �푗)]0,�푛×�푛 + [�푓3(�푖, �푗)]0,�푛×�푛 + [�푓4(�푖, �푗)]0,�푛×�푛‖op
6 �표 (�푛�푝√�푑�휏3 log3 �푛) 6 �표 (�푛�푝�휏2 log4 �푛) .

In the rest of the subsection, we will prove the following lemma for relatively larger �휇.
Lemma 4.17. For �휏 < �휇 6 �푑−1/4 log−1/2(�푛), we have that‖�푝�푖,�푗

0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤) − diag ‖op ≪ �푛�푝�푑�휇4 log5(�푛),
with high probability. Here diag is the diagonal of the matrix on the left hand side.

Adopting the same notation, we have the following lemma.

Lemma 4.18. For �휏 < �휇 6 �푑−1/4 log−1/2(�푛), the following holds uniformly with high probability

�퐿�푖 = �표( log �푛√�푑 ), �−1�푖 = 1 − �퐿�푖 + �표( log2 �푛�푑 ), �푎�푖�푎�푗 = �푂(�휇2), ⟨v�푖, v�푗⟩ = �표( log �푛√�푑 ),
Δ�휏�푖,�푗 = −�푎�푖�푎�푗(1 − �퐿�푖 − �퐿�푗 + �표( log2 �푛�푑 )) − �휏(�퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 )),
Δ�푝�푖,�푗0 = −�휆1�푑Δ�휏�푖,�푗(1 + �푂(Δ�휏�푖,�푗�휏�푑))

= �휆1�푑 (�푎�푖�푎�푗(1 − �퐿�푖 − �퐿�푗 ) + �휏(�퐿�푖 + �퐿�푗 ) + �표(�휏3 log2 �푛) + �푂(�휇4�휏�푑)) ,
Δ�휆�푖,�푗1 = −�휆1�푑�휏Δ�휏�푖,�푗(1 + �푂(Δ�휏�푖,�푗�휏�푑))

= �휆1�푑�휏 (�푎�푖�푎�푗 (1 − �퐿�푖 − �퐿�푗 ) + �휏(�퐿�푖 + �퐿�푗 ) + �표(�휏3 log2 �푛) + �푂(�휇4�휏�푑)) .
Proof. The bounds on �퐿�푖, �−1�푖 , �푏�푖�푏�푗 , ⟨v�푖, v�푗⟩, and Δ�휏�푖,�푗 follows directly from concentration inequalities and

definitions. For Δ�푝�푖,�푗0 , we note that

Δ�푝�푖,�푗0 = �퐏�퐫�휉∼�푑

[�휉 ∈ (
√�푑�휏�푖,�푗 ,√�푑�휏)] = Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2) ∫

√�푑�휏√�푑�휏�푖,�푗 (1 − �휉2/�푑) �푑−32 �푑�휉

= −Δ�휏�푖,�푗√�푑 Γ(�푑/2)√�푑�휋Γ((�푑 − 1)/2)
(1 − �휏2) �̃푑−32 (1 + �푂(Δ�휏�푖,�푗�휏�푑)) = −�휆1�푑Δ�휏�푖,�푗(1 + �푂(Δ�휏�푖,�푗�휏�푑)).

Similarly, for Δ�휆�푖,�푗1 , we have that
Δ�휆�푖,�푗1 = 1√�푑 �퐄�휉∼�푑

[�휉�ퟏ(�휉 ∈ (
√�푑�휏�푖,�푗 ,√�푑�휏))] = Γ(�푑/2)

�푑√�휋Γ((�푑 − 1)/2) ∫
√�푑�휏√�푑�휏�푖,�푗 �휉(1 − �휉2/�푑) �̃푑−32 �푑�휉
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= −Δ�휏�푖,�푗�푑 Γ(�푑/2)
�푑√�휋Γ((�푑 − 1)/2)

�휏(1 − �휏2) �̃푑−32 (1 + �푂(Δ�휏�푖,�푗�휏�푑)) = −�휆1�푑�휏Δ�휏�푖,�푗(1 + �푂(Δ�휏�푖,�푗�휏�푑)).
Proof of Lemma 4.17. For each �푖, �푗 ∈ [�푛] with �푖 ≠ �푗 , we have that by Lemma 4.18

�푝�푖,�푗0 + �푑�휆�푖,�푗1 ⟨v�푖, v�푗⟩ − �푝0(1 + �퐿�푖�휆1�푑�휏/�푝0)(1 + �퐿�푗�휆1�̃푑�휏/�푝0) − �푑�휆1⟨�푢�푖, �푢�푗 ⟩
= (Δ�푝�푖,�푗0 + �푝0) + �̃푑(Δ�휆�푖,�푗1 + �휆1)⟨v�푖, v�푗⟩ − �푝0(1 + �퐿�푖�휆1�푑�휏/�푝0)(1 + �퐿�푗�휆1�푑�휏/�푝0) − �푑�휆1(�푎�푖�푎�푗 + ��푖��푗⟨v�푖, v�푗 ⟩)
= �̃푑�휆1(�표(�휏3 log2 �푛) + �푂(�휇4�휏�푑)) − �휆21�휏2�푑2�퐿�푖�퐿�푗/�푝0 + �푑Δ�휆1⟨v�푖, v�푗⟩ − �푑�휆1(��푖��푗 − 1)⟨v�푖, v�푗 ⟩
=∶ �푓1(�푖, �푗) + �푓2(�푖, �푗) + �푓3(�푖, �푗) + �푓4(�푖, �푗).

We follow the same proof strategy as in Lemma 4.13, with slightly different bounds. Note that by Lemma 4.14

and Fact 4.15, we have that‖[�푓1(�푖, �푗)]0,�푛×�푛‖op 6 �푛�푑�휆1�표(�휏3 log2 �푛) + �푛�푑�휆1�푂(�휇4�휏�푑) 6 �표 (�푛�푝�푑�휏4 log2 �푛) + �푂(�푛�푝�푑2�휏2�휇4).
Similarly, by Lemma 4.14 and Fact 4.15, we have that‖[�푓2(�푖, �푗)]0,�푛×�푛‖op 6 �푛�휆21�휏2�푑2�푝0 �표( log2 �푛�푑 ) 6 �표 (�푛�푝�휏4�푑 log2 �푛) .
Furthermore, by Lemma 4.14, Fact 4.15, and Fact 4.16, we have that‖[�푓3(�푖, �푗)]0,�푛×�푛‖op = ‖[�휆1�푑2�휏 (�푎�푖�푎�푗 (1 − �퐿�푖 − �퐿�푗 ) + �휏(�퐿�푖 + �퐿�푗 ) + �표(�휏3 log2 �푛) + �푂(�휇4�휏�푑)) ⟨v�푖, v�푗⟩]0,�푛×�푛‖op
6 ‖[�휆1�푑2�휏�푎�푖�푎�푗⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op + 2‖[�휆1�푑2�휏�푎�푖�푎�푗�퐿�푖⟨v�푖, v�푗⟩]0,�푛×�푛‖op + 2‖[�휆1�푑2�휏2�퐿�푖⟨v�푖, v�푗⟩]0,�푛×�푛‖op

+ �푛�휆1�푑2�휏�표(�휏3 log2 �푛)�표( log �푛√�푑 ) + �푛�휆1�푑2�휏�표(�휇4�휏�푑)�푂( log �푛√�푑 )
6 �휆1�푑2�휏�휇2�푂 (�푛�푑 ) + �휆1�푑2�휏�휇2�표( log �푛√�푑 )�푂 (�푛�푑 ) + �휆1�푑2�휏2�표( log �푛√�푑 )�푂 ( �푛�푑 )

+ �푛�휆1�푑2�휏�표(�휏3 log2 �푛)�표( log �푛√�푑 ) + �푛�휆1�푑2�휏�표(�휇4�휏�푑)�푂( log �푛√�푑 )
6 �표 (�푛�푝�휏5�푑3/2 log3 �푛 + �푛�푝�휏3�푑5/2�휇4) = �표 (�푛�푝�휏2 log9/2 �푛 + �푛�푝�푑�휇4 log5/2 �푛) .

Finally, by Lemma 4.14, Fact 4.15, and Fact 4.16, we have that‖[�푓4(�푖, �푗)]0,�푛×�푛‖op = ‖[�푑�휆1(��푖��푗 − 1)⟨v�푖, v�푗⟩]0,�푛×�푛‖op = ‖[�푑�휆1(�퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 ))⟨v�푖, v�푗⟩]0,�푛×�푛‖op
= ‖[�̃푑�휆1(�퐿�푖 + �퐿�푗 )⟨v�푖, v�푗⟩]0,�푛×�푛‖op + ‖[�̃푑�휆1�표( log2 �푛�푑 )⟨v�푖, v�푗 ⟩]0,�푛×�푛‖op
6 �푑�휆1�표( log �푛√�푑 )�푂 ( �푛�푑 ) + �푛�̃푑�휆1�표( log2 �푛�푑 ) �표( log �푛√�푑 ) 6 �표 (�푛�푝�휏 log3 �푛/√�푑) .

Combining the bounds for �푓1, �푓2, �푓3, and �푓4 together, we have that‖[�푓1(�푖, �푗)]0,�푛×�푛 + [�푓2(�푖, �푗)]0,�푛×�푛 + [�푓3(�푖, �푗)]0,�푛×�푛 + [�푓4(�푖, �푗)]0,�푛×�푛‖op
6 �표 (�푛�푝�휏2 log9/2 �푛 + �푛�푝�푑�휇4 log5/2 �푛) = �표(�푛�푝�푑�휇4 log5 �푛).

4.5 Accounting for the diagonal

In this section, we will prove Proposition 2.2 by combining Proposition 4.1 with Lemma 4.13, and prove

Proposition 2.4 by combining Proposition 4.1 with Lemma 4.17. Directly combining Proposition 4.1 with
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Lemma 4.13, we have that for �휇 6 �휏,‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤) − diag ‖op w.h.p.≪ log9(�푛)max(�푛�푝�휏2,√�푛�푝).
And similarly, directly combining Proposition 4.1 with Lemma 4.17, we have that for �휏 < �휇 6 �푑−1/4 log−1/2(�푛),‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤) − diag ‖op w.h.p.≪ log9(�푛)max(�푛�푝�푑�휇4,√�푛�푝).
The remaining of the task is to bound the diagonal of �퐴−(�푝01̃�푛1̃⊤�푛 −�푑�휆1�푈�푈⊤). Note that we have that with
high probability,

�푝0(1̃�푛)2�푖 = �푝0(1 + �퐿�푖�휆1�푑�휏/�푝0)2 = �푂(�푝0).
Furthermore, with high probability,

�푑�휆1⟨�푢�푖, �푢�푖⟩ = �푑�휆1(�푏2�푖 + �2�푖 ) = �푂(�푑�푝�휏).
Define diag to be the diagonal (matrix) of �퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤). Therefore, for �휇 6 �휏, with high

probability, ‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤)‖op
6 ‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤) − diag ‖op + ‖ diag(�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤))‖op
6 �표(log4(�푛)max(�푛�푝�휏2,√�푛�푝)) + �푂(�푝0) + �푂(�푑�푝�휏)
6 �표(log4(�푛)max(�푛�푝�휏2,√�푛�푝)).

And similarly, for �휏 < �휇 6 �푑−1/4 log−1/2(�푛), we have that with high probability,‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤)‖op
6 ‖�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤) − diag ‖op + ‖ diag(�퐴 − (�푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤))‖op
6 �표(log5(�푛)max(�푛�푝�푑�휇4,√�푛�푝)) + �푂(�푝0) + �푂(�푑�푝�휏)
6 �표(log5(�푛)max(�푛�푝�푑�휇4,√�푛�푝)).

4.6 Hypothesis testing

We begin by recalling our hypothesis testing algorithm. Define �휏′ to be the connectivity threshold for

the one-community model �푮�푛,�푑(�푝, 0). Correspondingly, as in equation Equation (3), we define �휆′�푘 to be

the normalized Gegenbauer polynomial expansion coefficient of 1(�푥 >

√�푑�휏′). For the task of hypothesis

testing, we check if the second largest eigenvalue of �퐴 satisfies

�휂1 > �푛�휆′1(1 + 1
2 max

{√ log 1/�푝�푑 ,√ �푑�푛�푝 log 1
�푝

}
log9 �푛) .

If so, we declare the model to be the separated mixture model. Otherwise, we say the model is the one-

community model.

Theorem (Restatement of Theorem 1.5). Define the one-community model to be the null hypothesis �퐻0 =
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�푮�푛,�푑(�푝, 0) and the separated mixture model to be the alternative hypothesis �퐻1 = �푮�푛,�푑(�푝, �휇). If �푑, �푛, �휇 satisfy

�휇2 > max
{√ log 1/�푝�푑3 ,√ 1�푛�푝�푑 log 1

�푝

}
log9 �푛, log16 �푛 ≪ �푑 < �푛, �푝�푛 ≫ 1, �푝 ∈ [0, 1/2 − �휀],

then if we run the spectral algorithm described above on input graph �퐺 we have that

min {�퐏�퐫(accept �퐻0 ∣ �퐺 ∼ �퐻0), �퐏�퐫(reject �퐻0 ∣ �퐺 ∼ �퐻1)} > 1 − �표�푛(1),
In other words, both type 1 error and type 2 error go to zero as �푛 goes to infinity.

In the rest of the subsection, we will firstly prove Theorem 2.1 and Theorem 2.3. This will allow us

prove Theorem 1.5.

As the vector 1̃�푛 is not necessarily orthogonal to columns of �푈 , we next prove a proposition that shows
that they are not far away from othogononality, and in fact the same results hold for the projection. Define

a projected matrix as

(�푈�푈⊤) ∶= (�퐼 − 1̃�푛1̃⊤�푛‖1̃�푛‖2) �푈�푈⊤ (�퐼 − 1̃�푛1̃⊤�푛‖1̃�푛‖2) .
Proposition 4.19. For �휇 6 �푑−1/4 log−1/2(�푛), we have that the following holds with high probability,‖�퐴 − �푝01̃�푛1̃⊤�푛 − �푑�휆1(�푈�푈⊤)‖op ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝} , if �휇 6 �휏,‖�퐴 − �푝01̃�푛1̃⊤�푛 − �푑�휆1(�푈�푈⊤)‖op ≪ log9(�푛)max
{�푛�푝�푑�휇4,√�푛�푝} , if �휏 < �휇 6 �푑−1/4 log−1/2(�푛).

Proof of Proposition 4.19. We will show that with high probability,‖�푈�푈⊤ − (�푈�푈⊤)‖op = �푂(log(�푛)). (13)

Together with Proposition 2.2 and Proposition 2.4, this would imply the proposition, since �푑�휆1 log �푛 is

much smaller than the right hand sides of the proposition. To bound the operator norm, we note that

�푈�푈⊤ − (�푈�푈⊤) = − 1̃�푛1̃
⊤�푛‖1̃�푛‖2 �푈�푈⊤ − �푈�푈⊤ 1̃�푛1̃⊤�푛‖1̃�푛‖2 + ‖1̃⊤�푛�푈 ‖2‖1̃�푛‖4 1̃�푛1̃⊤�푛 .

We will bound the operator norm of each of the summands above separately. By definition, �푈 can be

written as

�푈�푘,1 = �휇�푆�푖 + �푁�푘,1, �푈�푘,�푗 = �푁�푘,�푗 for �푗 ∈ {2,⋯ , �푑},
where all �푁�푘,�푗 are i.i.d.  (0, 1/�푑) and �푆�푖 represents the community information, which are i.i.d. samples

from {±1} with probability 1/2 each. Recall that �퐿�푘 = ��푘 − 1 and ��푘 is defined to be the length of �푤�푖,
which equals

√�푈 2�푘,2 +⋯�푈 2�푘,�푑 . We note that, �퐿�푘 is independent of �푆�푘 and �푁�푘,1. Therefore, by Lemma 4.14,

Lemma 4.18 and concentration inequalities for subgaussian random variables,

|||(1̃⊤�푈 )1||| = ||||| �푛∑
�푘=1

(1 + �퐿�푘�휆1�푑�휏/�푝0)(�휇�푆�푘 + �푁�푘,1)
||||| = �푂(√

log(�푛)�푛(1
�푑 + �휇2)) ,
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with high probability. Now for general �푗 ∈ {2,⋯ , �푑}, we have that|||(1̃⊤�푈 )�푗 ||| = ||||| �푛∑
�푘=1

(1 + �퐿�푘�휆1�푑�휏/�푝0)�푁�푘,�푗
||||| 6 ||||| �푛∑

�푘=1
�푁�푘,�푗

||||| + �휆1�푑�휏/�푝0
||||| �푛∑
�푘=1

(��푘 − 1)�푁�푘,�푗
||||| .

The first term is again bounded by �푂(√log(�푛)�푛/�푑). For the second term, we note that by Lemma 4.14 and

Lemma 4.18, the term ��푘 − 1 = �표(log �푛/√�푑) uniformly with high probability. Therefore, by concentration

inequalities for subgaussian random variables again, we have that

�휆1�푑�휏/�푝0
||||| �푛∑
�푘=1

(��푘 − 1)�푁�푘,�푗
||||| 6 �휆1�푑�휏/�푝0

√�푛 log3(�푛)
�푑2 ≪

√
log(�푛)�푛

�푑 ,
with high probability uniformly in �푗 . Therefore we have that

‖1̃⊤�푛�푈 ‖2 = (1̃⊤�푈 )21 +
�푑∑

�푗=2
(1̃⊤�푈 )2�푗 = �푂(�푛�휇2 log �푛) + �푂(�푛 log �푛) = �푂 (�푛 log �푛) ,

with high probability, provided that �휇2 = �푂(1). This implies that with high probability,‖‖‖‖‖ ‖1̃⊤�푛�푈 ‖2‖1̃�푛‖4 1̃�푛1̃⊤�푛
‖‖‖‖‖op = ‖1̃⊤�푛�푈 ‖2‖1̃�푛‖4 ‖‖‖1̃�푛1̃⊤�푛 ‖‖‖op = ‖1̃⊤�푛�푈 ‖2‖1̃�푛‖2 = �푂(log(�푛)).

Similarly, we have that with high probability,‖‖‖‖‖ 1̃�푛1̃⊤�푛‖1̃�푛‖2 �푈�푈⊤‖‖‖‖‖op 6 �푑∑
�푗=1

‖‖‖‖‖ 1̃�푛1̃⊤�푛‖1̃�푛‖2 (�푈 �푗 )(�푈 �푗 )⊤
‖‖‖‖‖op = �푑∑

�푗=1
(1̃⊤�푈 )2�푗‖1̃�푛‖2 = �푂(log(�푛)),

where �푈 �푗 denotes the �푗-th column of �푈 . Putting the above estimates together, we have that‖‖�푈�푈⊤ − (�푈�푈⊤)‖‖op = �푂(log(�푛)).

To facilitate the proof, we cite a useful result concerning the spectrum of �푈�푈⊤.
Lemma 4.20 (Spectrum of �푈�푈⊤). Let �휆1(�푈�푈⊤) be the largest eigenvalue of �푈�푈⊤, where each row is sampled

from the Gaussian mixture distribution 1
2 (−�휇 ⋅ �푒1, 1�푑1�푑) + 1

2 (�휇 ⋅ �푒1, 1�푑1�푑). Then we have that||||�휆1(�푈�푈⊤) − (�휇2�푛 + �푛
�푑)|||| 6 �푂(√�푑

�푛 (�휇2�푛 + �푛
�푑)) ,

with high probability. Similarly, if where each row is sampled from the Gaussian distribution (0, 1�푑1�푑), then
we have that ||||�휆1(�푈�푈⊤) − (�푛�푑)|||| 6 �푂(√�푛

�푑) ,
with high probability.

Proof. This follows from Theorem 4.6.1 in [Ver18].
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Proof of Theorem 2.1. Recall that (see the definitions before Theorem 2.1) we used �휂0 and �푤0 to denote

the first eigenvalue and eigenvector of the adjacency matrix �퐴 respectively. Similarly, as before, we use

�푑�휆1UU⊤ to denote the projection of �퐴 onto the subspace spanned by its second to �푑 + 1-th eigenvector. By

Proposition 2.2, we have that‖�퐴 − �휂0�푤0�푤⊤
0 − �푑�휆1UU⊤‖op ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝} .
Combining with Proposition 4.19, we have that‖�휂0�푤0�푤⊤

0 + �푑�휆1UU⊤ − �푝01̃�푛1̃⊤�푛 − �푑�휆1(�푈�푈⊤)‖op ≪ log9(�푛)max
{�푛�푝�휏2,√�푛�푝} .

We note that the first eigenvalue of �푝01̃�푛1̃⊤�푛 + �푑�휆1(�푈�푈⊤) is �푝0‖1̃�푛‖2 = Θ(�푝�푛) and the second eigenvalue

of it satisfies

�휆2(�푝01̃�푛1̃⊤�푛 + �푑�휆1(�푈�푈⊤)) = �푑�휆1 ⋅ �휆1((�푈�푈⊤)) 6 �푑�휆1�푂(�휇2�푛 + �푛
�푑 +

√�푑
�푛 (�휇2�푛 + �푛

�푑) + log(�푛)) ≪ �푝�푛,

by Equation (13) and Lemma 4.20. Thus, by the Davis-Kahan sin �휃 theorem (Theorem 4.5.5 in [Ver18]), we

have that there exist �휃 ∈ {±1}, such that‖‖‖‖‖�휃�푤0 −
1̃�푛‖1̃�푛‖ ‖‖‖‖‖2 ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝}
�푝�푛 . (14)

Without loss of generality, assume �휃 = 1. Therefore by Equation (14), we have that‖�휂0�푤0�푤⊤
0 − �푝01̃�푛1̃⊤�푛 ‖op 6 |�휂0 − �푝0‖1̃�푛‖2| + �푝0‖1̃�푛‖2‖(�푤0�푤⊤

0 − 1̃�푛1̃⊤�푛/‖1̃�푛‖2)‖op
6 |�휂0 − �푝0‖1̃�푛‖2| + 2�푝0‖1̃�푛‖2‖�푤0 − 1̃�푛/‖1̃�푛‖‖ ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝} .
Therefore, combine the above with the fact that ‖�푈�푈⊤ − (�푈�푈⊤)‖op = �푂(log(�푛)), we have that‖�푑�휆1UU⊤ − �푑�휆1�푈�푈⊤‖op ≪ log9(�푛)max

{�푛�푝�휏2,√�푛�푝} .
As |�푑�휆1 − �푑�휆1| = �휆 = �푂(�푝�휏), we thus have that

‖UU⊤ − �푈�푈⊤‖op 6 1
�푑�푝�휏 ‖(�푑�푝�휏UU⊤ − �̃푑�휆1�푈�푈⊤)‖op + 1

�푑�푝�휏 ‖(�푑�푝�휏 − �푑�휆1)�푈�푈⊤)‖op
= �표( 1

�푑�푝�휏 log9(�푛)max
{�푛�푝�휏2,√�푛�푝}) + �푂( 1

�푑�푝�휏�푝�휏 (�푛�푑 + �휇2�푛))
= �표(max

{�푛�휏
�푑 ,

√�푛√�푝�푑�휏
}
log9(�푛)) .

Proof of Theorem 2.3. We use the same proof idea for large �휇. By Proposition 2.4, we have that‖�퐴 − �휂0�푤0�푤⊤
0 − �푑�휆1UU⊤‖op ≪ log9(�푛)max

{�푛�푝�푑�휇4,√�푛�푝} .
Combining with Proposition 4.19, we have that‖�휂0�푤0�푤⊤

0 + �푑�휆1UU⊤ − �푝01̃�푛1̃⊤�푛 − �̃푑�휆1(�푈�푈⊤)‖op ≪ log9(�푛)max
{�푛�푝�푑�휇4,√�푛�푝} .
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We note that the first eigenvalue of �푝01̃�푛1̃⊤�푛 + �푑�휆1(�푈�푈⊤) is �푝0‖1̃�푛‖2 = Θ(�푝�푛) and the second eigenvalue

of it satisfies

�휆2(�푝01̃�푛1̃⊤�푛 + �푑�휆1(�푈�푈⊤)) = �푑�휆1 ⋅ �휆1((�푈�푈⊤)) 6 �푑�휆1�푂(�휇2�푛 + �푛
�푑 +

√�푑
�푛 (�휇2�푛 + �푛

�푑) + log(�푛)) ≪ �푝�푛,

by Equation (13) and Lemma 4.20. Thus, by the Davis-Kahan sin �휃 theorem (Theorem 4.5.5 in [Ver18]), we

have that there exist �휃 ∈ {±1}, such that‖‖‖‖‖�휃�푤0 −
1̃�푛‖1̃�푛‖ ‖‖‖‖‖2 ≪ log9(�푛)max

{�푛�푝�푑�휇4,√�푛�푝}
�푝�푛 . (15)

Without loss of generality, assume �휃 = 1. Therefore by Equation (15), we have that‖�휂0�푤0�푤⊤
0 − �푝01̃�푛1̃⊤�푛 ‖op 6 |�휂0 − �푝0‖1̃�푛‖2| + �푝0‖1̃�푛‖2‖(�푤0�푤⊤

0 − 1̃�푛1̃⊤�푛/‖1̃�푛‖2)‖op
6 |�휂0 − �푝0‖1̃�푛‖2| + 2�푝0‖1̃�푛‖2‖�푤0 − 1̃�푛/‖1̃�푛‖‖ ≪ log9(�푛)max

{�푛�푝�푑�휇4,√�푛�푝} .
Therefore, combine the above with the fact that ‖�푈�푈⊤ − (�푈�푈⊤)‖op = �푂(log(�푛)), we have that‖�푑�휆1UU⊤ − �푑�휆1�푈�푈⊤‖op ≪ log9(�푛)max

{�푛�푝�푑�휇4,√�푛�푝} .
As |�푑�휆1 − �푑�휆1| = �휆1 = �푂(�푝�휏), we thus have that

‖UU⊤ − �푈�푈⊤‖op 6 1
�푑�푝�휏 ‖(�푑�푝�휏UU⊤ − �푑�휆1�푈�푈⊤)‖op + 1

�푑�푝�휏 ‖(�푑�푝�휏 − �푑�휆1)�푈�푈⊤)‖op
= �표( 1

�푑�푝�휏 log9(�푛)max
{�푛�푝�푑�휇4,√�푛�푝}) + �푂( 1

�푑�푝�휏�푝�휏 (�푛�푑 + �휇2�푛))
= �표(max

{�푛�휇4
�푑�휏 ,

√�푛√�푝�푑�휏
}
log9(�푛)) .

Proof of Theorem 1.5. We use subscripts g andm to denote terms in the Gaussian model and in the mixture

model respectively. In the Gaussian model �푮�푛,�푑(0, �휏′), by combining Theorem 2.1 with Lemma 4.20, we

have that the largest eigenvalue of UgU⊤
g satisfies

�휆1(UgU
⊤
g ) 6

�푛
�푑 + �푂(√�푛

�푑) + �표(max
{�푛�휏′

�푑 ,
√�푛√�푝�푑�휏′

}
log9(�푛))

with high probability. Therefore, in the testing problem,

�휆2(�퐴g) = �푑�휆′1 ⋅ �휆1(UgU⊤
g ) =

�푛�푑�휆′1�푑 + �표(�푑�휆′1max
{�푛�휏′

�푑 ,
√�푛√�푝�푑�휏′

}
log9(�푛))

= �푛�휆′1 + �표(�푑�휆′1max
{�푛�휏′

�푑 ,
√�푛√�푝�푑�휏′

}
log9(�푛))

= �푛�휆′1(1 + �표(max
{
�휏′, 1√�푛�푝�휏′} log9(�푛)))
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< �푛�휆′1(1 + 1
2 max

{√
log 1/�푝�푑 ,√ �푑�푛�푝 log 1

�푝

}
log9 �푛) ,

where the last inequality follows from the fact that �휏′ = Θ(
√
log(1/�푝)/�푑), by Lemma 4.8. Therefore,

�퐏�퐫(accept �퐻0 ∣ �퐺 ∼ �퐻0) > 1− �표�푛(1) holds. Now in the mixture model�푮�푛,�푑(�휇, �휏), by combining Theorem 2.1

with Lemma 4.20, we have that when �휇 6 �휏,

�휆1(UmU
⊤
m) > �휇2�푛 + �푛

�푑 + �푂(√�푑
�푛 (�휇2�푛 + �푛

�푑)) − �표(max
{�푛�휏

�푑 ,
√�푛√�푝�푑�휏} log9(�푛))

= �휇2�푛 + �푛
�푑 − �표(max

{�푛�휏
�푑 ,

√�푛√�푝�푑�휏} log9(�푛)) ,
with high probability. For �휇 6 �휏 satisfying the conditions in Theorem 1.5, we have that

�휆2(�퐴m) = �푑�휆′1 ⋅ �휆1(UmU⊤
m) = �̃푑�휆′1�휇2�푛 + �푛�푑�휆′1�푑 − �표(�푑�휆′1 max

{�푛�휏
�푑 ,

√�푛√�푝�푑�휏} log9(�푛))
> �푛�휆′1(�푑�휇2 + 1 − �표(max

{�휏
�푑 ,

1√�푛�푝�휏} log9(�푛)))
> �푛�휆′1(�푑max

{√
log 1/�푝�푑3 ,√ 1�푛�푝�푑 log 1

�푝

}
log9 �푛 + 1 − �표(max

{�휏
�푑 ,

1√�푛�푝�휏
}
log9(�푛)))

> �푛�휆′1(1 + 1
2 max

{√
log 1/�푝�푑 ,√ �푑�푛�푝 log 1

�푝

}
log9 �푛) ,

where again the last inequality follows from the fact that �휏 = Θ(
√
log(1/�푝)/�푑), by Lemma 4.8. Therefore,

we have �퐏�퐫(reject �퐻0 ∣ �퐺 ∼ �퐻1) > 1 − �표�푛(1). Now �휇 > �휏, by combining Theorem 2.3 with Lemma 4.20, we

have that,

�휆1(UmU⊤
m) > �휇2�푛 + �푛

�푑 + �푂(√�푑
�푛 (�휇2�푛 + �푛

�푑)) − �표(max
{�푛�휇4

�푑�휏 ,
√�푛√�푝�푑�휏

}
log9(�푛))

= �휇2�푛 + �푛
�푑 − �표(max

{�푛�휇4
�푑�휏 ,

√�푛√�푝�푑�휏
}
log9(�푛)) ,

with high probability. Therefore, for �휇 > �휏 satisfying the conditions in Theorem 1.5, we have that

�휆2(�퐴m) = �푑�휆′1 ⋅ �휆1(UmU⊤
m)

= �푑�휆′1�휇2�푛 + �푛�푑�휆′1�푑 − �표(�푑�휆′1 max
{�푛�휇4

�푑�휏 ,
√�푛√�푝�푑�휏} log9(�푛))

> �푛�휆′1(�̃푑�휇2 + 1 − �표(max
{�휇4
�푑�휏 ,

1√�푛�푝�휏
}
log9(�푛)))

> �푛�휆′1(1 + 1
3�푑�휇2 +

1
2�푑max

{√
log 1/�푝�푑3 ,√ 1�푛�푝�푑 log 1

�푝

}
log9 �푛)

> �푛�휆′1(1 + 1
2 max

{√
log 1/�푝�푑 ,√ �푑�푛�푝 log 1

�푝

}
log9 �푛) ,

where again we used the fact that �휏 = Θ(
√
log(1/�푝)/�푑), by Lemma 4.8. Therefore, we have �퐏�퐫(reject �퐻0 ∣�퐺 ∼ �퐻1) > 1 − �표�푛(1). Therefore, the statement follows.
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4.7 Latent vector embedding

In this subsection, we prove our latent vector embedding results. We re-state our theorem in terms of �휏
for convenience.

Theorem (Restatement of Theorem 1.4). Suppose that �푛, �푑 ∈ ℤ+ and �휇 ∈ ℝ+, and �푝 ∈ [0, 1/2 − �휀] for
any constant �휀 > 0, satisfy the conditions log16 �푛 ≪ �푑 < �푛, �휇2 6 1/(

√�푑 log �푛), and �푝�푛 ≫ 1. Then given

�퐺 ∼ �푮�푛,�푑(�휇, �휏) generated by latent vectors �푢1,… , �푢�푛 ∈ ℝ�푑 , the spectral algorithm described before produces

vectors �̂푢1,… , �̂푢�푛 which satisfy

�퐄�푖,�푗∼[�푛] |⟨�̂푢�푖, �̂푢�푗 ⟩ − ⟨�푢�푖, �푢�푗 ⟩| ≪ max
{
�휏, �휇2�휏 , 1√�푛�푝�휏} log9 �푛 �퐄�푖,�푗∼[�푛] |⟨�푢�푖, �푢�푗 ⟩|,

with high probability as �푛 goes to infinity.
We state another approximation theorem in terms of the spectral distance between the matrices.

Theorem 4.21. Suppose that �푛, �푑 ∈ ℤ+ and �휇 ∈ ℝ+, and �푝 ∈ [0, 1/2 − �휀] for any constant �휀 > 0, satisfy the

conditions log16 �푛 ≪ �푑 < �푛, �휇2 6 1/(
√�푑 log �푛), and �푝�푛 ≫ 1, we have that

‖UU⊤ − �푈�푈⊤‖op ≪ 1
1 + �휇2�푑 max

{
�휏, �휇4�푑�휏 ,

1√�푛�푝�휏} log9(�푛)‖�푈�푈⊤‖op,
with high probability as �푛 goes to infinity.
Proof of Theorem 4.21. This theorem follows directly by Theorem 2.1, Theorem 2.3, and Lemma 4.20.

In the rest of the subsection, we prove Theorem 1.4. We firstly prove a proposition that bounds the

Frobenius norm of UU⊤ − �푈�푈⊤.
Proposition 4.22. We have that for any �휇 6 �푑−1/4 log−1/2(�푛),

‖UU⊤ − �푈�푈⊤‖F w.h.p.≪ √�푑max
{�푛�휏

�푑 , �푛�휇2�푑�휏 ,
√�푛√�푝�푑�휏} log9(�푛).

Proof. When �휇 6 �휏, by Theorem 2.1, we have that

‖UU⊤ − �푈�푈⊤‖F 6 √
2�푑‖UU⊤ − �푈�푈⊤‖op w.h.p.≪ √�푑max

{�푛�휏
�푑 ,

√�푛√�푝�푑�휏} log9(�푛).
When �휏 < �휇 6 �푑−1/4 log−1/2(�푛), by a similar proof as that of Lemma 4.17, we have thatwith high probability‖�푝�푖,�푗

0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤) − diag ‖F
6 ‖[�푓1(�푖, �푗)]0,�푛×�푛 + [�푓2(�푖, �푗)]0,�푛×�푛 + [�푓3(�푖, �푗)]0,�푛×�푛 + [�푓4(�푖, �푗)]0,�푛×�푛‖F.

For the first term, we have that ‖[�푓1(�푖, �푗)]0,�푛×�푛‖F 6 �표 (�푛�푝�푑�휏4 log2 �푛)+�푂(�푛�푝�푑2�휏2�휇4). And for the second term,

similarly, we have that ‖[�푓2(�푖, �푗)]0,�푛×�푛‖F 6 �표 (�푛�푝�휏4�푑 log2 �푛). For the third term, we have that‖[�푓3(�푖, �푗)]0,�푛×�푛‖F = ‖[�휆1�푑2�휏 (�푎�푖�푎�푗 (1 − �퐿�푖 − �퐿�푗 ) + �휏(�퐿�푖 + �퐿�푗 ) + �표(�휏3 log2 �푛) + �푂(�휇4�휏�푑)) ⟨v�푖, v�푗⟩]0,�푛×�푛‖F
6 ‖[�휆1�푑2�휏�푎�푖�푎�푗⟨v�푖, v�푗 ⟩]0,�푛×�푛‖F + 2‖[�휆1�푑2�휏�푎�푖�푎�푗�퐿�푖⟨v�푖, v�푗 ⟩]0,�푛×�푛‖F + 2‖[�휆1�푑2�휏2�퐿�푖⟨v�푖, v�푗 ⟩]0,�푛×�푛‖F

+ �푛�휆1�푑2�휏�표(�휏3 log2 �푛)�표( log �푛√�푑 ) + �푛�휆1�푑2�휏�표(�휇4�휏�푑)�푂( log �푛√�푑 )
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6 �휆1�푑2�휏�휇2�푂 ( �푛√�푑) + �휆1�̃푑2�휏�휇2�표( log �푛√�푑 )�푂 ( �푛√�푑) + �휆1�푑2�휏2�표( log �푛√�푑 )�푂 ( �푛√�푑)
+ �푛�휆1�푑2�휏�표(�휏3 log2 �푛)�표( log �푛√�푑 ) + �푛�휆1�푑2�휏�표(�휇4�휏�푑)�푂( log �푛√�푑 )

6 �표 (�푛�푝�휏5�푑2 log3 �푛 + �푛�푝√�푑�휇2 log �푛) .
Furthermore,‖[�푓4(�푖, �푗)]0,�푛×�푛‖F = ‖[�̃푑�휆1(��푖��푗 − 1)⟨v�푖, v�푗⟩]0,�푛×�푛‖F = ‖[�푑�휆1(�퐿�푖 + �퐿�푗 + �표( log2 �푛�푑 ))⟨v�푖, v�푗⟩]0,�푛×�푛‖F

= ‖[�푑�휆1(�퐿�푖 + �퐿�푗 )⟨v�푖, v�푗 ⟩]0,�푛×�푛‖F + ‖[�̃푑�휆1�표( log2 �푛�푑 )⟨v�푖, v�푗⟩]0,�푛×�푛‖F
6 �푑�휆1�표( log �푛√�푑 )�푂 ( �푛√�푑) + �푛�푑�휆1�표( log2 �푛�푑 ) �표( log �푛√�푑 ) 6 �표 (�푛�푝�휏 log �푛) .

Putting all the inequalities together, we have that‖�푝�푖,�푗
0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤) − diag ‖F = �표(�푛�푝�휏 log5 �푛 + �푛�푝√�푑�휇2 log �푛).

We also note that by the same argument as in the proof of Proposition 2.2 and Proposition 2.4,‖ diag ‖F = �푂(√�푛�푑�푝�휏) = �표(√�푑�푛�푝 log4(�푛)).
Therefore, we know that‖�푝�푖,�푗0 1�푛1⊤�푛 + �푑�휆�푖,�푗1 �푉�푉 ⊤ − (�푝01̃�푛1̃⊤�푛 + �푑�휆1�푈�푈⊤)‖F = �표(�푛�푝�휏 log5 �푛 + �푛�푝√�푑�휇2 log �푛).
By Proposition 4.1, we further have that with high probability,‖�휂0�푤0�푤⊤0 + �푑�휆1UU⊤ − �푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤‖F

= �표 (max
{�푛�푝�휏2,√�푛�푝}√�푑 log9(�푛)) + �표(�푛�푝�휏 log5 �푛 + �푛�푝√�푑�휇2 log �푛)

≪ max
{�푛�푝�휏2,√�푛�푝, �푛�푝�휇2}√�푑 log9(�푛).

Thus, we have that‖�푑�휆1UU⊤ − �푑�휆1�푈�푈⊤‖F
6 ‖�휂0�푤0�푤⊤

0 + �푑�휆1UU⊤ − �푝01̃�푛1̃⊤�푛 − �푑�휆1�푈�푈⊤‖F + ‖�휂0�푤0�푤⊤
0 − �푝01̃�푛1̃⊤�푛 ‖F

≪ max
{�푛�푝�휏2,√�푛�푝, �푛�푝�휇2}√�푑 log9(�푛).

We thus have that

�푑�휆1‖UU⊤ − �푈�푈⊤‖F 6 ‖�푑�휆1UU⊤ − �푑�휆1�푈�푈⊤‖F + |�푑�휆1 − �푑�휆1|‖�푈�푈⊤‖F
≪ max

{�푛�푝�휏2,√�푛�푝, �푛�푝�휇2}√�푑 log9(�푛).
As |�푑�휆1 − �푑�휆1| = �푂(�휆1) = �푂(�푝�휏), we thus have that

‖UU⊤ − �푈�푈⊤‖F ≪ 1
�푑�휆1 max

{�푛�푝�휏2,√�푛�푝, �푛�푝�휇2}√�푑 log9(�푛) = �푂(max
{�푛�휏

�푑 , �푛�휇2�푑�휏 ,
√�푛√�푝√�푑�휏} log9(�푛)) .
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Proof of Theorem 1.4. We note that by Cauchy–Schwarz inequality and Proposition 4.22,

1
�푛2 ∑

�푖,�푗∈[�푛]
|⟨�̂푢�푖, �̂푢�푗 ⟩ − ⟨�푢�푖, �푢�푗 ⟩| 6 √

1
�푛2 ∑

�푖,�푗∈[�푛]
|⟨u�푖, u�푗⟩ − ⟨�푢�푖, �푢�푗 ⟩|2 = 1

�푛 ‖UU⊤ − �푈�푈⊤‖F
≪

√�푑
�푛 max

{�푛�휏
�푑 , �푛�휇2�푑�휏 ,

√�푛√�푝�푑�휏} log9(�푛).
Therefore, our goal remains to show that

1
�푛2 ∑

�푖,�푗∈[�푛]
|⟨�푢�푖, �푢�푗 ⟩| = Ω( 1√�푑) .

Notice that for any fixed vector v, we can write⟨v, �푢�푗⟩ = �푁�푗 ‖v‖ + �휇�푆�푗v1,
where �푁�푗 follows (0, 1/�푑) and �푆�푗 equals to {±1} with probability 1/2. Therefore, we have that

�퐏�퐫(|⟨v, �푢�푗⟩| > 1
2
√�푑 ) > �퐏�퐫(�푁�푗 ‖v‖ > 1

2
√�푑 ) = �퐏�퐫(√�푑�푁�푗 > 1

2‖v‖ ) = Ψ( 1
2‖v‖ ),

where Ψ is 1−CDF of standard Gaussian distribution. For each �푖 ∈ [�푛] with ‖�푢�푖‖ > 1/2, if we fix �푢�푖, then we

have that {|⟨�푢�푖, �푢�푗 ⟩|}�푗≠�푖 are all independent and satisfy that �퐏�퐫(|⟨�푢�푖, �푢�푗 ⟩| > 1/(2
√�푑)) > 1/2. Therefore, for

any �푖 ∈ [�푛] with ‖�푢�푖‖ > 1/2,

�퐏�퐫( 1
�푛 − 1 ∑�푗≠�푖 |⟨�푢�푖, �푢�푗 ⟩| > 1

8
√�푑) > 1 − exp(−�푛/128).

Notice that with high probability there are at least �푛/2 of �푖 ∈ [�푛] with ‖�푢�푖‖ > 1/2. So by a union bound

over all �푖 ∈ [�푛] with ‖�푢�푖‖ > 1/2, we have that with high probability,

1
�푛2 ∑

�푖,�푗∈[�푛]
|⟨�푢�푖, �푢�푗 ⟩| = Ω( 1√�푑) .

4.8 Spectral clustering

In this section, we will prove our clustering result. The theorem will follow from an analysis of a ba-

sic spectral clustering algorithm for a mixture of two Gaussians in the absence of a perturbation to the

data matrix which is bounded in operator norm. The argument is certainly not novel, but we could not

find a statement in the literature which matched our precise needs and so we include this appendix for

completeness.

Algorithm 4.23 (Spectral clustering). On input �푀 ∈ ℝ�푛×�푛, compute the top right singular vector �푎 of �푀
and then output �푦 = sign(�푎), applying the sign function entrywise and breaking ties arbitrarily if �푎�푖 = 0.

Proposition 4.24. Suppose �푈 ∈ ℝ�푑×�푛 with �푑 6 �푛 has columns �푢1,… , �푢�푛 which are sampled independently

from the Gaussian mixture 1
2 (−�휃, 1�푑1�푑) + 1

2 (−�휃, 1�푑1�푑) with ‖�휃‖ = �휇, and let �푥 ∈ {±1}�푛 denote the vector
of the component labels of the �푢�푖, so that �푥�푖 = +1 if and only if �푢�푖 was sampled from the mixture component

with mean +�휃.

41



Then with probability 1 − �표(1) over the matrix �푈 , when Algorithm 4.23 is run on an �푛 × �푛 matrix �푀 =
�푈⊤�푈 +Δ for Δ an arbitrary matrix with ‖Δ‖ 6 �휂, then the output of Algorithm 4.23 is a vector �푦 ∈ {±1}�푛 with|⟨�푥, �푦⟩|

�푛 > 1 − �푂( 1
�휇√�푑) − �푂(√ �휂

�휇2�푛) ,

that is, Algorithm 4.23 clusters at most a �푂( 1�휇√�푑 ) + �푂(√ �휂�휇2�푛)-fraction of the columns of �푈 incorrectly.

We re-state our theorem for convenience.

Theorem (Restatement of Theorem 1.6). Suppose that �푛, �푑 ∈ ℤ+ and �휇 ∈ ℝ+, and �푝 ∈ [0, 1/2 − �휀] for
any constant �휀 > 0, satisfy the conditions �푑−1/2 ≪ �휇 6 �푑−1/4 log−1/2 �푛, log16 �푛 ≪ �푑 < �푛 and �푝�푛 ≫ 1. If
�퐺 ∼ �푮�푛,�푑(�푝, �휇), then with high probability Algorithm 4.23 on input UU⊤ correctly labels (up to a global sign

flip) a

1 − �푂( 1
�휇√�푑 +

√
max

{�휇2
�휏 , 1

�푑�휏�휇2√�푛�푝} log9 �푛) -fraction of the vertices.

Remark 4.25. Similar to the case in latent vector recovery, potentially we could remove the second error

term �푂(√�휇2/�휏) by choosing �̂푢�푖 in a slightly different way that accounts for changes in the connecting

probability as �휇 gets close to its upper limit of �푑−1/4 log−1/2 �푛.
Proof of Theorem 1.6. For �휏 < �휇 6 �푑−1/4 log−1/2(�푛), we prove the theorem by combining Proposition 4.24

with Theorem 2.3.

Proof of Proposition 4.24. Our proof proceeds in two steps: first we will show that with high probability,

the top eigenvector of �푈⊤�푈 is well-correlated with �푥. Then we will apply a matrix perturbation result to

argue that the same is true for �푀 = �푈⊤�푈 + Δ.
We let �휆�푖(⋅) denote the �푖th-largest eigenvalue, and �휎�푖(⋅) denote the �푖th-largest singular value. We also

define �훼 ∶=
√

1�푑 1�휇 and assume for the remainder of the proof that �훼 ≪ 1 (which we may do without loss of

generality since otherwise the claim of the theorem is vacuous).

Claim 4.4. With probability 1 − �표(1), �휆2(�푈⊤�푈 ) 6
�푛�푑 (1 + �푂(√ �푑�푛 )). Further, if �훼 =

√
1�푑 1�휇 ≪ 1, then with

probability 1 − �표(1), �휆1(�푈⊤�푈 )2 = �휇2�푛(1 ± �푂(�훼)).
Proof of Claim 4.4. We will work with �푈�푈⊤ rather than �푈⊤�푈 ; both matrices have the same spectrum but

�푈�푈⊤ is more convenient to work with because it has full rank. We decompose each �푢�푖 = �푧�푖 + �푥�푖�휃, for�푧�푖 ∼  (0, 1�푑1�푑). Let �푍 be the �푑 × �푛 matrix whose columns are the �푧�푖. Then �푈 = �푍 + �휃�푥⊤, and
�푈�푈⊤ = �푍�푍⊤ + �휃�푥⊤�푍⊤ + �푍�푥�휃⊤ + �푛 ⋅ �휃�휃⊤.

Invoking standard matrix concentration results (see e.g. [Ver18], Theorem 4.6.1), with probability at least

1 − �표(1) over the choice of �푈 , ‖ �푑�푛�푍�푍⊤ − 1�푑‖ 6 �퐶√ �푑�푛 for a universal constant �퐶.
Conditioning on this event, for any unit vector �푤 ⟂ �휃, �푤⊤�푈�푈⊤�푤 = �푛�푑 (1 ± �퐶√ �푑�푛 ), and so defining v1 to

be the top eigenvector of �푈�푈⊤, from the variational characterization of eigenvalues,

�휆2(�푈�푈⊤) = max‖�푤‖=1�푤⟂v1 �푤
⊤�푈�푈⊤�푤 6 max‖�푤‖=1�푤⟂�휃 �푤⊤�푈�푈⊤�푤 6

�푛
�푑 (1 + �퐶√ �푑�푛) .

42



Now, we lower bound the maximum eigenvalue. Let �̄휃 be the unit vector in the direction of �휃. We have

�휆1(�푈�푈⊤) > �̄휃⊤�푈�푈⊤�̄휃 = �̄휃⊤�푍�푍⊤�̄휃 + 2‖�휃‖ ⋅ �푥⊤�푍⊤�̄휃 + �푛‖�휃‖2 = �푛
�푑 (1 ± �퐶√ �푑�푛) + 2�휇 ⋅ �푥⊤�푍⊤�̄휃 + �푛�휇2

and because �푥⊤�푍⊤�̄휃 ∼  (0, �푛�푑 ), with probability 1 − �표(1), |�푥⊤�푍⊤�̄휃| 6 �푛√ log �푛�푑�푛 . Therefore using that �훼 =√
1�푑/�휇 ≪ 1 and that �푑 6 �푛,

�휆1(�푈�푈⊤) > �푛
�푑 (1 − �퐶√ �푑�푛) − 2�휇�푛

√
log �푛
�푑�푛 + �푛�휇2 > �푛�휇2(1 − 2�훼 − (�퐶 + 1)�훼2)

with high probability.

Finally, we also need an upper bound on �휆1(�푈�푈⊤). For this we can use the above concentration results;
decomposing any unit �푤 ∈ ℝ�푑 into the sum �푤 = �푐�̄휃 + �푤⟂ for �푐 = ⟨�̄휃, �푤⟩ and �푤⟂ the orthogonal component,

�휆1(�푈�푈⊤) = max‖�푤‖=1�푤⊤�푈�푈⊤�푤
= max�푐∈[0,1]�푤⟂⟂�̄휃,‖�푤⟂‖2=1−�푐2 �푐

2�̄휃⊤�푈�푈⊤�̄휃 + �푤⊤⟂�푈�푈⊤�푤⟂
6 max�푐∈[0,1] �푐2(�푛

�푑 (1 + �퐶√ �푑�푛) + 2�휇�푛√ log �푛�푑�푛 + �푛�휇2) + (1 − �푐2)(�푛�푑 (1 + �퐶√ �푑�푛))
6

�푛
�푑 (1 + �퐶√ �푑�푛) + 2�휇�푛√ log �푛�푑�푛 + �푛�휇2

6 �푛�휇2(1 + 2�훼 + (�퐶 + 1)�훼2)
From Claim 4.4, we can show that the unit vector in the direction of �푥, �̄푥, is well-correlated with the

top right singular vector of �푈 .
Claim 4.5. Let �푎1 be the top unit right eigenvector of �푈⊤�푈 . If �훼 =

√
1�푑 1�휇 ≪ 1, then with high probability,|⟨�̄푥, �푎1⟩| > 1 − �푂(�훼).

Proof of Claim 4.5. By direct calculation,

�̄푥⊤�푈⊤�푈 �̄푥 = ‖�푍�̄푥‖2 + 2‖�푥‖ ⋅ �휃⊤�푍�̄푥 + ‖�휃‖2‖�푥‖2 = ‖�푍�̄푥‖2 + 2√�푛�휃⊤�푍�̄푥 + �휇2�푛.
We now argue that the first two terms concentrate: since ‖�푍�̄푥‖2 is a Chi-squared random variable, with

probability at least 1 − �표(1), ‖�푍�̄푥‖2 = 1 ±
√�퐶�푑 for a universal constant �퐶. And since �휃⊤�푍�̄푥 ∼  (0, �휇2�푑 ), with

probability at least 1 − �표(1), |�휃⊤�푍�̄푥 | 6 �휇√ log �푛�푑 . Hence with high probability,

�̄푥⊤�푈⊤�푈 �̄푥 > 1 −
√�퐶�푑 − 2�휇�푛√ log �푛�푑�푛 + �푛�휇2 > �푛�휇2 (1 − (2 + �퐶�푛 ) �훼) .

Now, write �̄푥 = �푐�푎1 + �̄푥⟂ for �푎1 the top right unit singular vector of �푈 and �푐 = ⟨�푎1, �̄푥⟩. With Claim 4.4’s

upper bound on �휆1(�푈⊤�푈 ) and �휆2(�푈⊤�푈 ) we have that
�휇2�푛 (1 − (2 + �퐶�푛 ) �훼) 6 �̄푥⊤�푈⊤�푈 �̄푥 6 �푐2�휎2

1 + (1 − �푐2)�휎2
2

6 �푐2�휇2�푛(1 + 2�훼 + (�퐶 + 1)�훼2) + �푛
�푑 (1 + �퐶√ �푑�푛)
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6 �푐2�휇2�푛(1 + 2�훼 + 2(�퐶 + 1)�훼2),
and now simplifying the above, so long as �훼 ≪ 1, we have that

|⟨�푎1, �̄푥⟩| = |�푐| > √
1 − (2 + �퐶�푛 )�훼

1 + 2�훼 + (�퐶 + 1)�훼2 = 1 − �푂(�훼).
Finally, we use a spectral perturbation bound to argue that the top singular vector of �푀 = �푈⊤�푈 + Δ

is not too far from the top eigenvector of �푈⊤�푈 . Here we will apply the classic Davis-Kahan sin �휃 theorem
([Ver18], Theorem 4.5.5):

Theorem (Corollary of the Davis-Kahan sin �휃 theorem). Let �퐴, �퐵 ∈ ℝ�푛×�푛. Let �푎�푖 be the �푖th unit eigenvector

of �퐴 and let �푏�푖 be the �푖th unit eigenvector of �퐵. Then there exists a sign �푠 ∈ {±1} so that

‖�푎�푖 − �푠 ⋅ �푏�푖‖2 6 23/2‖�퐴 − �퐵‖
min�푗≠�푖 |�휆�푖(�퐴) − �휆�푗 (�퐴)|

From this, Claim 4.4, and Claim 4.5, we conclude that the top singular vector �푎 of �푀 has

|⟨�푎, �푎1⟩| > 1 −
√
2 ‖Δ‖
�휆1(�푈⊤�푈 ) − �휆2(�푈⊤�푈 ) > 1 −

√
2 �휂
�휇2�푛(1 − �푂(�훼)) ,

and hence

|⟨�푎, �̄푥⟩| > |⟨⟨�푎, �푎1⟩ ⋅�푎1, �̄푥⟩|−√1 − ⟨�푎, �푎1⟩2 > (1−�푂(�훼))⋅(1 − �푂 ( �휂�휇2�푛))−�푂(√ �휂
�휇2�푛) > 1−�푂(�훼)−�푂(√ �휂

�휇2�푛)
From Claim 4.5 we conclude that �푎must agree with �푥 on at least �푛(1 −�푂(�훼) −�푂(√ �휂�휇2�푛)) of the entry signs.
To see why, note that up to sign we can write

�푎 = �̄푥 + �훿.
Since each entry of �̄푥 has absolute value 1√�푛 , the vector �훿 has to have magnitude at least 1√�푛 in a coordinate

to flip �푎’s sign to be opposite of �̄푥’s. But from Claim 4.5, ‖�훿‖ = �푂(�훼) + �푂(√ �휂�휇2�푛 ) so �훿 can flip at most

(�푂(�훼) + �푂(√�휂/�휇2�푛))�푛 signs. This completes the proof.
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A Lower bound for hypothesis testing when the embedding is known

In this appendix we give a lower bound for hypothesis testing. We assume that we observe �푢1,⋯ , �푢�푛 and
either �푢1,… , �푢�푛 ∼ �퐻0 =  (0, 1�푑1) or �푢1,… , �푢�푛 ∼ �퐻1 = 1

2 (−�휇�휃, 1�푑1)+ 1
2 (�휇�휃, 1�푑1), where �휃 ∼ Unif(�푑−1).

Our proof is similar to the proof of Theorem 3 in [BMV+18], with two differences. In [BMV+18], it is
assumed that �푑/�푛 = Θ(1) whereas for us, �푑/�푛 can approach 0 or ∞. Also, the signal vector in [BMV+18]
follows gaussian distribution, while the signal vector in our setting is either �휃 or−�휃. The proof idea is to use
the second moment computation to show that the two distributions are contiguous when the separation

�휇 is small.

We change our notation slightly to align with the notation in [BMV+18]. Define �푋 to be a �푛 by �푑 matrix

with �푖.�푖.�푑.  (0, 1) entries. Let ℙ be the distribution of �푋 . Define �푆 to be a �푛 by �푑 random matrix where

each row equals ±�휃 with probability 1/2 independently, with �휃 ∼ Unif(�푑−1). Let ℚ be the distribution of

�푋 + �휇√�푑�푆. Then testing �퐻0 versus �퐻1 is the same as testing ℙ versus ℚ.
Claim A.1. If �휇 < (√2 − �휀)(�푛�푑)−1/4 for arbitrary constant �휀 > 0, then ℙ is contiguous to ℚ. Thus detection is

impossible.
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Proof. By Lemma 1 in [BMV+18], we compute the second moment

�퐄�푋∼ℙ [(ℙ(�푋 )ℚ(�푋 ))2] = �퐄�푆,�푇 exp(⟨�푆, �푇 ⟩) = �퐄�푁 �퐄�휃,�휃′ exp(�휇2�푑 (�푁 − �푛
2) ⟨�휃, �휃′⟩) ,

where �푇 is an independent copy of �푆 with the same distribution, �푁 ∼ Bin(�푛, 1/2), and �휃 and �휃′ are inde-
pendent with the same distribution Unif(�푑−1). We now give a bound for �퐄�휃,�휃′(exp(�푡⟨�휃, �휃′⟩)). Using the

density function of ⟨�휃, �휃′⟩, we have that
�퐄�휃,�휃′(exp(�푡⟨�휃, �휃′⟩)) = ∫ 1

−1
exp(�푡�푥) Γ(�푑/2)√�휋Γ((�푑 − 1)/2)(1 − �푥2) �푑−32 �푑�푥

6 ∫ 1

−1
exp(�푡�푥) Γ(�푑/2)√�휋Γ((�푑 − 1)/2) exp(−�푥2(�푑 − 3)/2)�푑�푥

6

√
2�휋
�푑 − 3 exp( �푡2

2(�푑 − 3)) Γ(�푑/2)√�휋Γ((�푑 − 1)/2) = (1 + �표�푑(1)) exp(− �푡2
2(�푑 − 3)) ,

where in the last equality, we used Γ(�푥 + 1/2)/Γ(�푥) = √�푥(1 + �표�푥(1)), for �푥 large. With this inequality, we

get that

�퐄�푋∼ℙ [(ℙ(�푋 )ℚ(�푋 ))2] 6 �퐄�푁 exp(�휇4 �푑2
2(�푑 − 3) (�푁 − �푛

2)2) (1 + �표�푑(1)).

Now we give a bound for �퐄�푁 exp (�푡 (�푁 − �푛/2)2). Note that for any �휀 > 0, when �푡 < 2(1−�휀)�푛 , we have that

�퐄�푁 exp(�푡 (�푁 − �푛
2)2) =

�푛∑
�푘=0(�푛

�푘)2−�푛 exp(�푡(�푘 − �푛/2)2) =
�푛/2∑�=−�푛/2 2−�푛( �푛

�푛/2 + �) exp(�푡�2).
For � < �푛2/3, we have that

2−�푛( �푛
�푛/2 + �) = (1 + �표�푛(1))

√2�휋�푛√
2�휋(�푛/2 + �)√2�휋(�푛/2 + �) (1 − 2�

�푛 )−(�푛/2−�)(1 + 2�
�푛 )−(�푛/2+�)

= (1 + �표�푛(1))
√2�휋�푛√

2�휋(�푛/2 + �)√2�휋(�푛/2 + �) (1 − 4�2
�푛 )−(�푛/2−�)(1 − 2�/�푛

1 + 2�/�푛)�
6

�퐶√�푛 exp (2�2/�푛) exp (−(1 − �푛−1/8)4�2/�푛) 6 �퐶√�푛 exp (−(1 − �표�푛(1))2�2/�푛) .
Therefore, we have that

�푛/2∑�=−�푛/2 2−�푛( �푛
�푛/2 + �) exp(�푡�2) = ∑|�|<�푛2/3 2−�푛( �푛

�푛/2 + �) exp(�푡�2) + 2−�푛 ∑|�|>�푛2/3 ( �푛
�푛/2 + �) exp(�푡�2)

6 ∑|�|<�푛2/3 �퐶√�푛 exp(�푡�2) exp (−(1 − �표�푛(1))2�2/�푛) + �푛 �퐶√�푛 exp(2(1 − �휀)�푛1/3) exp (−(2 − �표�푛(1))�푛1/3)
6 ∑|�|<�푛2/3 �퐶√�푛 exp(−�휀�2/�푛) + �표�푛(1)
6 �퐶�휀 .
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Putting together the computations, we showed that as long as

�휇4 �푑2
2(�푑 − 3) <

2(1 − �휀)
�푛 ,

we have that the second moment

�퐄�푋∼ℙ [(ℙ(�푋 )ℚ(�푋 ))2] 6 �퐶�휀 .
The above condition is equivalent to

�휇 < (1 − �휀)( 4
�푑�푛)1/4 ,

for arbitrarily small constant �휀.

B Distinct connected components when the separation is large

In this appendix we show that when �휇 is large, each community corresponds to a distinct connected com-

ponent in the graph.

For �푢1,… , �푢�푛 ∼ 1
2 (−�휇 ⋅ �푒1, 1�푑1) + 1

2 (�휇 ⋅ �푒1, 1�푑1), recall that we say that vertex �푖 ∈ [�푛] comes from

community +1 if �푢�푖 comes from the component in the mixture with mean �휇 ⋅ �푒�푖; otherwise we say that

vertex �푖 comes from community −1. We define �퐶+ to be the set of label �푖 ∈ [�푛] if �푢�푖 comes from community

+1 and �퐶− to be the set of label �푖 ∈ [�푛] if �푢�푖 comes from community −1.
Claim B.1. Suppose �푝 ∈ [0, 1/2 − �휀] for any constant �휀 > 0 and �휇 ≫ ( 1�푑 log �푛)1/4, then there is no crossing

edges with high probability.

Proof. For �푖 ∈ �퐶+ and �푗 ∈ �퐶−, we write �푢�푖 = (�휇 + �푁�푖, �푤�푖), where �푁�푖 ∈ ℝ and �푤�푖 ∈ ℝ�푑−1 and similarly

write �푢�푗 = (−�휇 + �푁�푗 , �푤�푗 ), where �푁�푗 ∈ ℝ and �푤�푗 ∈ ℝ�푑−1. Here note that �푁�푖 ∼  (0, 1/�푑), �푁�푗 ∼  (0, 1/�푑),
�푤�푖 ∼  (0, �퐼�푑−1/�푑), �푤�푗 ∼  (0, �퐼�푑−1/�푑) and they are all independent.

�퐏�퐫[�푖 ∼ �푗] = �퐏�퐫[(�휇 + �푁�푖)(−�휇 + �푁�푗 ) + ⟨�푤�푖, �푤�푗 ⟩ > �휏] = �퐏�퐫[�휇(�푁�푗 − �푁�푖) + �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ > �휏 + �휇2]
6 �퐏�퐫[�푁�푗 − �푁�푖 > �휏/(2�휇) + �휇/2] + �퐏�퐫[�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휏/2 + �휇2/2]
6 �퐏�퐫[�푁�푗 − �푁�푖 > �휇/2] + �퐏�퐫[�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휇2/2],

since �휏 > 0. We note that

�퐏�퐫[�푁�푗 − �푁�푖 > �휇/2] = �퐏�퐫[√�푑/2(�푁�푗 − �푁�푖) >
√�푑/2 ⋅ �휇/2] 6 exp(−�휇2�푑/8) ≪ exp(−

√�푑).
Further, we note that �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗⟩ can be written as the difference of two independent normalized Chi-

Squared random variables �푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ = (�퐴�푑 − �퐵�푑)/(2�푑), where �퐴�푑 , �퐵�푑 ∼ �휒 2�푑 . By the Laurent-Massart

bound [LM00], we know that �퐏�퐫[�퐴�푑 − �푑 > 2
√�푑�푥 + 2�푥] 6 exp(−�푥), �퐏�퐫[�퐴�푑 − �푑 6 −2

√�푑�푥] 6 exp(−�푥) and
so does �퐵�푑 . This implies that there exists a constant �푐 such that

�퐏�퐫[�푁�푖�푁�푗 + ⟨�푤�푖, �푤�푗 ⟩ > �휇2/2] 6 exp(−�푐�푑min(�휇4, 1)) ≪ �푛−10.
By a union bound over all vertices �푖 ∈ �퐶+ and �푗 ∈ �퐶−, we have the claim.
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