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Abstract—Explainability is increasingly recognized as an en-
abling technology for the broader adoption of machine learning
(ML), particularly for safety-critical applications. This has
given rise to explainable ML, which seeks to enhance the ex-
plainability of neural networks through the use of explanators.
Yet, the pursuit for better explainability inadvertently leads to
increased security and privacy risks. While there has been
considerable research into the security risks of explainable
ML, its potential privacy risks remain under-explored.

To bridge this gap, we present a systematic study of privacy
risks in explainable ML through the lens of membership in-
ference. Building on the observation that, besides the accuracy
of the model, robustness also exhibits observable differences
among member samples and non-member samples, we develop
a new membership inference attack. This attack extracts addi-
tional membership features from changes in model confidence
under different levels of perturbations guided by the impor-
tance highlighted by the attribution maps in the explanators.
Intuitively, perturbing important features generally results in
a bigger loss in confidence for member samples. Using the
member-non-member differences in both model performance
and robustness, an attack model is trained to distinguish the
membership. We evaluated our approach with seven popular
explanators across various benchmark models and datasets.
Our attack demonstrates there is non-trivial privacy leakage in
current explainable ML methods. Furthermore, such leakage
issue persists even if the attacker lacks the knowledge of
training datasets or target model architectures. Lastly, we also
found existing model and output-based defense mechanisms
are not effective in mitigating this new attack.

1. Introduction

The field of machine learning has advanced at a remark-
able pace in the past few years, leading to the deployment
of sophisticated neural networks for numerous real-world
tasks. For example, ChatGPT [1] and Segment Anything [2]
have revolutionized natural language processing and image
segmentation, while AlphaGo highlights the power of rein-
forcement learning [3]]. However, as these powerful Al sys-
tems are increasingly deployed to support essential societal
functions, there exists a pressing need for explainability of
the technology, especially for safety-critical applications. To
enhance the explainability, explainable machine learning is
developed to shed light onto the inner workings of neural

networks [4], [S[, [6], [7]. Due to its unique ability to
facilitate trust establishment between users and machine [8§]],
explainable ML has been employed in various critical do-
mains, such as computer security [9]], [10], [11], medical
diagnosis [12], [[13]], and model debugging [|14].

Security and Privacy of Explainable ML: Despite being
widely used in critical domains, explainable ML has been
shown to suffer from security and privacy problems. In par-
ticular, a line of studies [[15]], [16]], [17], [[18]], [19] reveal that
current explainable methods are susceptible to adversarial
examples, capable of deceiving both target neural networks
and their associated explanators. However, the privacy risks
of explainable ML have received less attention so far [20],
[21]]. The most closely related work is Shokri et al. [20].
It examined the privacy leakage risk of explainable ML
using membership inference [22], which suggested limited
privacy leakage compared to model performance. However,
the member and non-member differences could also exist
in the model robustness. Given the growing importance of
explainability in machine learning, this work aims to system-
atically re-evaluate the interaction between explainability
and privacy using both model performance and robustness
as attack vectors.

Our Approach: In this paper, we present a systematic study
of the privacy risks of explainable ML toward membership
inference. Our exploration focuses on one of the most preva-
lent explanation methods, i.e., attribution-based methods,
and the typical ML task, i.e., classification, under the more
challenging black-box scenarios. There are three research
questions: QI. Does explainable ML exacerbate privacy
leakage, and if so, what’s the concrete attack vector? To
this end, we designed a type of membership inference attack
that attempts to extract the membership information from
not only the model performance (loss) but also the model
robustness (changes in confidence due to perturbations). Q2.
What are the contributing factors leading to privacy leak-
age? To answer this, we use the newly designed membership
interference as the basis, and examine the impact of different
levels of model overfitting and explanation quality. 03. How
do different levels of attack knowledge on data distribution
and models impact privacy leakage? To tackle this, we
examine the privacy leakage levels by varying the attack
knowledge of model architectures, the degree of overfitting,
and different data distributions in shadow models. There are
three technical challenges for this new attack.



First, the high-dimensional nature of images poses a
challenge in determining what to perturb in the sample. To
address this, we utilize two perturbation strategies: perturb-
ing the most important pixels first (MoRF) and the least
important pixels first (LeRF) as indicated by the attribution
maps from the explanator. Adjusting the perturbation levels
under these strategies allows the attack model to observe
the difference in confidence drops between member samples
and non-member samples, while increasingly/decreasingly
important features are perturbed.

Second, the perturbation operation may introduce dis-
tribution shifts and adversarial artifacts, complicating the
determination of whether the degradation in prediction per-
formance results from the perturbation of important features
highlighted by the explanator. To tackle this challenge, we
propose a new perturbation operation, which approximates
the values of perturbed pixels using the weighted mean of
their neighbors to mitigate the distribution shift. Addition-
ally, we introduce Total Variation (TV) as a regularization
method to tackle adversarial artifacts.

Third, prediction outcomes may be too noisy to reflect
the membership status. Therefore, we employ hypothesis
testing to select critical trajectories, which can rigorously
quantify the statistical significance of the relationship be-
tween perturbation trajectories and membership status.

Evaluation and Findings: We extensively evaluate our
attack with different explanation methods, benchmark
datasets, and model architectures. In particular, we inves-
tigate four types of explanations, spanning seven state-
of-the-art explanation methods, including SmoothGrad [6],
VarGrad [7], IG [23]], Grad-CAM [4], Grad-CAM++ [5]],
LIME [24], and SHAP [25]]. The results show significant and
pervasive privacy leaks in these ML explanation methods. It
is worth noting that even when adversaries lack knowledge
of the architecture and training datasets of the target models,
privacy leakage remains severe. Further analysis indicates a
possible trade-off between the quality of explanations and
the risk of privacy leakage. Notably, methods providing
superior explanation quality may also present an increased
potential for privacy breaches. Furthermore, we empirically
assess two widely utilized defensive strategies, yet none of
the current methods provide an effective shield against the
leakage stemming from explainability.

Contributions: Our contributions are outlined as follows:

« We present a systematic study to assess the privacy
risks of explainable ML through the lens of member-
ship inference. We introduce a novel and generalizable
method for extracting membership features using both
model performance and model robustness.

e We conduct comprehensive experiments that expose
significant privacy risks that span a variety of explana-
tors, datasets, and model architectures.

o We provide in-depth analyses of the privacy leakage
factors caused by explainable ML. Additionally, we
investigate the influence of each design component and
threat model on the efficacy of our attacks.

2. Background

2.1. Membership Inference Attacks

Membership inference attacks pose significant threats to
privacy, as they can reveal confidential information used
in the development of machine learning models. In such
attacks, an adversary aims to determine if a specific data
point was used to train an ML model. Formally, given a
sample z, a trained model M, a membership inference
attack can be defined as:

Az, M = {0,1}, )

where A denotes the attack model, most attack models are
essentially binary classifiers [26], [27]], [28], [29]], and can
be constructed in various ways, depending on the under-
lying assumptions. If the data sample x was used to train
the model M, the attack model outputs 1 (i.e., member);
otherwise, it outputs O (i.e., non-member).

Owing to the practical threat models, the majority of
membership inference attacks focus on black-box settings
[22f], 1261, [27], [30], [31], [32]], where the adversary only
has access to the target model’s posterior output. A widely
used approach involves training shadow models to mimic the
behavior of target models. These shadow models are then
employed to generate features for training a neural network-
based attack model [22], [26], [27], [33]. Additionally,
several studies have introduced metric-based attacks that
determine a global threshold to differentiate membership
status without requiring attack models, relying on entropy
loss [34] and its variants [30].

More recently, Liu et al. [26] employed membership
information from the model’s full training process, where
they found that member samples exhibited unique loss tra-
jectories. By performing model distillation using auxiliary
datasets and assessing losses on intermediate models to ob-
tain loss trajectories, they effectively facilitated membership
inference. Carlini et al. [32]] introduced a novel line of
research examining per-sample hardness of privacy leak-
age, called Likelihood Ratio Attack (LiRA). They trained
a large number (e.g., several hundred) of shadow models
per target sample and inferred the confidence distribution
of these samples. Subsequently, they executed a parametric
likelihood-ratio test to ascertain membership.

2.2. Explainable Machine Learning

As machine learning systems are increasingly deployed
in critical domains [35], [36], [37], explainable ML has
gained widespread popularity for improving the understand-
ing of decision-making processes inherent in machine learn-
ing models and delineating the factors or processes that
guide these decisions. The concept of explainable ML is
closely tied to interpretable ML; however, these two con-
cepts are inherently different [38]. Interpretable ML focuses
on designing intrinsically interpretable models, whereas ex-
plainable ML aims to provide post hoc explanations for
existing black-box models [9], [39].



Given that explainable machine learning necessitates no
alterations to the underlying model architecture, it proves
particularly beneficial for intricate black-box models, such
as neural networks, which often attain superior accuracy
levels [9], [40]. In this paper, we primarily consider explain-
able ML, specifically attribution-based explainable meth-
ods that have become the most studied in recent years
[4], [6], [41], [42], [43[]. These methods aim to generate
pixel attribution maps identifying the contributions of each
feature (i.e., pixels) in the input towards a specific model
prediction. The four leading attribution-based explanation
methods are backpropagation, representation, perturbation,
and approximation-based explanations [35]], [44], [43].

Backpropagation-based Explanations. These methods de-
rive feature attribution maps by computing the gradient (or
its variants) of the model prediction with respect to a given
input [41]], [42], [46]. The underlying principle is that a
larger gradient signifies greater relevance of the feature to
the prediction. Specifically, the attribution maps of input x
are derived based on

g°(a) = 2] @

where f.(x) represents the model prediction for a given
input x and a given class c. Integrated Gradients (IG) [23]]
is designed to meet three desirable axioms of explainability:
sensitivity, implementation invariance, and completeness. It
generates attribution maps through the calculation of the
path integral of the gradients along a linear path from
a baseline (e.g., a zero input) to the input x. However,
directly produced attribution maps can be noisy and may not
effectively reflect meaningful information. To resolve this,
SmoothGrad [6] is proposed to visually sharpen gradient-
based attribution maps by adding Gaussian noise to original
samples and then calculating the average attribution maps
among all samples to obtain the explanation. VarGrad is pro-
posed [7]], which follows a similar process of adding Gaus-
sian noise to original samples but calculates the variance of
attribution maps instead, which could capture higher-order
partial derivative information of the model prediction [47].

Representation-guided Explanations. These methods em-
ploy feature maps at intermediate layers of models to pro-
duce attribution maps [4], [5], [48]]. The core idea is that
higher layers of a CNN capture higher-level semantics and
detailed spatial information. Specifically, they calculate the
attribution maps based on

g°(x) = ZaﬁA’ﬁ 3)
k

where A* represents the k-th feature map, and af represents
the importance of feature map £ to class c. To calculate o,
Grad-CAM [4]] proposes employing the gradients flowing
into the feature maps to calculate weights. Grad-CAM++
[S]] further improves explanation quality by refining the way
gradients are weighted, considering the pixel-wise contribu-
tion of each gradient when calculating feature map weights.

Perturbation-based Explanation. These methods measure
the contribution of each feature by observing the changes
in the prediction score when the feature is perturbed. A
notable method is SHapley Additive exPlanations (SHAP)
[25]. SHAP calculates the contribution of a feature to the
prediction as the average difference in the model’s output
when that feature is included and excluded, considering all
possible feature combinations:
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where N is the set of all features, S is a subset of N
that does not include feature i, f(.9) is the prediction of
the model when only the features in set S are used, and
|S| denotes the size of set S. The exact computation of
SHAP values is computationally intensive, thus the paper
further proposes various methods to approximate them, such
as kernel SHAP, Deep SHAP, etc.

Approximation-based Explanation. These methods de-
rives explanations by approximating the predictions of origi-
nal models in the vicinity of a given input by an interpretable
model. One representative approach is Local Interpretable
Model-agnostic Explanations (LIME) [24]. It obtains the
optimum interpretable models by optimizing a loss function
over a set of potentially interpretable models (e.g., linear
models, decision trees, etc.) Specifically, it solves the fol-
lowing optimization problems:

9°(x) = argmin;ep L (f, i, m:) + Q(0), )

where £ measures the local fidelity of the function f in
the proximity of z, as approximated by the interpretable
model . This locality is measured by 7,. Meanwhile, Q(7)
is utilized to constrain the complexity of the interpretable
model ¢, thereby promoting simplicity and interpretability.

3. Threat Model

Adversary’s Goal. Similar to membership interference at-
tacks on classical machine learning models, the adversary’s
goal in launching a membership inference attack on explain-
able machine learning is to infer whether the target sample
is used to train the original model. However, different from
the membership interference attack on the classical model,
explainable machine learning offers additional access to both
the original model and the explanator that is associated with
the original model. Membership inference attack in several
recent works [26]], [29], [32], [49] has demonstrated signifi-
cant privacy risks. Given that explainable machine learning
is increasingly adopted in privacy-sensitive scenarios such
as medical domains [50]], financial domains [51]], and social
media domains [52], it is important to investigate whether
these explainable techniques would inadvertently help the
adversary gain an additional advantage in privacy breaches.

Adversary’s Knowledge and Capabilities. We assume a
black-box setting in our attacks: for the target model, the
adversary only has access to the posterior output without



TABLE 1: Performance comparison of existing member-
ship inference attacks using explanations and model outputs
against baselines using model outputs.

Attack Explanation TPR at 0.1% FPR

Method Method CIFAR-100 CIFAR-10 CINIC-10 GTSRB

Shokri et al. [22]][None 0.5% 0.2% 0.5% 0.1%
SmoothGrad 0.4% 0.2% 0.2% 0.3%
VarGrad 0.3% 0.2% 0.2% 0.1%
IG 0.4% 0.3% 0.3% 0.1%

Shokrietal. oo 4cAM | 06%  03%  02%  0.1%

(expl.) [20] GradCAM++|  0.6% 02%  02%  0.3%
SHAP 0.4% 02%  03% 02%
LIME 0.4% 01%  03% 02%

knowing parameters; for explanators, the adversary only has
access to attribution maps and is unaware of method details
and parameters. Moreover, we assume the adversary knows
the architecture of the target model and has an auxiliary
dataset that comes from the same distribution as the training
dataset of the target models, which is a common setting in
most existing works [27]], [29], [30], [31], [53[l, [54], [55].

4. Preliminary Exploration and Motivation

Despite the critical importance of the issue, privacy
leakage in explainable ML remains a largely unexplored
domain. Shokri et al. [20] made a first effort to delve
into the inherent vulnerabilities of explainable ML. Their
study primarily relied on explanations as the sole source
of information, revealing that the variance of explanations
can disclose membership status. The core observation is that
high explanation variance indicates proximity to a decision
boundary, which is more common in non-member samples.
However, the field of membership inference continues to
evolve, leading to the establishment of more structured
adversary knowledge and standardized evaluation settings.
Moreover, the target explanations presented by existing
works do not include all popular types of attribution-based
methods. In this work, the same techniques are studied
under these new conditions, including the newly accessible
adversary information (i.e., target model output), evaluation
settings, and more extensive explanations. In particular,
experiments are carried out across four popular types of
explanations, inconsistent with the evaluation settings of
the latest membership inference research [26], [29]], [32].
Our method incorporates shadow model training techniques
and consequently trains an attack model that employs both
the explanation and loss as input. To evaluate whether
the explanation reveals additional leakage, we incorporate
a representative membership inference attack [22], which
relies solely on target model outputs as information sources,
serving as a baseline measure.

Experimental Setup. Our target model employs the
ResNet-18 architecture [56]. For the attack model, we use
a Multilayer Perceptron (MLP) architecture with fully con-
nected layers of dimensions [r, 2048, 1024, 512, 256, 64, 2],
where r is the combined dimension of the explanation vector
and loss. Four benchmark datasets were used: CIFAR-10

[57], CIFAR-100 [57], CINIC-10 [58], and GTSRB [59].
We implemented baselines in the same dataset and model
setting. We assess our results using TPR at a fixed 0.1%
FPR, following [26], [32]. Detailed settings are provided in
section The effectiveness of membership inference by
using explanations only is evaluated in Appendix [Al

Results and Analysis. As depicted in Table [I| the attack
leveraging both the target model output and explanations
yields results similar to those attacks using model output
only, which are consistent with findings of [20]. The reason
is that the explanation is noisy [6] and its variance fluctuates
wildly between individual images, thus making it challeng-
ing to infer membership based on explanation variance.
Furthermore, explanations often contain substantial redun-
dant information that does not pertain to its membership
status. For instance, different classes may have varying
distributions, providing useful classification information, but
they do not offer useful membership status information.

Motivation. From the results of existing methods, one may
infer that current explanation methods exhibit limited pri-
vacy leakage relative to model performance. However, in
this paper, we found that explanation can lead to significant
privacy leakage in the context of membership inference.
To this end, we aim to address the following questions
throughout our research:

Q1. Does explainable ML exacerbate privacy leakage, and
if so, what’s the concrete attack vector?

Q2. What are the contributing factors leading to privacy
leakage?

Q3. How do different levels of attack knowledge on data
distribution and model impact privacy leakage?

To answer these questions, we will revisit the current
state-of-the-art explanations systematically, identify univer-
sal vulnerabilities in different types of explanations irre-
spective of their underlying mechanisms, and then design
advanced attacks based on these vulnerabilities to fully
reveal the privacy leakage inherent in the explanations.

5. Attack Methodology

5.1. Problem Formulation

Formally, given a sample z, a target model M, and a
coupled explanator G, a membership inference attack can be
defined as

Az, M, G — {0,1}, 6)

where 1 means z is a member of M, and 0 means z is a non-
member. Different from traditional membership inference
which only utilizes the posterior outputs from the target
model M (e.g., loss) [26]], [31]], [34]], our attacks require
considering the additional outputs from the explanator G,
which are generally attribution maps. This introduces chal-
lenges on how to leverage this additional information to
enhance the attack performance. As demonstrated in the
prior section, sole reliance on explanation variance fails to
generate meaningful features related to membership status,
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Figure 1: Attribution maps of member samples and non-
member samples. The first row shows the original images,
the second row and third row show the attribution maps

when the original images serve as member samples and non-
member samples, respectively.

Non-member

necessitating a new attack method. Moreover, considering
the distinct technical mechanisms underlying various expla-
nation methods, as depicted in Section [2] it becomes vital to
conduct an analysis from a more general perspective in order
to identify common vulnerabilities. Therefore, we initiate
our investigation with a focus on the generalized properties
of explainable machine learning.

5.2. Design Intuition

ML models are designed to fit training data, allowing
them to make predictions on unseen data. However, this
can lead to generalization gaps between training data and
testing data , which have been identified as a major
contributing factor to the success of membership inference
attacks [22], [27]. These generalization gaps lead to differ-
ences in model performance metrics, such as loss differ-
ences, between member and non-member samples, which
serve as the primary features used by most previous works
1261, 1300, [31]1, [32], to infer membership status.

However, a less explored aspect is how these generaliza-
tion gaps affect the attribution maps of explanators. To in-
vestigate this, we use the same set of samples in two distinct
scenarios. In the first scenario, the set of samples is used
to train a model, acting as member samples; in the second
scenario, the set of samples does not participate in the train-
ing process, serving as non-member samples. We generate
attribution maps for these samples in both trained models.
We repeat the above experiments for different datasets,
explanators, and model architectures, and we leverage Struc-
tural Similarity Index Measure (SSIM) to measure the
similarity between members and non-members. Specifically,
on the CIFAR-100 dataset, we observed the following SSIM
values for attribution maps between members and non-
members: SmoothGrad (0.56), VarGrad (0.67), IG (0.12),
GradCAM (0.73), GradCAM++ (0.52), SHAP (0.72), and
LIME (0.34). Some examples are shown in Figure [T} Our
analysis indicates that member and non-member samples
generate distinct explanation patterns, potentially stemming
from inherent robustness disparities. Notably, members tend
to focus on key semantic features crucial for classification,
making their classification more susceptible to changes if
these features are altered. Conversely, non-members either
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Figure 2: Overview of our attack pipeline.

do not concentrate on or only partially engage with these key
features. Consequently, modifications to these features tend
to have a comparatively minor impact on the classification
outcomes of non-member samples.

In this work, we demonstrate that the robustness differ-
ences between members and non-members may expose a
new attack surface. An adversary could utilize the explana-
tions as guidance to perturb the image and make predictions
again. Member samples and non-member samples are ex-
pected to exhibit different confidence score changes under
such perturbations. In other words, perturbing the informa-
tive features highlighted by explanators should result in a
more significant decrease in confidence scores in members
compared to non-members. Therefore, the adversary can
leverage the different confidence changes under perturba-
tions to determine whether a sample is a member or not.

5.3. Attack Overview

The general attack pipeline of our attack is given in
Figure [2] It consists of four stages: shadow model training,
attribution feature extraction, attack model training, and
membership inference.

Shadow Model Training. To mimic the behavior of the
target model M, the adversary trains a shadow model M*.
As mentioned earlier, the adversary has an auxiliary dataset
D® drawn from the same distribution as the training dataset
of the target model. The adversary splits the auxiliary dataset
into two disjoint subsets, and one subset is used as the

shadow dataset D, .., to train the shadow model.

Attribution Feature Extraction. Given a target sample z,
the adversary queries the trained shadow model and uses
the explanator G to generate attribution maps to explain
the decisions. Then, different levels of perturbations are
applied to the sample = guided by the attribution maps,
and the prediction changes are measured. Such prediction
changes with respect to different perturbation levels form
perturbation trajectories, and we select the most informative
trajectories through hypothesis testing. We elaborate on the
whole process in Section [5.4]

Attack Model Training. Utilizing the attribution features,
the adversary aggregates them with the loss computed
through querying the shadow model M?® and the one-hot
encoding of the classes to construct membership features.
We could extend the applicability of our methods to other
advanced membership inference frameworks by simply in-
tegrating their attack features. Subsequently, a Multi-Layer



Perceptron (MLP) network is trained to serve as the attack
model, inferring membership based on the integrated mem-
bership features. We provide more details in Section [5.5]

Membership Inference. In the final step, the adversary
inputs various features into the trained attack model, in-
cluding those derived from the target model (e.g., losses)
and attribution features acquired from the explanator, one-
hot encoding of the classes, and potentially additional attack
features. Subsequently, the attack model generates a binary
membership status of the target sample.

5.4. Attribution Feature Extraction

As previously mentioned, an adversary can exploit ex-
planations as guidance to perturb images and use the pre-
diction score changes as features to distinguish between
members and non-members. However, generating such per-
turbations has several technical challenges:

Cl. Perturbation Strategy Determination: The high-
dimensional nature of images poses a challenge in determin-
ing what elements to perturb in the sample. This complexity
underscores the necessity to devise optimal perturbation
strategies, which allow for accurate differentiation between
members and non-members while reducing the number of
model queries.

C2. Distribution Shifts and Adversarial Artifacts: Perturba-
tion operations have been shown to induce distribution shifts
[62] and potentially introduce adversarial artifacts [[14], [63]].
As a result, it becomes difficult to ascertain whether the
degradation in prediction performance originates from the
distribution shift (or adversarial artifacts) or the perturbation
of informative features.

C3. Attribution Feature Selection: Given the influences of
distribution shifts and adversarial artifacts, the prediction
outcomes may be too noisy to accurately reflect membership
status. Therefore, it is crucial to select the most informative
attribution features generated by perturbations to effectively
infer membership status.

Perturbation Trajectory Generation. To address chal-
lenges C1 and C2, we propose a novel perturbation trajec-
tory generation technique. This method involves designing
optimal perturbation strategies to efficiently extract mem-
bership features while minimizing the number of queries.
Furthermore, we develop an enhanced perturbation opera-
tion to mitigate distribution shifts and adversarial artifacts.
In order to design an effective perturbation strategy, we draw
upon practices in existing explanation evaluation methods
[64], [65]]. This evaluation is crucial for building trust in the
accuracy of the explanations and ensuring that they truly
reflect the important features of decision-making processes.
It could also facilitate the benchmarking of various expla-
nation methods [[62]]. Specifically, we adopt the two widely-
used perturbation strategies: Most Relevant First (MoRF)
and Least Relevant First (LeRF) [64], [66]]. MoRF perturbs
the most relevant pixels first; when applied to our scenario,
the model confidence score should decrease more rapidly
for member samples that focus on key semantic features.

On the other hand, LeRF perturbs the least relevant pixels
first, so the model output should change more slowly for
member samples in this case. We use different perturbation
percentages (i.e., percentages of pixels perturbed) to itera-
tively perturb the images and record the confidence drop at
each percentage. As a result, we obtain a confidence score
drop trajectory with respect to the perturbation percentages.

Before elaborating on our solutions to address C2, we
first explain why distribution shifts and adversarial artifacts
may occur. Generally, the perturbation operation uses a
fixed value (e.g., zero value) to replace the corresponding
pixels, as in many explanation evaluation methods [67], [68]].
However, such an abrupt introduction of artifacts can change
the original training distribution, making it unclear whether
the degradation in model performance comes from the dis-
tribution shift or because the truly informative features are
removed. To counteract this distribution shift, we adopt the
Noisy Linear Imputation as our perturbation operator pro-
posed in Remove and Debias (ROAD) [65]. Specifically, it
approximates the values of perturbed pixels by the weighted
mean of their neighbors. When multiple pixels are perturbed,
it sets an equation system for each pixel. Then, they plug in
the values of known pixels and consider the perturbed pixels
as unknown variables. The linear equation system can then
be solved efficiently. Since every perturbed pixel is highly
correlated with existing pixels, the distribution shift caused
by perturbation can be mitigated.

Perturbation operations may also introduce adversarial
artifacts [14], [63], where small changes in input data can
lead to unpredictable effects on the output. Since adver-
sarial perturbations often come in the format of unnatural,
unconstructed noise [43]], [69], we aim to regularize our
perturbation to have a more natural and smooth pattern to
mitigate the adversarial artifacts. To this end, we adjust the
priority of choosing pixels as

Lij = gij — a- TV (myy), (N

where g;; is the attribution for the position (¢,j) in the
original image m; j, and TV (Total Variation) is used to
limit the pixel difference, which is calculated as

1 1

TV(mig) = Y Y [Mitmgin —mi;
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Incorporating the TV term in the priority calculation pro-
motes the generation of smoother and more natural patterns.
This regularization can reduce the impact of adversarial
artifacts, making it easier to differentiate between changes
caused by the perturbation of informative features and those
arising from adversarial noise.

Critical Trajectory Selection. To address C3, we propose
critical trajectory selection to extract the most informative
features that differentiate members and non-members. Since
different images may exhibit statistical variances in their
confidence drops within each perturbation percentage, we
propose employing hypothesis testing to rigorously quan-
tify the statistical significance of the relationship between
confidence drops at varying perturbation percentages and



membership statuses. Using hypothesis testing can help us
confidently select features that are truly informative, as op-
posed to those that appear important due to random chance.

We first formulate the null hypothesis (Hp) and the
alternative hypothesis (H;) for each feature (i.e., confidence
score drop at certain perturbation percentage) with respect to
its impact on the target variable (i.e., membership status).
Suppose Q™ represents the features of member samples,
and QVM represents the features of non-member samples,
A represents the membership status, then for the i-th feature,
we define the hypotheses as

Hoi : Po(A=1|D; € QM) = P.(A = 1|D; € QVM),
®

Hii PT(A = 1|DZ € QM) 7é PT(A = 1|DZ € QN]VI).
(10)
We observe that the confidence drops of different samples
within the same perturbation percentage can be treated as a
normal distribution according to a Shapiro-Wilk Test [70],
and they have different variances. Therefore, we apply
Welch’s t-test [71] to test the hypothesis. Specifically, the
confidence drops for member samples and non-member
samples are denoted as mq,...,my,, and nq,...,nyg,, re-

spectively, so that the ¢ statistic can be calculated by
m—"n

Vi i
where m and m are the means of the confidence drops
for members and non-members, s, and s2 are the cor-
responding unbiased estimators of the population variance.
The degree of freedom (v) is approximated using Welch-
Satterthwaite equation [72] as

2 2\ 2
SWL s'n,
_ (k + kn)

v 5 o (12)
(s3/km) (53/kn)
e i My T
We then obtain the corresponding p-value as
p=Pr(T, > t]), (13)

where T}, is a random variable following the t-distribution
with v degrees of freedom. Since the p-value is the prob-
ability of observing the test statistic as extreme as the one
calculated, assuming the null hypothesis is true, a lower
p-value indicates a higher probability of rejecting the null
hypothesis (i.e., the feature has a significant impact on the
target variable). To this end, we rank the features based on
their p-values, selecting a subset of features with the lowest
p-values for attack model training.

To further improve the attack performance, we perform
membership inference attacks on the augmented versions of
the example since models are typically trained to minimize
their loss not only on the original training example but also
on the augmented versions of the example [32]]. To achieve
this goal, we query the original models multiple times
to obtain the loss of augmented examples as features for
membership inference. Explanators could also be applied to
these augmented examples to obtain attribution maps, which
can be used to generate additional perturbation trajectories.

5.5. Attack Model Design

The attack model utilizes the extracted features to deter-
mine the binary membership status. We have three differ-
ent types of features: MoRF-based perturbation trajectories,
LoRF-based perturbation trajectories, and losses. We also
incorporate the one-hot encoding of classes as a feature,
given that different classes may exhibit unique perturbation
trajectories. Consequently, the input to the attack model
comprises the concatenation of the aforementioned features:

a = JImorr(9) ® JLerr(g) ® L(z) & O(c), (14)

where Jmorr(g) and Jierr(g) represents the perturbation
trajectories generated on explanation g in the MoRF and
LeRF settings, respectively. £(x) represents the loss of the
model, and O(c) represents the one-hot encoding of classes
c of the given sample z, and a is the input to the attack
model, and the corresponding label is 1 if x is used for train-
ing the shadow model and O otherwise. In Section we
demonstrate how our attacks can be readily extended to the
scenarios of other advanced membership inference attacks,
simply by concatenating their attack features (for instance,
trajectory loss in [26] and LiRA confidence in [32]) into &,
which can significantly enhance the attack performance in
their respective contexts. For the attack model, we use an
MLP architecture with fully connected layers of dimensions
[r, 1024, 512, 128, 32, 2] with ReLU activation function,
where r is the dimension of a. A Softmax function is applied
to the last FC layer to obtain the final output.

6. Experiments

In this section, we design our experiments to answer
the three research questions in Section [ by conducting an
empirical study of our methods on a variety of explanation
methods, datasets, and models. Specifically, we answer Q1

in Section 02 in Section and Q3 in Section

6.1. Experimental Setup

Datasets. We use four benchmark datasets, CIFAR-10 [[57],
CIFAR-100 [57]), CINIC-10 [58]], and GTSRB [59], that
are common in membership inference attack studies for our
experiments. Following existing works [27], [28]], [29], [73],
each dataset is split into four equal subsets: Di"%in  Dtest

target> “"target>
Dtrain d Dtest D 1 : Dtruin d
shadow? an shadow* ata samples 1n target are used to

train a target model M and are considered as members of
M, while data samples in D}fgi‘;et are considered as non-
members. Similarly, data samples in D" " are used to
train a shadow model M and are treated as members and
data samples in DSt as non-members. D and
are used to create membership features for training

the attack model A.

Model Architectures. We employ a widely used ResNet-
18 [56] to serve as target and shadow models in our quan-
titative evaluation. In our ablation study, we evaluate our
attack performance under the settings of different model



architectures: ResNet-56 [56], VGG-16 [74], and DenseNet-
161 [75]]. To reduce model overfitting, we train models with
standard techniques, including weight decay [76] and train-
time augmentations [77]. Detailed data split, training config-
urations, and model accuracy are provided in Appendix [B]

Target Explanators. We evaluate seven representative ex-
planators: SmoothGrad [|6] VarGrad [7], and IG [23] for
the backpropagation-based explanation; Grad-CAM [4] and
Grad-CAM++ [5] for the representation-guided explana-
tion; SHAP [25]] for the perturbation-based explanation, and
LIME [24] for the approximation-based explanation. For
each sample, we generate attribution maps corresponding
to the category with the highest score.

Evaluation Metrics. We employ the following metrics, in
line with recent state-of-the-art works [26], [32[: (1) Full
Log-scale receiver operating characteristic (ROC), a widely
used ROC curve, reported on a logarithmic scale to empha-
size low false-positive rates; (2) TPR at Low FPR, measuring
attack performance at a fixed FPR (e.g., 0.1%), served as a
straightforward comparison metric. (3) Balanced Accuracy
and area under the ROC curve (AUC), widely-used average
case metrics in existing membership inference attacks [22],
[27], [29], [31]. The balanced accuracy measures attack
prediction accuracy on a balanced dataset of members and
non-members. We include this metric for completeness as
[26], [32], though it may not be the most suitable.

Comparison Baselines. We take Shokri et al. [20] (aka,
Shokri et al. (expl)) as the benchmark for comparison.
Additionally, to systematically answer QI, we compare the
proposed attack with state-of-the-art membership inference
attacks  [22], [27], [31], [34]. These comparisons adhere
to the standard adversarial settings discussed in Section
[l utilizing only the target model’s output as information
sources. In addition to these standard threat models, we
also consider two additional settings that were studied in
previous works [26], [32]. Across all these scenarios, our
attacks are implemented under the same adversary settings
as baseline methods but incorporate additional explanation
knowledge. We maintain consistency in our evaluation by
utilizing the same set of shadow and target models. This
approach enables us to quantitatively measure the additional
privacy leakage introduced by explanators.

6.2. Quantitative Evaluation

In this section, we aim to answer Q1 by presenting ex-
tensive attack results across various explanators and datasets,
and comparing them to attack results of state-of-the-art
membership inference methods that rely on model output.
Given the variability in threat models followed by differ-
ent membership inferences, we assess them individually.
Our evaluation encompasses three distinct settings. The
first aligns with the standard membership inference settings
adopted by most methods as discussed in Section [3| The
second setting was adapted by [26], it is assumed that the
adversary possesses supplementary large datasets in addition
to the existing auxiliary datasets. This additional dataset can

be used for model distillation. The third one was adapted
by [32], it is assumed that the adversary can train a large
number (e.g., several hundred) of shadow models. These
models are used to generate customized confidence scores
that consider the per-sample hardness.

Evaluation of Standard Settings. In the standard settings,
we consider the baseline of Shokri et al. (expl.) [20], as
well as baselines that are solely reliant on model outputs:
Yeom et al. [34], Song et al. [31]], Salem et al. [27] and
Shokri et al. [22]]. Figure E] illustrates the ROC curve of
our evaluation results. In addition, the numerical results
are provided in the upper half of Table 2| We also apply
augmentations to baselines, the results are given in Table
Our attacks outperform the baselines [22], [27], [31],
[34]], particularly in the low-FPR regime. For example,
when employing Grad-CAM methods, our attacks achieve
a 5.0% TPR at 0.1% FPR on the CIFAR-100 dataset. In
comparison to the 0.5% TPR in the baselines, such a result
nearly increases the privacy leakage tenfold. Also, our attack
consistently exhibits better performance in terms of balanced
accuracy and AUC. Furthermore, our method outperforms
Shokri et al. (expl.), even though the latter incorporates the
same type of knowledge as we do. Additionally, the extent
of privacy disclosure varies across different explanators. We
discuss the potential reasons in Section [6.3]

Evaluation of Settings in Liu et al. [26]. In this scenario,
the assumption is that adversaries have access to large
supplementary datasets. We follow the original paper to
execute model distillation using these additional datasets and
to extract loss trajectories. Subsequently, we combine our
attack features with these loss trajectories (denoted as Ours
w/ loss traj) to form the new attack features for training the
attack model. Figure 3] and the lower half of Table 2] present
a comparison of our attacks in this setting with Liu et al.
Our attack performance is notably enhanced compared to
the use of only loss trajectories.

Evaluation of Settings in Carlini et al. [32]]. In this setting,
the assumption is that the adversary is capable of training a
significant number of shadow models. We follow the original
LiRA attack, training 256 shadow models (128 IN models
and 128 OUT models). Additionally, we explore scenarios
where the adversary’s ability to train a multitude of shadow
models is limited, whereby we train merely 16 shadow
models (8 IN models and 8 OUT models). We generate con-
fidence scores for each sample in the IN and OUT models,
and subsequently feed our attack features concatenated with
confidence scores to the attack model. Since each sample
requires training an attack model, to reduce attack costs, we
instead train an SVM. The experimental results, presented
in Table [3] demonstrate that incorporating explanations can
enhance attack performance, particularly when the number
of available shadow models is restricted.

6.3. Qualitative Analysis

In this section, we dive deeper into the reasons behind
the severe privacy leakage in explainable ML and investigate
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TABLE 2: Comparison of our attack with various membership inference attacks on distinct explanators and datasets.

Attack Explanation TPR at 0.1% FPR Balanced Accuracy AUC
Method Method CIFAR-100 CIFAR-10 CINIC-10 GTSRB|CIFAR-100 CIFAR-10 CINIC-10 GTSRB|CIFAR-100 CIFAR-10 CINIC-10 GTSRB
Yeom et al. [34] 0.2% 0.1% 0.2% 0.1% 0.755 0.618 0.758 0.615 0.705 0.618 0.758 0.606
Song et al. [31] None 0.2% 0.1% 0.2% 0.1% 0.755 0.617 0.757 0.615 0.730 0.617 0.757 0.616
Salem et al. [27] 0.4% 0.0% 0.5% 0.2% 0.656 0.552 0.697 0.602 0.703 0.569 0.746 0.649
Shokri et al. [22] 0.5% 0.2% 0.5% 0.1% 0.661 0.565 0.703 0.600 0.718 0.591 0.761 0.639
SmoothGrad 0.4% 0.2% 0.2% 0.3% 0.741 0.607 0.750 0.500 0.799 0.642 0.782 0.679
VarGrad 0.3% 0.2% 0.2% 0.1% 0.754 0.616 0.758 0.658 0.814 0.638 0.774 0.692
1G 0.4% 0.3% 0.3% 0.1% 0.712 0.594 0.711 0.637 0.777 0.630 0.758 0.687
Shokri et al. (expl.) [20] | GradCAM 0.6% 0.3% 0.2% 0.1% 0.775 0.614 0.697 0.578 0.843 0.654 0.781 0.642
GradCAM++|  0.6% 0.2% 0.2% 0.3% 0.765 0.621 0.701 0.623 0.842 0.659 0.782 0.613
SHAP 0.4% 0.2% 0.3% 0.2% 0.751 0.607 0.714 0.616 0.798 0.618 0.760 0.638
LIME 0.4% 0.1% 0.3% 0.2% 0.744 0.604 0.692 0.610 0.788 0.616 0.757 0.627
SmoothGrad 5.2% 1.3% 2.2% 1.4% 0.822 0.641 0.800 0.650 0.938 0.729 0.862 0.713
VarGrad 4.3% 1.1% 2.0% 0.9% 0.815 0.639 0.801 0.607 0.940 0.727 0.833 0.700
1G 4.5% 1.1% 2.1% 0.6% 0.808 0.638 0.815 0.595 0.932 0.714 0.878 0.693
Ours GradCAM 5.0% 1.2% 2.1% 0.7% 0.783 0.647 0.814 0.615 0.938 0.722 0.882 0.682
GradCAM++|  4.9% 1.2% 2.1% 0.7% 0.799 0.652 0.800 0.615 0.938 0.722 0.862 0.682
SHAP 4.5% 1.0% 2.1% 0.9% 0.857 0.644 0.776 0.606 0.939 0.712 0.846 0.708
LIME 4.3% 1.1% 1.8% 0.7% 0.845 0.631 0.779 0.614 0.940 0.702 0.820 0.695
Liu et al. [26] None 5.8% 2.1% 3.1% 1.0% 0.826 0.649 0.722 0.652 0.909 0.725 0.812 0.719
SmoothGrad 16.3% 4.1% 7.3% 2.1% 0.876 0.652 0.856 0.619 0.961 0.750 0.915 0.708
VarGrad 16.4% 3.8% 7.4% 1.5% 0.885 0.656 0.855 0.617 0.957 0.745 0.917 0.704
1G 16.0% 3.8% 7.3% 1.7% 0.878 0.656 0.832 0.611 0.958 0.757 0.874 0.701
Ours w/ loss traj. GradCAM 15.8% 3.9% 8.4% 1.9% 0.887 0.656 0.854 0.616 0.962 0.751 0914 0.700
GradCAM++|  16.5% 3.9% 7.3% 1.9% 0.897 0.632 0.854 0.616 0.962 0.750 0.914 0.700
SHAP 15.7% 3.9% 7.2% 1.3% 0.861 0.652 0.803 0.624 0.961 0.755 0.864 0.708
LIME 16.3% 4.0% 7.8% 1.3% 0.852 0.644 0.796 0.622 0.959 0.751 0.862 0.703

TABLE 3: Attack performance of our attack when combined
with LiRA on CIFAR-10 datasets.

Model Num. Method TPR at 0.1% FPR |Balanced Acc.| AUC
16 LiRA [32] 1.10% 0.607 0.665
Ours w/ LIRA 2.60% 0.611 0.686

256 LiRA [32] 7.20% 0.628 0.709
Ours w/ LiRA 8.30% 0.632 0.715
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Figure 4: The perturbation trajectory for specific member
and non-member samples that have similar small (< 0.01)
losses on the model trained on CIFAR-10 and CIFAR-100.

the differences in privacy leakage levels across various
classes and explanators.

Root Causes of Privacy Leakage. The generalization gaps
between training and testing data have been identified as
major contributing factors to the success of membership
inference attacks [22], [27]]. These generalization gaps result
in member samples having overall smaller losses than non-
member samples, which are the primary attack features used
by most previous work [22[, [27], [31], [34]]. However,
these methods cannot differentiate between member and
non-member samples with similar losses, leading to a high

FPR. Our study shows that these generalization gaps also
introduce differences in explanations, specifically, member
samples are less robust against different levels of perturba-
tions than non-member samples. These differences persist
even when member and non-member samples exhibit similar
losses. We employed GradCAM as the guiding explanation
method for pixel removal, and Figure 4| shows the average
confidence score and confidence score drop trajectory of
member samples and non-member samples under MoRF
settings when the loss is less than 0.01. In such cases, the
loss-based methods cannot determine membership status;
however, the perturbation trajectory still exhibits a clear
difference between members and non-members. A possible
explanation is that even in well-fitted samples with small
losses, the features used for classification are not entirely
identical. Member samples tend to rely more on key se-
mantic information than non-member samples to derive a
confident prediction. As a result, under different levels of
perturbation, member samples may be less robust due to the
removal of such key semantic information. Therefore, attri-
bution maps can serve as complementary features alongside
losses, significantly reducing the FPR of attacks.

Privacy Leakage across Different Classes. The extent of
privacy leakage can vary across different classes of samples.
Figure [5] displays the perturbation trajectories for three dis-
tinct classes in the CIFAR-10 and CIFAR-100 datasets under
the MoRF setting. It is clear that each category presents a
unique perturbation trajectory, resulting in varying degrees
of difficulty in differentiating members and non-members.
A possible explanation is that the model focuses on distinct
attributes of images to infer specific classes. Furthermore,
member samples and non-member samples differ in their
utilization of such attributes for classification purposes, lead-
ing to varying levels of performance under perturbations.
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Figure 6: Comparison of explanation quality in MoRF and
LeRF settings between different explanators.

Given this variation across classes, we incorporate the one-
hot encoding of classes into our attack features to further
enhance attack performance.

Privacy Leakage across Different Explanators. As il-
lustrated in Figure [3| and Table |2} the degree of privacy
leakage varies between different explanators. To investigate
the possible reasons, we use the ROAD evaluation met-
rics [65] to assess the explanation quality in MoRF and
LeRF settings among different explanators. As shown in
Figure [6] different explanators exhibit distinct trends of
change concerning different percentages of removed pixels.
Specifically, SmoothGrad performs the best, demonstrating
lower accuracy in MoRF and higher accuracy in LeRF.
Grad-CAM++ and Grad-CAM are next in line, delivering
fairly similar performances. Subsequently, IG, SHAP, and
LIME are observed, with VarGrad lagging behind. Grad-
CAM++ and Grad-CAM follow, achieving quite similar
performances. Then IG, SHAP, and LIME follow, while
VarGrad trails behind. An intriguing observation from Fig-
ure [3| and Table 2] is that our attack performs better with
SmoothGrad, followed in order by Grad-CAM++, Grad-
CAM, IG, SHAP, LIME, and VarGrad. This implies that
explanators with greater accuracy could potentially pose a
higher risk of privacy leakage, which leads to a privacy-
utility trade-off consideration. The reason is that the more
accurate explanators can offer more precise attributions to
identify their focused features, thereby leading to wider gen-
eralization gaps between member and non-member samples.

Root Causes of Attack Effectiveness. Our investigation
reveals significant privacy leakage. However, such leakage

TABLE 4: Attack performance of our method using expla-
nations from shadow model on CIFAR-100 dataset.

E"l\%‘:‘t'l‘f’ot(‘l"“ TPR at 0.1% FPR | Balanced Accuracy | AUC
SmoothGrad 3.7% 0.781 0915
VarGrad 2.9% 0.708 0.926
IG 3.3% 0.732 0.917
GradCAM 2.8% 0.742 0.931
GradCAM++ 3.2% 0.758 0.929
SHAP 2.2% 0.805 0.931
LIME 2.2% 0.782 0.919

TABLE 5: Attack performance of our method on different
datasets without using explanations.

Dataset TPR at 0.1% FPR | Balanced Accuracy | AUC
CIFAR100 3.9% 0.791 0.935
CIFAR10 0.6% 0.628 0.683
CINIC10 0.5% 0.773 0.804

GTSRB 0.6% 0.530 0.600

could stem from either the model explanations or our ad-
vanced attack strategy. To isolate the impact of explanations
on privacy leakage, we designed two experiments. In the
first experiment, we deviate from using precise explanations
derived directly from the target model. Instead, we employ
explanations from shadow models to conduct membership
inference on the target model. This approach was evaluated
on the CIFAR-100 dataset. The results given in Table [
indicate a noticeable performance gap, which illustrates the
extent of privacy leakage attributable to precise explanations
as opposed to non-precise counterparts. For the second
experiment, we followed our proposed attack method but
excluded the use of explanations. Here, we implemented
a pixel perturbation technique leveraging the super-pixel
approach in LIME [24], where we grouped pixels into
distinct segments based on similarities in color, intensity,
or texture. Specifically, a quick shift algorithm [78|] was
employed for image segmentation. A selected percentage of
these segments was then perturbed in line with our pertur-
bation strategy, followed by the same membership inference
process used in our method. The results given in Table [3] re-
veal a persistent performance gap when compared to attacks
that utilize explanations, thereby revealing privacy leakage
attributed to explanations. In addition, our explanation-free
attack strategy demonstrated a notable improvement over
baselines. This improvement could possibly stem from mul-
tiple queries in the inference process [[79]]. As a result, Table
[2] shows the combined effect of the privacy leakage caused
by explanations and an improved attack strategy.

6.4. Ablation Study

Effects of Varied Attack Components. In this part, we
investigate the effects of various components of our design
on the overall attack performance by removing these parts
individually, including the perturbation strategies, TV term,
noisy linear imputation, and critical trajectory selection.
More explicitly, we substitute MoRF and LeRF with a



TABLE 6: Ablation study of different attack components.

TABLE 7: Attack performance using solely explanations.

Variants TPR at 0.1% FPR|Balanced Accuracy| AUC
w/o Perturb. Strategy 3.4% 0.773 0.918
w/o TV Term 4.0% 0.782 0.924
w/o Noisy Linear Imp. 3.1% 0.760 0.904
w/o Critical Traj. Sel. 2.9% 0.780 0.901
Full 5.0% 0.783 0.938

random selection (w/o Perturb. Strategy); we remove TV
terms from equation [/| (w/o TV Term); we exchange the
noisy linear imputation with imputation by the mean value
per channel of the image (w/o Noisy Linear Imp.); and
we employ a random trajectory selection (w/o Critical Traj.
Sel.). The results are given in Table [6] serving to highlight
the significance of each design choice in our method.

Using Solely Explanations. In this part, we focus on
assessing the effectiveness of our attack by using solely
explanations. Specifically, we employ confidence trajecto-
ries and the one-hot encoding of classes as the inputs for
membership inference. The evaluation is conducted on the
CIFAR-100 dataset. The results are given in Table [/, which
demonstrate that our attack relying solely on explanations
can still achieve notable performance.

Disjoint Datasets. In our previous experiments, we trained
both the target models and shadow models from a common
dataset, i.e., we assume the adversary has the auxiliary
dataset from the same distribution as the training dataset of
the target model. In a more practical attack setting, the ad-
versary likely has access to a dataset that is disjoint from the
actual training data. We now show that this more practical
setting has only a minor influence on the attack performance.
For this experiment, we use the CINIC-10 dataset [58],
which combines CIFAR-10 [57] with an additional 210k
images from ImageNet that correspond to classes contained
in CIFAR-10. Specifically, we consider two settings: in the
first setting, the target model and shadow model are all
trained on CIFAR-10 (i.e., same distribution); while in the
second setting, the target model is trained on the CIFAR-10
portion, and the adversary trained the shadow models on the
ImageNet portion of CINIC-10. There is thus a distribution
shift between the target model’s dataset and the adversary’s
dataset. We use Grad-CAM to generate attribution maps
in this experiment. As shown in Figure [7] and Table
our attacks’ performance is not affected by the distribution
shift of the datasets. Compared with the same distribution
cases, there is only a 0.2% drop in TPR, and the balanced
accuracy is even higher than that in the same distribution
cases. Additionally, our attack performance is much higher
than the baselines in this setting.

Different Model Architectures. After exploring the im-
pact of the dataset distribution shift, we now relax an-
other assumption of the adversary on the knowledge of
the target model architecture. For this experiment, we vary
the architectures of the shadow models with ResNet-18,
VGG-16, ResNet-56, and DenseNet-161, while keeping the
architectures of the target model as ResNet-18. As shown in
Figure[8] our attack performs best when the target model and

EXI\I,’[':‘S;‘&O“ TPR at 0.1% FPR | Balanced Accuracy | AUC
SmoothGrad 23% 0.791 0.885
VarGrad 3.1% 0.823 0.889
IG 2.6% 0.709 0.825
GradCAM 3.2% 0.798 0.894
GradCAM++ 2.8% 0.683 0.865
SHAP 2.7% 0.717 0.812
LIME 1.6% 0.768 0.842
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Figure 7: The ROC curve of Figure 8: The impact of the
different methods when two architecture differences be-
datasets are sampled from tween the target model and
different distributions. shadow models.

shadow model share the same architecture. In addition, using
models that have a similar number of layers (e.g., ResNet-
18, and VGG-16) will lead to a more similar performance.
The possible reason is that the networks will similar depth
will use similar features for classification, thus the generated
attribution maps will be more similar in this scenario. When
the architectures and number of layers are totally different,
the attack performance will decrease, but the performance
is still better other than the baselines using the same archi-
tecture for the shadow model and target model as shown
in Table 2] To mitigate the performance loss, the adversary
could try different shadow network architectures to find one
that has a superior performance. These experiments have
further demonstrated the severe privacy leakage caused by
explanations, even when the adversary has limited knowl-
edge of the target model architecture and training datasets.

Without Shadow Models. We explored how various model
architectures influence attack efficacy with the above exper-
iments. A notable challenge arises when the target models
differ markedly from the shadow models, potentially di-
minishing the effectiveness of approaches based on shadow
models. To address this, we adopt an alternative approach
that eliminates the need for shadow models. Instead, we
assume that an adversary has access to a portion of the train-
ing data for the target model, which could be implemented
through data poisoning within the target model’s training
dataset [80]]. In our experimental setup, the adversary holds
non-members from the shadow model and a portion of
members from the target model. This combined dataset is
then used to train the attack model. The efficacy of this
attack was assessed using the remaining member and non-
member data of the target model. We varied the poisoning
rate and evaluated the attack’s performance on CIFAR-100,



TABLE 8: Comparison with different methods when shadow
and target datasets are sampled from different distributions.

Method TPR at 0.1% FPR |Balanced Accuracy | AUC
Yeom et al. 0.1% 0.606 0.656
Song et al. 0.1% 0.609 0.659
Salem et al. 0.3% 0.598 0.695
Shokri et al. 0.2% 0.592 0.686
Ours (Diff. Dist.) 1.0% 0.649 0.722
Ours (Same Dist.) 1.2% 0.647 0.722
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Figure 9: The impact of dif- Figure 10: Comparison with
ferent poisoning rates on at- baseline methods with small
tack performance. generalization gaps.

employing GradCAM as the explanation. The results given
in [9] indicate that our attacks retained significant efficacy,
particularly at higher poisoning rates.

Small Generalization Gaps. The effectiveness of mem-
bership inference attacks is closely tied to the generaliza-
tion gaps of models. To this end, we investigate how our
attack performs under small generalization gaps. To create
such a scenario, we enriched the training dataset for the
GTSRB and subsequently retrained our models. As a result,
the trained target model exhibited a training accuracy of
99.87% while maintaining a testing accuracy of 90.88%. We
then conducted membership inference attacks on this well-
generalized model, utilizing GradCAM as the explanation.
The results are shown in Figure Our findings reveal a
clear improvement of our approach over baseline methods,
particularly within a low FPR range.

7. Possible Defenses

Considering the serious privacy concerns associated with
explainable ML, we examine potential defenses and evaluate
them empirically in this section. Although there is a broad
spectrum of possible defenses [81[], [82], [83]], [84], [85],
[86]], we consider from two angles: the model level and the
output level. At the model level, we use differential privacy
[82] to build an inherently private model. At the output level,
we use MemGuard [83] to strategically disrupt the model’s
output, thereby restricting the information accessible to at-
tackers.

Differential Privacy. Differential privacy (DP) is a widely
used mechanism to prevent classical membership inference
attacks [80]]. Essentially, this approach imposes a constraint
on the ability to distinguish between two adjacent datasets
that differ solely by the presence or absence of one data
sample. As a result, DP plays a crucial role in safeguarding

TABLE 9: Attack performance of our attack against DP-
SGD under different privacy budgets.

Privacy Top-1 Top-5 TPR at | Balanced
Budget (¢) | Accuracy Drop | Accuracy Drop |0.1% FPR | Accuracy
200000 0.113 0.164 0.2% 0.544
1000 0.288 0.278 0.1% 0.511

100 0.347 0.375 0.1% 0.506

against membership inference. We adopt the Differentially-
Private Stochastic Gradient Descent (DP-SGD) [82], the
most representative DP mechanism for protecting the mod-
els. We use the recent Fast Differential Privacy library [87]]
to implement the DP framework. Specifically, we configure
the gradient clipping function to ’automatic’ and select
"MixOpt’ as the clipping model. This clipping process
is uniformly applied across all layers of our model. We
use ResNet-18 trained on CIFAR-100 for this experiment
and use Grad-CAM as the explanation method. As shown
in Table [0 although DP-SGD could decrease our attack
performance, it will decrease the classification accuracy
significantly even when € is large. We also evaluate how
DP-SGD will affect the explanation quality. Specifically,
we use ROAD evaluation metrics to evaluate the quality of
attribution maps at € = 200000. Additionally, we introduce
a baseline called Sobel edge filter following [62], which
generates the attribution maps by assigning a high score to
areas of the image with a high gradient. This process does
not depend at all on the original model parameters. There-
fore, this baseline represents a lower bound in performance
that all explanation methods are expected to outperform.
The attribution quality evaluation is given in Figure [IT]
in Appendix. We can observe that the accuracy in the
Sobel edge filter decreases more sharply in MoRF settings
while remaining high in the LeRF setting. This means the
generated attribution maps are not even more informative
than methods that even do not take into account the model
parameters. Therefore, it is hard to balance the trade-off
between defense capability and performance utility.

MemGuard. In contrast to the defense strategies that alter
the training process, Jia et al. [83] introduced MemGuard.
This technique strategically introduces perturbations into
the confidence scores of the target models for each input.
Specifically, the methodology is designed to convert the
perturbed confidence scores into adversarial examples for
the attack models, which will confound the adversary by
generating random membership inference results based on
the perturbed score vector. To implement MemGuard, we
adhered to the default parameters in the original paper and
set a confidence score distortion budget to 1.0 to guarantee
the robust defenses. For this experiment, we employed a
ResNet-18 trained on the CIFAR-100 dataset and utilized
SmoothGrad, Grad-CAM, LIME, and SHAP as the expla-
nation methods. The results, as depicted in Table @1 reveal
that our attacks are still effective, even in the presence of
such stringent defenses. The underlying reason is that Mem-
Guard solely perturbs the target model’s output through the
addition of noise, leaving the attribution maps unprotected.



TABLE 10: Attack performance of our attack against Mem-
Guard for different explanation methods.

Explanation Method | TPR at 0.1% FPR|Balanced Accuracy| AUC
SmoothGrad 2.6% 0.778 0.885
GradCAM 2.4% 0.775 0.880
SHAP 2.3% 0.761 0.877

LIME 2.3% 0.769 0.872

Consequently, it fails to shield against the employed attacks.
8. Related Work

Explainable Machine Learning. Explainable ML can be
easily adapted to various network architectures without alter-
ing the original models, making it widely used for explain-
ing complex black-box neural networks [9], [40]. Among
various explanation methods, attribution-based methods that
have become the most studied in recent years [4], [6], [41]],
[42], [43], [46], as they can generate a high-fidelity pixel-
wise explanation of the model decision-making process.
Explainable ML has shed light on the inner workings of
models by making their decision-making processes more
understandable to humans. As a result, it is believed to
provide better insight into the correctness and robustness of
these models [88]]. Existing research has applied explainable
ML to numerous security and privacy-sensitive domains,
such as medical diagnosis [[12], [13]], privacy protection in
voice assistants [89], and anomaly detection [10].

Membership Inference Attack. Membership inference
attack has gained increasing attention from academia [22],
1261, 1270, [31], [32], [55], [90]. It has been utilized as a
basic auditing tool to quantify the privacy leakage of deep
learning models in different scenarios [91]]. Liu et al. [92]
focus on the membership inferences on pre-trained encoders
in contrastive learning. Chen et al. [54]] conduct membership
inference against GANs with different levels of knowledge.
Chen et al. [33]] investigate the membership inference in
machine unlearning, where they use extracted features from
original models and unlearned models to infer the mem-
bership status. Yuan et al. [28] investigate the membership
inference against neural network pruning, where they use
prediction sensitivity and confidence to distinguish the mem-
bership status. Li et al. [29] conduct membership inference
against multi-exit neural networks. They use the additional
exit information to help with inferring to achieve better
attack performance. However, membership inference attacks
on explainable machine learning are less investigated.

Security of Explainable ML. Machine learning models
have been recognized as susceptible to a variety of security
risks [93[, [94], [95]. Recently, investigating the security
risks of explainable ML has been an emerging research
field in machine learning security [[15]], [16], [17], [18]], [96].
Dombrowski et al. [[16] show that attribution maps can be
easily manipulated by applying imperceptible perturbations
to the images without affecting the prediction output. Instead
of perturbing the input data, Heo et al. [17]] found out that

the explanation methods can be fooled on the entire valida-
tion data set by fine-tuning a pre-trained network. Zhang et
al. [18] perform a systematic study of the security of deep
learning explanators, and they show adversarial examples
can fool both the target DNNs and their coupled explanators,
simultaneously exposing the adversarial vulnerabilities of
existing explanation models.

Privacy of Explainable ML. While the security risks
associated with explainable ML have received significant
attention, the inherent privacy risks in explainable ML re-
main insufficiently examined, with only a handful of studies
exploring this critical issue. Shokri et al. [20]] revealed vul-
nerabilities in backpropagation-based explanations, demon-
strating that the variance in these explanations can reveal
membership status. Pawelczyk et al. [97] introduced a mem-
bership inference attack specifically designed for counterfac-
tual (CF) explanations, utilizing the distances between data
instances and their CF counterparts. In addition, Luo et al.
[21]] focused on feature inference attacks by reconstructing
private inputs based on their Shapley value explanations,
while Duddu et al. [98]] developed an attribute inference
attack to deduce sensitive attributes, such as race and sex,
using model explanations. Furthermore, Zhao et al. [99]
proposed an attack leveraging explanations as additional
features to enhance model inversion attacks. Beyond these
data privacy concerns, there have been efforts using expla-
nations to facilitate model extraction attacks due to their
ability of revealing the model’s decision boundary [100].
In response to these privacy concerns, there have also been
studies in countermeasures using differential privacy [[101]],
[102]]. However, despite these developments, a systematic in-
vestigation into the privacy risks of attribution-based expla-
nations through the lens of membership inference, remains
underexplored.

9. Discussion

The Impacts of Our Attack. Transparent and accurate
explanations are crucial in building trust in ML systems,
especially in critical domains such as computer security
[103]. Our study reveals the privacy implications of in-
corporating explanations in ML systems, thus empowering
system maintainers and developers to consider these risks
when making deployment decisions for these techniques.
Moreover, regulators and policymakers can be aware of
these risks when formulating rules and guidelines for ML
systems. Our findings also serve as a guide for security
researchers to further investigate the privacy risks associated
with explainable ML and to develop effective defenses.
When all participants in the ML ecosystem consider these
privacy risks, we can move towards a more secure and
reliable ML landscape.

Advanced Defense Mechanisms. Our investigation of dif-
ferential privacy as a defense mechanism shows that while it
effectively thwarts privacy breaches, it significantly impacts
classification accuracy and explanation quality. On the other
hand, MemGuard has proven to be inadequate in defending



against privacy breaches. Hence it is crucial to devise more
advanced defense mechanisms to counter such evolving
threats, which we propose as a future research direction.

10. Conclusion

In this paper, we present a systematic study on the
privacy leakage of explainable machine learning through the
lens of membership inference. Building on the observation
that robustness exhibits observable differences among mem-
ber samples and non-member samples, we propose a novel
method to extract the membership features from changes
in model confidence under different levels of perturbations
guided by the attribution maps. We evaluated our approach
with seven popular explanators across various benchmarks
and model architectures. The evaluation results show that
our attacks consistently outperform prior works, highlight-
ing significant privacy leakage in current explainable ML
methods. We have further demonstrated that this leakage
issue persists even when the attacker lacks knowledge of
training datasets or target model architectures. Finally, we
empirically evaluate the existing model and output-based
defense, finding that they are insufficient in mitigating our
attacks. We hope this study will raise awareness of the
potential privacy risks of using explainable machine learning
and help improve privacy in practical implementation.
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Appendix A.
Preliminary Study

Our preliminary study on membership inference against
explainable ML directly employs attribution maps as fea-
tures to identify membership. This can be considered a stan-
dard image classification task comprising one positive class
(i.e., members) and one negative class (i.e., non-members).
We use ResNet-18 as the target model and shadow model ar-
chitecture, and we divide the datasets as described in Section
[6.1] to train the shadow models and target models. ResNet-
50 serves as the attack model to classify membership status.
Grad-CAM is utilized to generate attribution maps. The
attack results can be found in Table [[1}

TABLE 11: Attack performance by directly classifying
membership status from attribution maps.

Dataset TPR at 0.1% FPR | Balanced Accuracy | AUC
CIFAR-10 0.0% 0.499 0.498
CIFAR-100 0.1% 0.502 0.498
CINIC-10 0.1% 0.503 0.499
GTSRB 0.1% 0.500 0.501

Appendix B.
Experimental Settings

Dataset Splits. To evaluate attack performance in various
settings, we follow [26] to split the datasets. The detailed
data splits for different datasets are provided in Table [T2]
pgggggt is used to train the target models, and Déﬁ‘%ﬁm
is used to train the shadow models; they are considered
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Figure 11: Comparison of explanation quality in MoRF and
LeRF settings between Grad-CAM and Sobel Edge Filter
when the model is trained on DP-SGD.

: test test :
member datasets, while Dtmget.and D5 1. are considered
non-member datasets. Dg;q¢iy; 1S only used for the second
setting, where the adversary has access to additional large

datasets and employs them for model distillation.

TABLE 12: Data splits on different datasets.

Dataset nggﬁt %Zf‘i]et 27;7,77,1(177;)10 z?zsatdow de’,still
CIFAR-10 10000 10000 10000 10000 20000
CIFAR-100 | 10000 10000 10000 10000 20000
CINIC-10 10000 10000 10000 10000 220000
GTSRB 1500 1500 1500 1500 45837

Training Configurations. We train each model for 100
epochs with a learning rate of 0.1. We also reduce the
learning rate of the optimizer in a cosine annealing schedule
to ensure better model convergence. Standard data augmen-
tations and weight decays with rate of 0.0001 are used to
improve the generalization of the models.

Model Accuracy. Table [13]shows the performance of the
target ResNet-18 models trained on different datasets.

TABLE 13: Training and testing accuracy for the target
model on different datasets.

Dataset Topl Train Acc|Topl Test Acc|Top5 Train Acc|Top5 Test Acc
CIFAR-10 0.998 0.771 1.000 0.982
CIFAR-100 1.000 0.454 1.000 0.739
CINIC-10 0.998 0.590 1.000 0.938
GTSRB 0.997 0.745 1.000 0.947

TABLE 14: Performance of baseline methods utilizing aug-
mentations during attacks.

Method Dataset |TPR at 0.1% FPR|Balanced Accuracy| AUC
CIFAR100 0.8% 0.851 0.904

Salem et al. CIFARI10 0.2% 0.595 0.623
CINIC10 0.3% 0.705 0.760

GTSRB 0.4% 0.608 0.666

CIFAR100 1.1% 0.780 0.853

Shokri ef al CIFAR10 0.3% 0.604 0.638
‘| CINIC10 0.3% 0.708 0.764

GTSRB 0.3% 0.611 0.681




Appendix C.
Meta-Review

The following meta-review was prepared by the program
committee for the 2024 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

C.1. Summary

The paper presents an empirical study of the privacy
risks of explainable machine learning. The study uses a new
membership inference attack strategy that uses prediction
trajectories derived from explanations.

C.2. Scientific Contributions

o Addresses a Long-Known Issue
o Provides a Valuable Step Forward in an Established
Field.

C.3. Reasons for Acceptance

1) The paper addresses a long-known issue. The need to
study privacy risks of explanations is evident in the
existing literature. The paper addresses this through
extensive experiments.

2) The paper provides a valuable step forward in an estab-
lished field. Prior studies have investigated privacy risks
of explanations using membership inference attacks.
The paper proposes and evaluates a stronger attack
strategy to quantify the privacy leakage of explanations.
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