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Abstract Many recent studies on first-order methods (FOMs) focus on composite non-convex non-smooth
optimization with linear and/or nonlinear function constraints. Upper (or worst-case) complexity bounds
have been established for these methods. However, little can be claimed about their optimality as no lower
bound is known, except for a few special smooth non-convex cases. In this paper, we make the first attempt
to establish lower complexity bounds of FOMs for solving a class of composite non-convex non-smooth
optimization with linear constraints. Assuming two different first-order oracles, we establish lower complexity
bounds of FOMs to produce a (near) ǫ-stationary point of a problem (and its reformulation) in the considered
problem class, for any given tolerance ǫ > 0. In addition, we present an inexact proximal gradient (IPG)
method by using the more relaxed one of the two assumed first-order oracles. The oracle complexity of the
proposed IPG, to find a (near) ǫ-stationary point of the considered problem and its reformulation, matches
our established lower bounds up to a logarithmic factor. Therefore, our lower complexity bounds and the
proposed IPG method are almost non-improvable.

Keywords non-convex optimization, non-smooth optimization, first-order methods, proximal gradient method,
information-based complexity, lower complexity bound, worst-case complexity
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1 Introduction

First-order methods (FOMs) have attracted increasing attention because of their efficiency in solving large-
scale problems arising from machine learning and other areas. The recent studies on FOMs have focused
on non-convex problems, and one of the actively studied topics is the oracle complexity for finding a near-
stationary point under various assumptions. In this paper, we explore this topic for problems with a composite
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non-convex non-smooth objective function and linear equality constraints, formulated as

min
x∈Rd

F0(x) := f0(x) + g(x), s.t. Ax + b = 0. (P)

Here, A ∈ R
n×d, b ∈ R

n, f0 : Rd → R is smooth, and g : Rd → R ∪ {+∞} is a proper lower semicontinuous
convex function but potentially non-smooth. We assume the following properties throughout this paper.

Assumption 1 The following statements hold.

(a) ∇f0 is Lf -Lipschitz continuous, i.e., ‖∇f0 (x) −∇f0 (x′)‖ ≤ Lf ‖x− x′‖ , ∀x, x′ ∈ R
d.

(b) infx F0(x) > −∞.
(c) g(x) = ḡ(Āx + b̄), where Ā ∈ R

n̄×d, b̄ ∈ R
n̄ and ḡ : Rn̄ → R ∪ {+∞} is a proper lower semicontinuous

convex function but potentially non-smooth.

Due to non-convexity, computing or even approximating a global optimal solution for problem (P) is
intractable in general [25]. Hence, we focus on using an FOM to find a (near) ǫ-stationary point of problem (P)
for a given tolerance ǫ > 0; see Definition 1. An FOM finds a (near) ǫ-stationary point by querying information
from some oracles, which typically dominates the runtime of the method, so its efficiency can be measured by
the number of oracles it queries, which is defined as the method’s oracle complexity. The goal of this paper
is to establish a lower bound for the oracle complexity of a class of FOMs to find a (near) ǫ-stationary point
of problem (P) and, additionally, to present an FOM that can nearly achieve this lower complexity bound.

Undoubtedly, an algorithm’s oracle complexity depends on what oracle information the algorithm can
utilize and what operations it can perform by using the oracle. Since we focus on FOMs, we assume that a
first-order oracle is accessible and each generated iterate is a certain combination of the oracle information.
More specifically, we make the following assumption that is standard for an FOM to solve problem (P).

Assumption 2 There is an oracle such that given any x and ξ in R
d, it can return (A⊤b,∇f0(x),A⊤Ax)

and proxηg(ξ) for any η > 0. In addition, the sequence
{
x(t)
}∞
t=0

generated by the underlying algorithm

satisfies that, for any t ≥ 1, x(t) ∈ span
({

ξ(t), ζ(t)
})

, where

ξ(t) ∈ span
({

A⊤b
}⋃

∪t−1
s=0

{
x(s),∇f0(x(s)),A⊤Ax(s)

})
, ζ(t) ∈

{
proxηg(ξ(t)) | η > 0

}
.

Here, span(S) represents the set of all linear combinations of finitely many vectors in a set S. Under the
linear-span assumption above, an algorithm can access ∇f0 at any historical solutions and can compute
matrix-vector multiplications with A and A⊤ as well as the proximal mapping of g, i.e.,

proxηg(x) := arg min
x′

{
g(x′) + 1

2η‖x′ − x‖2
}

(1.1)

for any x ∈ R
d and η > 0. We say x(t) is generated by the t-th iteration1 of the algorithm.

It should be noted that the above linear-span assumption allows the algorithm to compute the proximal
mapping of g but does not permit the projection onto the affine set {x ∈ R

d | Ax+b = 0}. It is also worth
noting here that computing the proximal mapping of g is more difficult than computing a subgradient of
g. In fact, if we disallow computing the proximal mapping of g but instead give the algorithm access to its

1 Without further specification, one iteration of an FOM will call the oracle once. We will specify the type of iteration if this
does not hold, e.g., by outer- or inner-iteration.
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subgradients, the algorithm is limited to the class of subgradient methods for non-smooth optimization, in
which case finding an ǫ-stationary point is impossible with finite oracle complexity [39].

FOMs under Assumption 2 have been developed with theoretically proved oracle complexity for finding
an ǫ-stationary point of problem (P) under different settings. These results are stated as upper bounds for the
maximum number of oracles those algorithms require to reach an ǫ-stationary point. In two special cases of
problem (P), some existing algorithms’ oracle complexity is known to be non-improvable (also called optimal)
because the complexity matches, up to constant factors, a theoretical lower bound of oracle complexity [27],
which is the minimum number of oracles an algorithm in a class needs to find an ǫ-stationary point. These
two cases are as follows.

1. When the linear constraint Ax + b = 0 does not exist, problem (P) becomes a composite non-smooth
non-convex optimization problem

min
x

f0(x) + g(x), (1.2)

for which the proximal gradient method finds an ǫ-stationary point by O(Lf ǫ
−2) first-order oracles [28].

This oracle complexity cannot be improved because it matches the lower bound provided in [4, 5].
2. When g ≡ 0, problem (P) becomes a linear equality-constrained smooth non-convex optimization problem

min
x

f0(x), s.t. Ax + b = 0. (1.3)

It is known that, if exact projection onto the feasible set {x |Ax+b = 0} is allowed, the projected gradient
method can find an ǫ-stationary point in O(Lf ǫ

−2) iterations. When exact projection is prohibited, one
can perform inexact projection through the matrix-vector multiplications with A and A⊤, which are
allowed under Assumption 2. This way, with O(κ(A) log(ǫ−1)) multiplications, one can project any point
to the feasible set with a poly(ǫ) error2. Here, κ(A) is the condition number of A defined as

κ(A) :=

√
λmax(AA⊤)

λmin(AA⊤)
,

where λmin(AA⊤) and λmax(AA⊤) are the smallest positive and the largest eigenvalues of AA⊤, respec-
tively. Using this inexact projection as a subroutine, one can easily develop an inexact projected gradient
method to this special case of (P) with oracle complexity of O(κ(A) log(ǫ−1)Lf ǫ

−2). This complexity
matches the lower bound O(κ(A)Lf ǫ

−2) in [35] up to a logarithmic factor and thus is nearly optimal.

These two examples suggest that a lower bound of oracle complexity is valuable as it informs algorithm
designers which algorithms can be potentially improved for higher efficiency and which are non-improvable
without additional assumptions. In literature, there exist multiple algorithms with the theoretically proved
oracle complexity for problem (P) or a more general problem. We refer readers to [2, 12, 16, 17, 24, 31, 40, 41]
for problems with affine constraints and [6, 7, 10, 18, 20, 34, 36, 37] for problems with nonlinear constraints.
However, to the best of our knowledge, there is no lower bound of the oracle complexity for finding a
(near) ǫ-stationary point of problem (P) under Assumption 2. Although there are lower bounds established
for decentralized smooth optimization [35], linearly constrained smooth optimization [35], and non-convex
strongly-concave min-max problems [19,43], these lower bounds either cannot be applied to problem (P) or
can only be applied to a special case of problem (P), so they will not be tight enough as we will show later
in this paper. To fill this gap in literature, we pose the following question:

What is the minimum oracle complexity for a first-order method satisfying a linear-span assumption, e.g.,
Assumption 2, to find a (near) ǫ-stationary point of problem (P) that satisfies Assumption 1?

2 poly(ǫ) denotes a polynomial of ǫ.
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1.1 Contributions

Our first major contribution is to provide an answer to the question above by establishing a lower bound
of the oracle complexity of FOMs for finding a (near) ǫ-stationary point of problem (P). This is achieved
by adapting the worst-case instance in [35] for affinely constrained smooth optimization to the affinely
constrained structured non-smooth problem (P). In particular, we use a subset of the affine constraints of
the instance in [35] to design the regularized term g(x) in problem (P) and leave the remaining constraints
in that instance as affine constraints in problem (P). We show that under Assumption 2, any algorithm
needs at least O(κ([Ā;A])Lf∆F0ǫ

−2) iterations/oracles to find a (near) ǫ-stationary point of the instance
we design; see Theorem 2.1. Here

∆F0 := F0(x(0)) − inf
x

F0(x), [Ā;A] :=

[
Ā
A

]
and κ([Ā;A]) :=

√
λmax([Ā;A][Ā;A]⊤)

λmin([Ā;A][Ā;A]⊤)
. (1.4)

Our lower complexity bound for (P) can be viewed as a generalization of the lower bound O(κ(A)Lf ǫ
−2) for

problem (1.3) in [35]. Our result provides a new insight that the difficulty of finding a (near) ǫ-stationary point
of problem (P) depends on the interaction between the affine constraints and the non-smooth regularization
term characterized by κ([Ā;A]).

Under Assumption 2, an algorithm is allowed to call proxηg(·), which may not be easy to compute,

especially when Ā in Assumption 1 is a generic matrix without a special structure. On the contrary, when
ḡ in Assumption 1 is simple enough so that proxηḡ(·) can be computed easily, one can apply a variable
splitting technique such as the one used in the alternating direction method of multipliers (ADMM) to find
a (near) ǫ-stationary point of problem (P). To do so, we introduce a new variable y ∈ R

n̄ and reformulate
problem (P) to its Splitting Problem

min
x∈Rd,y∈Rn̄

F (x,y) := f0(x) + ḡ(y), s.t. Ax + b = 0, y = Āx + b̄. (SP)

For t = 0, 1, . . . , let (x(t),y(t)) be the solution generated in the t-th iteration by an algorithm for solving (SP).
We assume they satisfy the following linear-span assumption (see [4, 30]), instead of Assumption 2.

Assumption 3 There is an oracle such that given any x ∈ R
d and y, ξ in R

n̄, it can return (b̄,A⊤b, Ā⊤b̄),
(∇f0(x), Āx,A⊤Ax, Ā⊤Āx, Ā⊤y), and proxηḡ(ξ) for any η > 0. In addition, the sequence

{
(x(t),y(t))

}∞
t=0

generated by the underlying algorithm satisfies that, for all t ≥ 1,

x(t) ∈ span
({

A⊤b, Ā⊤b̄
}⋃

∪t−1
s=0

{
x(s),∇f0(x(s)),A⊤Ax(s), Ā⊤Āx(s), Ā⊤y(s)

})
,

y(t) ∈ span
({

ξ(t), ζ(t)
})

, where

ξ(t) ∈ span
({

b̄
}⋃

∪t−1
s=0

{
y(s), ĀĀ⊤y(s), Āx(s)

})
, ζ(t) ∈

{
proxηḡ(ξ(t)) | η > 0

}
.

We say (x(t),y(t)) is generated by the t-th iteration of the algorithm. Our second major contribution is to
show that under Assumption 3, the minimum oracle complexity is O(κ([Ā;A])Lf∆F ǫ

−2) for an algorithm
to find an ǫ-stationary point of problem (SP) that satisfies Assumption 1(a,c) and the condition

∆F := F (x(0),y(0)) − inf
x,y

F (x,y) < ∞.
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The lower bound can be proved by using the same worst-case instance as that we will use to prove the lower
bound for problem (P). Moreover, under Assumption 3, the minimum oracle complexity for an algorithm to
find a near ǫ-stationary point of problem (P) is O(κ([Ā;A])Lf∆F0ǫ

−2), the same as that we establish under
Assumption 2 which allows the more expensive operator proxηg.

Given a lower bound of oracle complexity, a critical question is whether the bound is tight, or equivalently,
whether it can be achieved by an algorithm that meets the underlying assumptions upon which the lower
bound is established. To address this question and shed light on the tightness of our lower bounds, we make
a third significant contribution by introducing a novel method called the inexact proximal gradient (IPG)
method. This method is specifically designed to solve problem (SP), while satisfying the conditions outlined
in Assumption 3. Remarkably, IPG is able to achieve an oracle complexity that matches our established
lower bound O(κ([Ā;A])Lf∆F ǫ

−2) up to logarithmic factors for solving problem (SP). That is, the lower
complexity bound is tight for problem (SP). Meanwhile, IPG is able to find a near ǫ-stationary point of
problem (P) by O(κ([Ā;A])Lf∆F0ǫ

−2) iterations/oracles, up to logarithmic factors. This means that the
lower complexity bound is also tight for problem (P) under Assumption 3.

1.2 Related Work

The proximal gradient (PG) method can find an ǫ-stationary point of the composite non-smooth non-convex
problem (1.2) within O(Lf ǫ

−2) [28] iterations, which matches the lower bound in [4, 5]. When there is no
affine constraints and g ≡ 0 in problem (P), our lower-bound complexity result is reduced to the lower bound
in [4].

For the affinely constrained non-convex smooth problem (1.3), Sun and Hong [35] show a lower-bound
complexity of O(κ(A)Lf ǫ

−2) for finding an ǫ-stationary point. In the same paper, they give an FOM that
achieves this lower bound. When g ≡ 0, our complexity lower bound for problem (P) is reduced to their
lower bound.

Before our work, there only exist upper bounds of oracle complexity for finding a (near) ǫ-stationary point
of (P) and (SP). For instance, Kong et al. [17] develop a quadratic-penalty accelerated inexact proximal
point method that finds an ǫ-stationary point of problem (P) with oracle complexity O(ǫ−3). Lin et al. [20]
study a method similar to [17] and show that oracle complexity of O(ǫ−5/2) is sufficient. The augmented
Lagrangian method (ALM) is another effective approach for problem (P). The oracle complexity of ALM
for problem (P) has been studied by [13, 14, 24, 41]. For example, the inexact proximal accelerated ALM
by [24] achieves oracle complexity of O(ǫ−5/2) and, in a special case where g(x) is the indicator function of a
polyhedron, the smoothed proximal ALM by [41] improves the complexity to O(ǫ−2). ADMM is an effective
algorithm for optimization with a separable structure like that in problem (SP). ADMM and its variants
have been studied by [9, 15, 16, 23, 38, 40, 41] for constrained non-convex optimization problems including
problem (SP). For example, it is shown by [9,16,38] that ADMM finds an ǫ-stationary point of problem (SP)
with oracle complexity of O(ǫ−2).

The aforementioned methods for problem (P) all satisfy Assumption 2, and the aforementioned methods
for problem (SP) all satisfy Assumption 3. However, the oracle complexity of those methods for finding
an ǫ-stationary point either does not match or is not comparable with our lower-bound complexity for
the corresponding problems. Specifically, the oracle complexity of ADMM in [38] for solving problem (SP)
depends on the Kurdyka- Lojasiewicz (K L) coefficient, which is not directly comparable with our lower
bound. The oracle complexity O(κ2([A; Ā])L2

f∆F ǫ
−2) of ADMM for solving problem (SP) is presented in [9],

under the assumption that [Ā;A] has a full-row rank. The results of [16] of ADMM are only applicable
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to problems (P) and (SP) with a separable structure and Ā = Id or g ≡ 0, for which case their oracle
complexity is O(κ2(A)L2

f∆ǫ−2) with ∆ = ∆F0 or ∆F . Zhang and Luo in [41] study the complexity of
ALM for problem (P) when g is the indicator function of a polyhedral set and the exact projection onto
the polyhedral set can be computed. They obtained complexity of O(κ̂2L3

f∆F0ǫ
−2), where κ̂ is a joint

condition number of the equality Ax + b = 0 and the inequality defining the polyhedral set. When g ≡ 0,
their complexity is reduced to O(κ2(A)L3

f∆F0ǫ
−2). Zhang et al. [42] further extend [40,41] to problems with

nonlinear convex inequality constraints. However, their algorithm requires exact projection to the set defined
by the inequality constraints, which is impractical for many applications and does not satisfy Assumption 2.

1.3 Notations and Definitions

For any a ∈ R, we use ⌈a⌉ to denote the smallest integer that is no less than a. Null(H) represents the null
space of a matrix H. For any vector z, [z]j denotes its j-th coordinate. We denote 1p for an all-one vector
in R

p, and 0 to represent an all-zero vector when its dimension is clear from the context. Ip denotes a p× p
identity matrix and

Jp :=




−1 1
−1 1

. . .
. . .

−1 1


 ∈ R

(p−1)×p. (1.5)

A vector x is said ω-close to another vector x̂ if ‖x− x̂‖ ≤ ω. For any set X , we denote ιX as its indicator
function, i.e., ιX (x) = 0 if x ∈ X and +∞ otherwise. We use ⊗ for the Kronecker product, co(S) for the
convex hull of a set S and co(S) for the closure of co(S). For a function f : Rd → R∪ {+∞}, its directional
derivative at x along a direction v ∈ R

d is defined as

f ′(x;v) = lim
s↓0

f(x + sv) − f(x)

s
, (1.6)

where s ↓ 0 means s → 0 and s > 0. ∂g denotes the subdifferental of a closed convex function g.

Definition 1 Given ǫ ≥ 0, a point x∗ is called an ǫ-stationary point of (P) if for some γ ∈ R
n,

max
{

dist
(
0,∇f0(x

∗) + A⊤γ + ∂g(x∗)
)
, ‖Ax∗ + b‖

}
≤ ǫ, (1.7)

and a point (x∗,y∗) is called an ǫ-stationary point of (SP) if for some z1 ∈ R
n̄ and z2 ∈ R

n,

max
{

dist(0, ∂ḡ(y∗) − z1), ‖∇f0(x∗) + Ā⊤z1 + A⊤z2‖, ‖y∗ − Āx∗ − b̄‖, ‖Ax∗ + b‖
}
≤ ǫ. (1.8)

When ǫ = 0, we simply call x∗ and (x∗,y∗) stationary points of problems (P) and (SP), respectively. We say
that x̄ is a near ǫ-stationary point of (P) if it is ω-close to an ǫ-stationary point x∗ of (P) with ω = O(ǫ).

1.4 Organization

The rest of this paper is organized as follows. In Section 2, we present lower-bound complexity results for
solving problem (P) of FOMs under Assumption 2. Then in Section 3, we show the lower-bound complexity
results for solving problems (P) and (SP) of FOMs under Assumption 3. In Section 4, we propose an inexact
proximal gradient algorithm for solving these two problems and present its worst-case oracle complexity,
which shows the tightness of our lower complexity bounds. Concluding remarks are given in Section 5.
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2 Lower Bound of Oracle Complexity for Problem (P) under Assumption 2

In this section, under Assumption 2, we derive a lower bound of the oracle complexity of an FOM to find a
(near) ǫ-stationary point of problem (P) for a given ǫ > 0. Motivated by [4, 35], our approach is to design
a worst-case instance of (P) such that a large number of oracles satisfying Assumption 2 will be needed to
find a desired solution.

2.1 A Challenging Instance P of Problem (P)

Let m1 and m2 be positive integers such that m1m2 is even and m1 ≥ 2. Let m = 3m1m2 and d̄ be an odd
positive integer such that d̄ ≥ 5. Also, set d = md̄, and let

x =
(
x⊤
1 , . . . ,x

⊤
m

)⊤ ∈ R
d, with xi ∈ R

d̄, i = 1, . . . ,m. (2.1)

Moreover, we define a matrix H ∈ R
(m−1)d̄×md̄ by

H := mLf · Jm ⊗ Id̄ = mLf ·




−Id̄ Id̄
−Id̄ Id̄

. . .
. . .

−Id̄ Id̄




︸ ︷︷ ︸
m blocks





m− 1 blocks. (2.2)

Define
M := {im1|i = 1, 2, . . . , 3m2 − 1}, MC := {1, 2, . . . ,m− 1}\M,

n = (m− 3m2)d̄, n̄ = (3m2 − 1)d̄,
(2.3)

and let

Ā := mLf · JM ⊗ Id̄, A := mLf · JMC ⊗ Id̄, b̄ = 0 ∈ R
n̄, b = 0 ∈ R

n, (2.4)

where JM and JMC are the rows of Jm indexed by M and MC , respectively.
Furthermore, we define ḡ : Rn̄ → R and g : Rd → R as

ḡ(y) :=
β

mLf
‖y‖1 = max

{
u⊤y

∣∣∣ ‖u‖∞ ≤ β

mLf

}
, (2.5)

and
g(x) := ḡ(Āx) = β

∑

i∈M
‖xi − xi+1‖1, (2.6)

where x has the block structure in (2.1), M is defined in (2.3), and β is a constant satisfying

β > (50π + 1 + ‖A‖)
√
mǫ. (2.7)

Finally, we design the smooth function f0 to complete the instance of (P). Let Ψ : R 7→ R and Φ : R 7→ R

be defined as

Ψ(u) :=

{
0, if u ≤ 0,

1 − e−u2

, if u > 0,
and Φ(v) := 4 arctanv + 2π. (2.8)
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In addition, for each j = 1, . . . , d̄, we define function ϕ (·, j) : Rd̄ → R as

ϕ (z, j) :=

{
−Ψ(1)Φ ([z]1) , if j = 1,

Ψ (−[z]j−1)Φ (−[z]j) − Ψ ([z]j−1)Φ ([z]j) , if j = 2, . . . , d̄,
(2.9)

and for i = 1, . . . ,m, we define hi : Rd̄ → R as

hi (z) :=





ϕ (z, 1) + 3
∑⌊d̄/2⌋

j=1 ϕ (z, 2j) , if i ∈
[
1, m3

]
,

ϕ (z, 1) , if i ∈
[
m
3 + 1, 2m

3

]
,

ϕ (z, 1) + 3
∑⌊d̄/2⌋

j=1 ϕ (z, 2j + 1) , if i ∈
[
2m
3 + 1,m

]
.

(2.10)

Now for a given ǫ ∈ (0, 1) and Lf > 0, for i = 1, . . . ,m, we define fi : Rd̄ → R as

fi (z) :=
300πǫ2

mLf
hi

(√
mLfz

150πǫ

)
, ∀ z ∈ R

d̄, (2.11)

and let f0 : Rd → R be

f0(x) :=

m∑

i=1

fi(xi), ∀x ∈ R
d with the structure in (2.1). (2.12)

Putting all the components given above, we obtain a specific instance of (P). We formalize it in the
following definition.

Definition 2 (instance P) Given ǫ ∈ (0, 1) and Lf > 0, let m1,m2 and d̄ be integers such that m1 ≥ 2
is even and d̄ ≥ 5 is odd. We refer to as instance P the instance of problem (P) where f0 is given in (2.12)
with each fi defined in (2.11), g is given in (2.6) with β satisfying (2.7), and (A, Ā,b, b̄) is given in (2.4).

2.2 Properties of Instance P

In order to show the challenge of instance P for an algorithm under Assumption 2, we give a few facts and
properties about P . First, notice that Ā and A in (2.4) are two block submatrices of H in rows. It is easy
to obtain the following proposition.

Proposition 2.1 By the definitions in (2.1) through (2.6), it holds

(a) x1 = x2 = · · · = xm if and only if Hx = 0;
(b) xi = xi+1 for i ∈ M if and only if Āx = 0 or equivalently g(x) = 0;
(c) xi = xi+1 for i ∈ MC if and only if Ax = 0;
(d) x1 = x2 = · · · = xm if and only if Ax = 0 and g(x) = 0.

Second, it is straightforward to have the partial derivatives
{

∂hi(z)
∂[z]j

}
based on three cases of j.

Case i) When j = 1,

∂hi(z)

∂[z]j
=

{
−Ψ(1)Φ′([z]1) + 3 [−Ψ ′(−[z]1)Φ(−[z]2) − Ψ ′([z]1)Φ([z]2)] , if i ∈

[
1, m3

]
,

−Ψ(1)Φ′([z]1), if i ∈
[
m
3 + 1,m

]
.

(2.13)
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Case ii) When j is even,

∂hi(z)

∂[z]j
=





3 [−Ψ(−[z]j−1)Φ′(−[z]j) − Ψ([z]j−1)Φ′([z]j)] , if i ∈
[
1, m3

]
,

0, if i ∈
[
m
3 + 1, 2m

3

]
,

3 [−Ψ ′(−[z]j)Φ(−[z]j+1) − Ψ ′([z]j)Φ([z]j+1)] , if i ∈
[
2m
3 + 1,m

]
.

(2.14)

Case iii) When j is odd and j 6= 1,

∂hi(z)

∂[z]j
=





3 [−Ψ ′(−[z]j)Φ(−[z]j+1) − Ψ ′([z]j)Φ([z]j+1)] , if i ∈
[
1, m3

]
,

0, if i ∈
[
m
3 + 1, 2m

3

]
,

3 [−Ψ(−[z]j−1)Φ′(−[z]j) − Ψ([z]j−1)Φ′([z]j)] , if i ∈
[
2m
3 + 1,m

]
.

(2.15)

Thirdly, instance P satisfies Assumption 1. By (2.6), Assumption 1(c) clearly holds. To verify Assump-
tions 1(a) and 1(b), we need the next lemma.

Lemma 2.1 Let Ψ , Φ and hi be given in (2.8) and (2.10). The following statements hold:

(a) Ψ(u) = 0 and Ψ ′(u) = 0 for all u ≤ 0, and 0 ≤ Ψ(u) < 1, 0 ≤ Ψ ′(u) ≤
√

2/e, 0 < Φ(v) < 4π, and
0 < Φ′(v) ≤ 4 for all v ∈ R.

(b) Ψ(u)Φ′(v) > 1 for all u and v satisfying u ≥ 1 and |v| < 1.
(c) hi(0) − infz hi (z) ≤ 10πd̄ for i = 1, 2, . . . ,m.
(d) ∇hi is 75π-Lipschitz continuous for i = 1, 2, . . . ,m.

(e) hi is 25π
√
d̄-Lipschitz continuous for i = 1, 2, . . . ,m.

Proof. (a)-(d) are directly from [35, Lemma 3.1]. By derivatives (2.13)–(2.15), we obtain that, for any z ∈ R
d̄,

∣∣∣∣
∂hi(z)

∂[z]j

∣∣∣∣ ≤ max

{
sup
u

|Ψ(1)Φ′(u)| + 6 sup
u

|Ψ ′(u)| sup
v

|Φ(v)|, 6 sup
u

|Ψ(u)| sup
v

|Φ′(v)|
}

< 25π, ∀ i, j, (2.16)

where the second inequality is from Lemma 2.1(a) and the fact that supv |Ψ(1)Φ′(v)| ≤ 4(1 − e−1) < π by

the definition of Φ. Hence, ‖∇hi(z)‖ ≤ 25π
√
d̄. Thus (e) holds, and we complete the proof. �

From the definition of fi in (2.11) and the chain rule, we have

[∇fi(z)]j =
2ǫ√
m

[
∇hi

(√
mLfz

150πǫ

)]

j

, ∀j = 1, . . . ,m, (2.17)

which together with Lemma 2.1 clearly indicates the properties below about {fi}mi=0.

Lemma 2.2 Let {fi}mi=0 be defined in (2.11) and (2.12). Then

(a) fi(0) − infz fi (z) ≤ 3000π2d̄ǫ2/mLf for i = 1, . . . ,m, and f0(0) − infx f0 (x) ≤ 3000π2d̄ǫ2/Lf .
(b) ∇fi is Lf -Lipschitz continuous for i = 0, 1, . . . ,m.

(c) fi is
50πǫ

√
d̄√

m
-Lipschitz continuous for i = 1, . . . ,m, and f0 is 50πǫ

√
md̄-Lipschitz continuous.

By Lemma 2.2 and ḡ ≥ 0, we immediately have the following proposition.

Proposition 2.2 Instance P given in Definition 2 satisfies Assumption 1.
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The following lemma characterizes the joint condition number of Ā and A defined in (1.4), which will
appear in our lower bound of oracle complexity.

Lemma 2.3 Let A and Ā be given in (2.4). Then m
4 ≤ κ([Ā;A]) = κ(H) =

sin(
(3m1m2−1)π

6m1m2
)

sin( π
6m1m2

) < m.

Proof. The first equality holds because H are split into Ā and A in rows. Let

H̄ = mLf



−1 1

. . .
. . .

−1 1


 ∈ R

(m−1)×m.

We then have HH⊤ = (H̄ ⊗ Id̄)(H̄ ⊗ Id̄)⊤ =
(
H̄H̄⊤) ⊗

(
Id̄I

⊤
d̄

)
=
(
H̄H̄⊤) ⊗ Id̄. Let λi(H̄H̄⊤) be the i-th

largest eigenvalue of H̄H̄⊤. Since H̄H̄⊤ is tridiagonal and Toeplitz, its eigenvalues have closed forms [11]:

λi(H̄H̄⊤) = 4m2L2
f sin2

(
iπ

6m1m2

)
, ∀ i = 1, 2, . . . ,m− 1.

It then yields that κ([Ā;A]) = κ(H) = κ(H̄) =
sin(

(3m1m2−1)π

6m1m2
)

sin( π
6m1m2

) . Because sin(z) ≤ 1, ∀ z, sin(z) ≥ 2z
3 for

z ∈ [0, π/12], and m1m2 ≥ 2, we have

sin( (3m1m2−1)π
6m1m2

)

sin( π
6m1m2

)
≤ 1

π
9m1m2

=
3m

π
< m.

Also, because z ≥ sin(z) ≥ z
2 for z ∈ [0, π/2] and m1m2 ≥ 2, we have

sin( (3m1m2−1)π
6m1m2

)

sin( π
6m1m2

)
≥

(m−1)π
4m
π
2m

=
m− 1

2
≥ m

4
.

Hence, we have obtained all desired results and complete the proof. �

2.3 An Auxiliary Problem and Its Properties

To establish a lower bound of the oracle complexity for solving (P) under Assumptions 1 and 2, we consider
an auxiliary problem of instance P in this subsection and analyze its properties. The Auxiliary Problem is
given as follows:

min
x∈Rd

f0(x), s.t. Hx = 0, (AP)

where H and f0 are defined in (2.12) and (2.2), respectively. An ǫ-stationary point x∗ of problem (AP)
satisfies

max

{
‖Hx∗‖ , min

γ′∈R(m−1)d̄

∥∥∇f0(x∗) + H⊤γ ′∥∥
}

≤ ǫ. (2.18)

The next lemma characterizes the relationship between the (near-)stationary points of instance P and the
auxiliary problem (AP). The proof techniques have been utilized in [21, 22].
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Lemma 2.4 Let ǫ > 0 be given in Definition 2 for instance P. Then for any ǫ̂ ∈ [0, ǫ], an ǫ̂-stationary point
of instance P is also an ǫ̂-stationary point of the auxiliary problem (AP).

Proof. Suppose x∗ is an ǫ̂-stationary point of instance P , i.e., for some γ ∈ R
n and ξ ∈ ∂g(x∗) such that

‖∇f0(x∗) + ξ + A⊤γ‖ ≤ ǫ̂ and ‖Ax∗‖ ≤ ǫ̂. (2.19)

By the definitions of g in (2.5) and (2.6), there exists u ∈ R
n̄ such that ξ = Ā⊤u and thus the first condition

in (2.19) becomes

‖∇f0(x∗) + Ā⊤u + A⊤γ‖ ≤ ǫ̂. (2.20)

Hence, in order to show that x∗ is an ǫ̂-stationary point of problem (AP), we only need to prove ‖Hx∗‖ ≤ ǫ̂.
To show this, we first notice from the definition in (1.6) that, for any v ∈ Null(A),

F ′
0(x∗;v) = v⊤∇f0(x∗) + g′(x∗;v) ≥ v⊤∇f0(x∗) + v⊤ξ = v⊤ (∇f0(x∗) + ξ + A⊤γ

)
≥ −ǫ̂‖v‖, (2.21)

where the first inequality follows from [8]

g′(x;v) = sup
ξ′∈∂g(x)

v⊤ξ′, ∀x ∈ dom(g), ∀v, (2.22)

and the second inequality is by (2.19) and the Cauchy-Schwarz inequality.
Second, we claim Āx∗ = 0, namely, x∗

i = x∗
i+1 for all i ∈ M, where M is defined in (2.3). Suppose this

claim is not true. Then for some ī ∈ M, it holds x∗
ī
6= x∗

ī+1
. We let

ξ̄ := x∗
ī+1 − x∗

ī 6= 0, (2.23)

and v∗ = (v∗⊤
1 ,v∗⊤

2 , . . . ,v∗⊤
m )⊤ where each v∗

i ∈ R
d̄ is defined as

v∗
i = ξ̄, if i ≤ ī, and v∗

i = 0, if i > ī.

It is easy to see that v∗
i = v∗

i+1 for any i 6= ī. Thus by Proposition 2.1(b), Av∗ = 0 and, for any s ∈ (0, 1),

g (x∗ + sv∗) =β
∑

i<ī

∥∥x∗
i + sξ̄ − x∗

i+1 − sξ̄
∥∥
1

+ β‖x∗
ī + sξ̄ − x∗

ī+1‖1 + β
∑

i>ī

∥∥x∗
i − x∗

i+1

∥∥
1

=β
∑

i<ī

∥∥x∗
i − x∗

i+1

∥∥
1

+ β(1 − s)‖x∗
ī − x∗

ī+1‖1 + β
∑

i>ī

∥∥x∗
i − x∗

i+1

∥∥
1

= g (x∗) − sβ‖ξ̄‖1, (2.24)

where the first and last equalities follow from (2.6) and the definition of v∗, and the second one is by (2.23)
and s ∈ (0, 1). In addition, from (2.11) and (2.16), we have that, for any z ∈ R

d̄,

‖∇fi(z)‖∞ =
2ǫ√
m

∥∥∥∥∇hi

(√
mLfz

150πǫ

)∥∥∥∥
∞

≤ 50πǫ√
m

. (2.25)

Moreover, by the definition of v∗
i for i = 1, . . . ,m, we have

fi(x
∗
i + sv∗

i ) − fi(x
∗
i ) = s∇fi(x

∗
i + s′v∗

i )⊤v∗
i ≤ s‖∇fi(x

∗
i + s′v∗

i )‖∞‖v∗
i ‖1

(2.25)

≤ 50sπǫ√
m

‖ξ̄‖1,
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where the equality holds from the mean value theorem for some s′ ∈ (0, s). The inequality above, together
with (2.12) and (2.24), implies

1

s

(
F0(x∗ + sv∗) − F0(x∗)

)
=

1

s

(
f0(x∗ + sv∗) − f0(x∗) + g(x∗ + sv∗) − g(x∗)

)

=
1

s

( m∑

i=1

(
fi(x

∗
i + sv∗

i ) − fi(x
∗
i )
)

+ g(x∗ + sv∗) − g(x∗)

)

≤1

s

(
50πsǫ

√
m‖ξ̄‖1 − βs‖ξ̄‖1

)
=
(
50πǫ

√
m− β

)
‖ξ̄‖1.

Taking the limit of the left-hand side of the inequality above as s approaching zero, we have

(
50πǫ

√
m− β

)
‖ξ̄‖1 ≥ F ′

0(x∗;v).

Thus by (2.21) and the choice of v∗, we have

(
50πǫ

√
m− β

)
‖ξ̄‖1 ≥ −ǫ̂‖v∗‖ ≥ −ǫ̂

√
ī‖ξ̄‖ ≥ −ǫ̂

√
m‖ξ̄‖1.

This leads to a contradiction as β > (50π + 1)ǫ
√
m from (2.7) and ǫ̂ ≤ ǫ. Therefore, the claim Āx∗ = 0 is

true. Thus the second condition in (2.19) indicates ‖Hx∗‖ ≤ ǫ̂, and we complete the proof. �

By Lemma 2.4, if x∗ is not an ǫ-stationary point of the auxiliary problem (AP), it cannot be an ǫ-
stationary point of instance P . In other words, the number of oracles needed to find an ǫ-stationary point
of P is at least the number of oracles needed to find an ǫ-stationary point of problem (AP). Note that
the auxiliary problem (AP) of instance P is the worst-case instance used in [35] to establish the lower-
bound complexity for affinely constrained smooth optimization. In fact, according to [35], any algorithm
that can access ∇f0 and matrix-vector multiplication with H and H⊤ at any historical solutions needs at
least Θ(κ(H)Lf∆f0ǫ

−2) oracles to find an ǫ-stationary point of (AP), where ∆f0 := f0(x(0)) − infx f0(x).
However, we cannot directly apply the lower bound here because the problem (P) that we consider has both
affine constraints and a non-smooth term, and our algorithms cannot apply H and H⊤ for matrix-vector
multiplications but instead can use A and A⊤ as well as the proximal mapping of g (see Assumption 2).
Next, we show that any algorithm under Assumption 2 also needs at least Θ(κ(H)Lf∆f0ǫ

−2) oracles to find
an ǫ-stationary point of problem (AP).

To do so, we need the following lemma, which is a direct consequence of [35, Lemma 3.3] and the proof
is provided for the sake of completeness.

Lemma 2.5 Let {fi}mi=1 be defined in (2.11) with ǫ > 0. For any z ∈ R
d̄, if |[z]j̄ | < 150πǫ√

mLf
for some

j̄ ∈ {1, 2, . . . , d̄}, then
∥∥ 1
m

∑m
i=1 ∇fi(z)

∥∥ > 2ǫ√
m
.

Proof. Let z̄ =
√
mLfz

150πǫ . We first consider the case where |[z]j | < 150πǫ√
mLf

for all j = 1, 2, . . . , j̄. In this case,

|[z̄]1| =
√
mLf |[z]1|
150πǫ < 1. By (2.11), we have

∥∥∥∥∥
1

m

m∑

i=1

∇fi(z)

∥∥∥∥∥ ≥
∣∣∣∣∣

1

m

m∑

i=1

[∇fi(z)]1

∣∣∣∣∣ =

∣∣∣∣∣
2ǫ

m
√
m

m∑

i=1

[∇hi (z̄)]1

∣∣∣∣∣ . (2.26)
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In addition, according to (2.13), we have

1

m

m∑

i=1

[∇hi (z̄)]1 = −Ψ(1)Φ′([z̄]1) + [−Ψ ′(−[z̄]1)Φ(−[z̄]2) − Ψ ′([z̄]1)Φ([z̄]2)] ≤ −Ψ(1)Φ′([z̄]1) < −1,

(2.27)
where the first inequality comes from the non-negativity of Ψ ′ and Φ by Lemma 2.1(a), and the second
inequality is by Lemma 2.1(b) and |z̄1| < 1. Combing (2.26) and (2.27) yields the desired inequality.

Second, we consider the case where there exists j ∈ {2, . . . , j̄} such that |[z]j | < 150πǫ√
mLf

≤ |[z]j−1|. In this

case, |[z̄]j | < 1 ≤ |[z̄]j−1|. By (2.11) again, we have
∥∥∥∥∥

1

m

m∑

i=1

∇fi(z)

∥∥∥∥∥ ≥
∣∣∣∣∣

1

m

m∑

i=1

[∇fi(z)]j

∣∣∣∣∣ =

∣∣∣∣∣
2ǫ

m
√
m

m∑

i=1

[∇hi (z̄)]j

∣∣∣∣∣ . (2.28)

According to (2.14) and (2.15), we have

1

m

m∑

i=1

[∇hi (z̄)]j = − Ψ(−[z̄]j−1)Φ′(−[z̄]j) − Ψ([z̄]j−1)Φ′([z̄]j) − Ψ ′(−[z̄]j)Φ(−[z̄]j+1) − Ψ ′([z̄]j)Φ([z̄]j+1)

≤− Ψ(−[z̄]j−1)Φ′(−[z̄]j) − Ψ([z̄]j−1)Φ′([z̄]j) = −Ψ(|[z̄]j−1|)Φ′([z̄]j) < −1,
(2.29)

where the first inequality comes from the nonnegativity of Ψ ′ and Φ by Lemma 2.1(a), the second equality
holds by the fact that Φ′(u) = Φ′(−u) and Ψ(u) = 0 for all u ≤ 0 from (2.8) and Lemma 2.1(a), and
the second inequality is by Lemma 2.1(b) and the fact that |[z̄]j−1| ≥ 1 and |[z̄]j | < 1. Combining (2.28)
and (2.29) yields the desired inequality and completes the proof. �

The following lemma provides a lower bound to the stationarity measure of a point x as a solution to
problem (AP).

Lemma 2.6 Let x ∈ R
d be given in (2.1), H in (2.2), and {fi}mi=0 in (2.11) and (2.12). Then

max

{
‖Hx‖ ,min

γ

∥∥∇f0(x) + H⊤γ
∥∥
}

≥
√
m

2

∥∥∥∥∥
1

m

m∑

i=1

∇fi(x̄)

∥∥∥∥∥ , with x̄ :=
1

m

m∑

i=1

xi.

Proof. By simple calculation and the fact Null(H) =
{
1m ⊗ u : u ∈ R

d̄
}

, we obtain

min
γ

∥∥∇f0(x) + H⊤γ
∥∥2 =

∥∥∥ProjNull(H)(∇f0(x))
∥∥∥
2

=
1

m

∥∥∥∥∥

m∑

i=1

∇fi (xi)

∥∥∥∥∥

2

, (2.30)

‖Hx‖2 =m2L2
f

m−1∑

i=1

‖xi − xi+1‖2 . (2.31)

By the Lf -Lipschitz continuity of ∇f0, we have

1

2

∥∥∥∥∥
1

m

m∑

i=1

∇fi(x̄)

∥∥∥∥∥

2

−
∥∥∥∥∥

1

m

m∑

i=1

∇fi (xi)

∥∥∥∥∥

2

≤
∥∥∥∥∥

1

m

m∑

i=1

(∇fi(x̄) −∇fi (xi))

∥∥∥∥∥

2



14 Wei Liu et al.

≤ 1

m

m∑

i=1

‖∇fi (x̄) −∇fi (xi)‖2 ≤ 1

m

m∑

i=1

L2
f ‖x̄− xi‖2

(a)

≤
L2
f

m2

m∑

i=1

m∑

j=1

‖xj − xi‖2

(b)

≤
L2
f

m2

m∑

i=1

m∑

j=1


|j − i|

max{i,j}−1∑

k=min{i,j}
‖xk − xk+1‖2


 (c)

≤
L2
f

m2

m∑

i=1

m∑

j=1

m

m−1∑

k=1

‖xk − xk+1‖2 = mL2
f

m−1∑

i=1

‖xi − xi+1‖2 ,

where (a) comes from ‖x̄− xi‖2 = 1
m2 ‖

∑m
j=1 xj − xi‖2 ≤ 1

m

∑m
j=1 ‖xj − xi‖2, (b) results from the fact that

‖xj − xi‖2 ≤ |j − i|∑max{i,j}−1
k=min{i,j} ‖xk − xk+1‖2, (c) holds by |j − i| < m, max{i, j} ≤ m and min{i, j} ≥ 1.

Hence, by (2.30) and (2.31) and the fact a+ b ≤ 2 max{a, b} for any a, b ∈ R, we obtain the desired result
from the inequality above and complete the proof. �

The previous two lemmas imply that if there exists j̄ ∈ {1, 2, . . . , d̄} such that [x̄]j̄ = 0, where x̄ = 1
m

∑m
i=1 xi.

Then x cannot be an ǫ-stationary point of the auxiliary problem (AP) of instance P .

2.4 Lower Bound of Oracle Complexity

In this subsection, we provide a lower bound of the oracle complexity of FOMs for solving problem (P) under
Assumptions 1 and 2, by showing that a large number of oracles will be needed to find a (near) ǫ-stationary
point of instance P .

For any integer t ≥ 0, let

x(t) = (x
(t)⊤
1 , . . . ,x(t)⊤

m )⊤ with each x
(t)
i ∈ R

d̄, and x̄(t) =
1

m

m∑

i=1

x
(t)
i (2.32)

be the t-th iterate of an algorithm and the block average. Without loss of generality, we assume x(0) = 0.
Otherwise, we can change variable3 x in instance P to x − x(0), and process the rest of the proof with
this new resulting instance. Our lower bound will be established based on the fact that, if t is not large
enough, supp(x̄(t)) ⊂ {1, . . . , j̄ − 1} for some j̄ ∈ {1, 2, . . . , d̄}. Hence, [x̄(t)]j̄ = 0 and x(t) cannot be a

(near) ǫ-stationary point due to Lemmas 2.5 and 2.6. According to Assumption 2, supp(x̄(t)) is influenced

by supp(∇fi(x
(t)
i )), which is characterized by the following lemma.

Lemma 2.7 Let {fi}mi=1 be defined in (2.11). Given any j̄ ∈ {1, . . . , d̄} and z ∈ R
d̄ with supp(z) ⊂ {1, . . . , j̄−

1}4, it holds that

1. When j̄ = 1, supp(∇fi(z)) ⊂ {1}, for any i ∈ [1,m];
2. When j̄ is even,

supp(∇fi(z)) ⊂
{
{1, . . . , j̄}, if i ∈

[
1, m

3

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 1,m

]
;

3 This involves changing functions f(x) to f(x − x(0)), g(x) to g(x − x(0)), and Ax = b to A(x − x(0)) = b in instance P.
Then, the resulted instance becomes min

x∈Rd F0(x) := f0(x− x(0)) + g(x− x(0)), s.t. A(x − x(0)) + b = 0.
4 When j̄ = 1, this means supp(z) = ∅ and z = 0.
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3. When j̄ is odd and j̄ 6= 1,

supp(∇fi(z)) ⊂
{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m3

]

{1, . . . , j̄}, if i ∈
[
2m
3 + 1,m

]
.

Proof. Denote z̄ =
√
mLfz

150πǫ and recall definition (2.17). By Lemma 2.1(a), we have

Ψ (−[z̄]j) = Ψ ([z̄]j) = Ψ ′ (−[z̄]j) = Ψ ′ ([z̄]j) = 0, ∀ j ≥ j̄. (2.33)

Therefore, by definitions (2.13)–(2.15), the support of z leads to the following structure of [∇fi(z)]j for j ≥ j̄:

– If j = 1, [∇fi(z)]j = −Ψ(1)Φ′ ([z̄]j), for any i ∈ [1,m] ;
– If j is even,

[∇fi(z)]j =

{
− 6ǫ√

m
[Ψ (−[z̄]j−1)Φ′ (−[z̄]j) + Ψ ([z̄]j−1)Φ′ ([z̄]j)] , for i ∈

[
1, m

3

]
,

0, for i ∈
[
m
3 + 1,m

]
;

– If j is odd and j 6= 1,

[∇fi(z)]j =

{
0, for i ∈

[
1, 2m3

]
,

− 6ǫ√
m

[Ψ (−[z̄]j−1)Φ′ (−[z̄]j) + Ψ ([z̄]j−1)Φ′ ([z̄]j)] , for i ∈
[
2m
3 + 1,m

]
.

Since Ψ (−[z̄]j−1) = Ψ ([z̄]j−1) = 0 for any j > j̄, the structures above imply [∇fi(z)]j = 0, ∀ j > j̄ and thus
give the desired claims. �

According to the structure of A given in (2.4), supp((A⊤Ax)i) is determined by supp(xi−1), supp(xi)
and supp(xi+1). Also, supp(proxηg(x)) has a similar property according to the definition of g in (2.6). These
properties are formally stated in the following lemma.

Lemma 2.8 Let x be the structured vector given in (2.1), A in (2.4), and g be given in (2.6). Define
x0 = xm+1 = 0 ∈ R

d̄. The following statements hold:

(a) Let x̂ = A⊤Ax = (x̂⊤
1 , . . . , x̂

⊤
m)⊤ with each x̂i ∈ R

d̄. Then

supp(x̂i) ⊂ supp(xi−1) ∪ supp(xi) ∪ supp(xi+1), ∀ i ∈ [1,m]. (2.34)

(b) For any η > 0, let x̃ = proxηg(x) = (x̃⊤
1 , . . . , x̃

⊤
m)⊤ with each x̃i ∈ R

d̄. Then

supp(x̃i) ⊂ supp(xi−1) ∪ supp(xi) ∪ supp(xi+1), ∀ i ∈ [1,m].

Proof. (a) The relation in (2.34) immediately follows from the observation

A⊤A =




B
B

. . .

B








3m2 blocks, with B = m2L2
f




Id̄ −Id̄
−Id̄ 2Id̄ −Id̄

. . .
. . .

. . .

−Id̄ 2Id̄ −Id̄
−Id̄ Id̄




︸ ︷︷ ︸
m1 blocks





m1 blocks. (2.35)



16 Wei Liu et al.

(b) Given any x1 and x2 in R and any c > 0, consider the following optimization problem in R
2:

(x̃1, x̃2) = arg min
z1,z2∈R

1

2
(z1 − x1)2 +

1

2
(z2 − x2)2 + c|z1 − z2|.

The optimal solution of this problem is

(x̃1, x̃2) =

{
((x1 + x2)/2, (x1 + x2)/2), if |x1 − x2| ≤ 2c

(x1 − c · sign(x1 − x2), x2 + c · sign(x1 − x2)), if |x1 − x2| > 2c.
(2.36)

Recall the definition of g in (2.6) and proxηg, we obtain that

proxηg(x) = arg min
y

ηβ
∑

i∈M
‖xi − xi+1‖1 +

1

2
‖x− y‖2.

It then holds that

x̃i =





arg minyi

1
2‖xi − yi‖2, if i− 1, i /∈ M,

arg minyi
ηβ‖xi − xi−1‖1 + 1

2‖xi − yi‖2, if i− 1 ∈ M,
arg minyi

ηβ‖xi − xi+1‖1 + 1
2‖xi − yi‖2, if i ∈ M.

By (2.36) and the separability property of ‖ · ‖1 and ‖ · ‖2, we have that for any j ∈ {1, . . . , d̄},

[x̃i]j =





[xi]j , if i− 1, i /∈ M,
([xi−1]j + [xi]j)/2, if i− 1 ∈ M and |[xi−1]j − [xi]j | ≤ ηβ,
([xi]j + [xi+1]j)/2, if i ∈ M and |[xi]j − [xi+1]j | ≤ ηβ,
[xi]j + ηβ · sign([xi−1]j − [xi]j), if i− 1 ∈ M and |[xi−1]j − [xi]j | > ηβ,
[xi]j − ηβ · sign([xi−1]j − [xi]j), if i ∈ M and |[xi−1]j − [xi]j | > ηβ,

which implies

supp(x̃i) ⊂





supp(xi), if i− 1, i /∈ M,
supp(xi−1) ∪ supp(xi), if i− 1 ∈ M,
supp(xi) ∪ supp(xi+1), if i ∈ M.

The proof is then completed. �

Now we are ready to show the following result on how fast supp(x̄(t)) can expand with t.

Proposition 2.3 Under Assumption 2, suppose an algorithm is applied to instance P from x(0) = 0 and
generates a sequence {x(t)}t≥0. By notations in (2.32), it holds for any j̄ ∈ {2, 3, . . . , d̄} that

supp(x
(t)
i ) ⊂ {1, . . . , j̄ − 1} for i = 1, . . . ,m and t ≤ 1 + m(j̄ − 2)/6. (2.37)

Proof. We prove the claim by induction on j̄. Let ξ(t) = (ξ
(t)⊤
1 , . . . , ξ(t)⊤m )⊤ with ξ

(t)
i ∈ R

d̄ and ζ(t) =

(ζ
(t)⊤
1 , . . . , ζ(t)⊤

m )⊤ with ζ
(t)
i ∈ R

d̄ be the vectors defined in Assumption 2 for t ≥ 1. Since x(0) = 0, we

have supp(∇fi(x
(0)
i )) ⊂ {1}, ∀ i from Lemma 2.7. Notice b = 0. Hence, supp(ξ

(1)
i ) ⊂ {1}, ∀ i, which further

indicates supp(ζ
(1)
i ) ⊂ {1}, ∀ i by Lemma 2.8(b), and thus supp(x

(1)
i ) ⊂ {1}, ∀ i. This proves the claim

in (2.37) for j̄ = 2. Now suppose that the claim (2.37) holds for some j̄ ≥ 2. We go to prove it for j̄ + 1.
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According to the hypothesis of the induction, we have

supp(x
(r)
i ) ⊂ {1, . . . , j̄ − 1}, ∀ i ∈ [1,m] and ∀ r ≤ t̄ := 1 + m(j̄ − 2)/6. (2.38)

Below we let x̂(r) = A⊤Ax(r) for any r ≥ 0 and consider two cases: j̄ is even and j̄ is odd.
Case 1: Suppose j̄ is even. We claim that, for s = 0, 1, . . . , m

6 ,

supp(x
(r)
i ) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m3 + 2s

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 1,m

]
,

∀ r ≤ t̄ + s. (2.39)

Notice (2.38) implies (2.39) for s = 0. Suppose (2.39) holds for some integer s ∈ [0, m6 ]. Then by Lemma 2.7
and m

3 + 2s ≤ 2m
3 , it holds

supp(∇fi(x
(r)
i )) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m3 + 2s

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 1,m

]
,

∀ r ≤ t̄ + s.

In addition, by Lemma 2.8(a), we have from (2.39) that

supp(x̂
(r)
i ) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m3 + 2s + 1

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 2,m

]
,

∀ r ≤ t̄ + s.

Hence, by Assumption 2, we have

supp(ξ
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m3 + 2s + 1

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 2,m

]
,

and thus it follows from Lemma 2.8(b) that

supp(ζ
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m

3 + 2s + 2
]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 3,m

]
.

Now since x
(t̄+s+1)
i ∈ span

(
{ξ(t̄+s+1)

i , ζ
(t̄+s+1)
i }

)
by Assumption 2, we have

supp(x
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄}, if i ∈

[
1, m3 + 2s + 2

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3 + 2s + 3,m

]
,

which means (2.39) holds for s+1 as well. By induction, (2.39) holds for s = 0, 1, . . . , m
6 . Let s = m

6 in (2.39).

We have supp(x
(r)
i ) ⊂ {1, . . . , j̄} for any i and r ≤ t̄ + m

6 = 1 + m(j̄ − 2)/6 + m
6 = 1 + m(j̄ − 1)/6.

Case 2: Suppose j̄ is odd. We claim that, for s = 0, 1, . . . , m
6 ,

supp(x
(r)
i ) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m

3 − 2s
]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s + 1,m

]
,

∀ r ≤ t̄ + s. (2.40)

Again (2.38) implies (2.40) for s = 0. Suppose it holds for an integer s ∈ [0, m6 ]. Then by Lemma 2.7,

supp(∇fi(x
(r)
i )) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m

3 − 2s
]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s + 1,m

]
,

∀ r ≤ t̄ + s.
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In addition, by Lemma 2.8(a) and (2.40), we have

supp(x̂
(r)
i ) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m3 − 2s− 1

]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s,m

]
,

∀ r ≤ t̄ + s.

Hence, by Assumption 2, we have

supp(ξ
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m3 − 2s− 1

]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s,m

]
,

and then it follows from Lemma 2.8(b) that

supp(ζ
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m3 − 2s− 2

]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s− 1,m

]
.

Again since x
(t̄+s+1)
i ∈ span

(
{ξ(t̄+s+1)

i , ζ
(t̄+s+1)
i }

)
by Assumption 2, we have

supp(x
(t̄+s+1)
i ) ⊂

{
{1, . . . , j̄ − 1}, if i ∈

[
1, 2m

3 − 2s− 2
]
,

{1, . . . , j̄}, if i ∈
[
2m
3 − 2s− 1,m

]
,

which means (2.40) holds for s+1 as well. By induction, (2.40) holds for s = 0, 1, . . . , m
6 . Let s = m

6 in (2.40).

We have supp(x
(r)
i ) ⊂ {1, . . . , j̄} for any i and r ≤ t̄ + m

6 = 1 + m(j̄ − 2)/6 + m
6 = 1 + m(j̄ − 1)/6.

Therefore, we have proved that (2.37) holds for j̄ + 1, when j̄ is either even or odd. By induction, (2.37)
holds for any integer j̄ ∈ [2, d̄], and we complete the proof. �

Finally, we are ready to give our main result about the lower bound of oracle complexity.

Theorem 2.1 Let ǫ > 0 and Lf > 0 be given. Suppose an algorithm is applied to problem (P) that satisfies
Assumption 1 and generates a sequence {x(t)}t≥0 that satisfies Assumption 2. Then for any ω ∈ [0, 150πǫLf

),

there exists an instance of problem (P), i.e., instance P in Definition 2, such that the algorithm requires

at least
⌈
κ([Ā;A])Lf∆F0

36000π2 ǫ−2
⌉
oracles to obtain a point that is ω-close to an ǫ-stationary point of instance P,

where ∆F0 = F0(x(0)) − infx F0(x).

Proof. As we discussed below (2.32), we assume x(0) = 0 without loss of generality. Thus by notation in (2.32),

Proposition 2.3 indicates that supp(x
(t)
i ) ⊂ {1, . . . , d̄ − 1} for any i ∈ [1,m] and any t ≤ 1 + m(d̄ − 2)/6,

which means [x̄(t)]d̄ = 0 if t ≤ 1 + m(d̄− 2)/6, where x̄(t) = 1
m

∑m
i=1 x

(t)
i .

On the other hand, suppose x∗ with the structure as in (2.32) is an ǫ-stationary point of instance P .
Then by Lemma 2.4, it must also be an ǫ-stationary point of (AP). Hence, by Lemmas 2.5 and 2.6, we
have |[x̄∗]j | ≥ 150πǫ√

mLf
for all j = 1, . . . , d̄, where x̄∗ = 1

m

∑m
i=1 x

∗
i . Therefore, by the convexity of the square

function, it follows that

‖x(t) − x∗‖2 ≥
m∑

i=1

(
[x

(t)
i ]d̄ − [x∗

i ]d̄

)2
≥ m

(
[x̄(t)]d̄ − [x̄∗]d̄

)2
≥ m

(
150πǫ√
mLf

)2

> ω2,

and thus x(t) is not ω-close to x∗ if t ≤ 1 + m(d̄− 2)/6.
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Moreover, by Lemma 2.2(a) and the fact that g(x(0)) = 0 and g(x) ≥ 0, ∀x, it holds that

d̄ ≥ Lf

(
F0(x(0)) − infx F0 (x)

)

3000π2
ǫ−2 =

Lf∆F0

3000π2
ǫ−2.

In other words, in order for x(t) to be ω-close to an ǫ-stationary point of instant P , the algorithm needs at
least t = 2 + m(d̄− 2)/6 oracles. We complete the proof by noticing

2 + m(d̄− 2)/6 ≥ md̄/12 ≥ mLf∆F0

36000π2
ǫ−2 >

κ([Ā;A])Lf∆F0

36000π2ǫ2
,

where the first inequality is because d̄ ≥ 5, and the last one is by Lemma 2.3. �

3 Lower Bound of Oracle Complexity for Problems (P) and (SP) under Assumption 3

Under Assumption 2, an algorithm is allowed to call the operator proxηg(·) that may not be easy when g
has the structure as that in Assumption 1. Calculating proxηg(·) to a high accuracy or exactly may require

many (or even infinitely many) calls to Ā and b̄. In contrast, ḡ is simpler than g, making proxηḡ(·) easier
to compute such as when ḡ(·) = λ‖ · ‖1 for some λ > 0 as in instance P . These observations motivate us to
reformulate (P) into (SP) and seek an ǫ-stationary point of (SP) under Assumption 3 which only requires the
computation of proxηḡ(·). Furthermore, the approach that is designed based on (SP) exhibits the potential
to find a near ǫ-stationary point of problem (P), as shown in the next section.

Consequently, two intriguing questions arise: (i) whether finding an ǫ-stationary point of (SP) under
Assumption 3 is easier or more challenging compared to finding an ǫ-stationary point of (P) under Assump-
tion 2, and (ii) whether finding a near ǫ-stationary point of (P) under Assumption 3 is easier or harder
compared to that under Assumption 2. We provide an answer to the first question, by showing that the
same-order lower bound of complexity in Theorem 2.1 holds for finding an ǫ-stationary point of (SP) under
Assumption 3. Moreover, we provide an answer to the second question, by showing that the lower bound
of oracle complexity for finding a near ǫ-stationary point of (P) is O(κ([Ā;A])Lf∆F0ǫ

−2) under either
Assumption 2 or 3; see Theorem 2.1 and Corollary 3.1.

Before we give our main results in this section, we introduce an instance of (SP) that is a reformulation
of instant P in Definition 2. We show that an ǫ-stationary point of the reformulation (SP) of instant P is a
2ǫ-stationary point of the auxiliary problem (AP) of instant P . This is formally stated in the lemma below.

Lemma 3.1 Let ǫ > 0 be given in Definition 2 for instance P, and let ǫ̂ ∈ [0, ǫ]. Suppose (x∗,y∗) is an
ǫ̂-stationary point of the reformulation (SP) of instant P. Then x∗ is a 2ǫ̂-stationary point of the auxiliary
problem (AP) of instant P.

Proof. By Definition 1, there exist z1 ∈ R
n̄ and z2 ∈ R

n such that the conditions in (1.8) hold. Hence, for
some ξ ∈ ∂ḡ(y∗), we have ‖ξ − z1‖ ≤ ǫ̂, and

‖∇f0(x∗) + Ā⊤ξ + A⊤z2‖ ≤ ‖∇f0(x
∗) + Ā⊤z1 + A⊤z2‖ + ‖Ā‖ǫ̂ ≤ ǫ̂ + ‖Ā‖ǫ̂. (3.1)

Moreover, (1.8) implies that, for any v ∈ Null(A), we have

F ′(x∗,y∗;v, Āv) =v⊤∇f0(x∗) + ḡ′(y∗; Āv)

≥v⊤∇f0(x∗) + v⊤Ā⊤ξ = v⊤ (∇f0(x∗) + Ā⊤ξ + A⊤z2
)
≥ −ǫ̂(1 + ‖Ā‖)‖v‖,

(3.2)
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where the first inequality follows from (2.22) with g replaced by ḡ, and the second one is by Cauchy-Schwarz
inequality and (3.1).

Below we prove y∗ = 0. We write it into the block-structured form

y∗ = (y∗⊤
1 , . . . ,y∗⊤

3m2−1)⊤ with y∗
i ∈ R

d̄, ∀ i = 1, 2, . . . , 3m2 − 1.

If y∗ 6= 0, then y∗
ī
6= 0 for some ī ∈ {1, 2, . . . , 3m2 − 1}. Let v∗ = (v∗⊤

1 ,v∗⊤
2 , . . . ,v∗⊤

m )⊤ where v∗
i =

y∗
ī
/(mLf) for i ≤ īm1, and v∗

i = 0 otherwise. We then have v∗
i = v∗

i+1 for any i 6= īm1, so Av∗ = 0 by

Proposition 2.1(c). Moreover, let u∗ = Āv∗ = (u∗⊤
1 , . . . ,u∗⊤

3m2−1)⊤ with u∗
i ∈ R

d̄ for i = 1, 2, . . . , 3m2 − 1.
We must have u∗

i = −y∗
ī

for i = ī and u∗
i = 0 for i 6= ī. Therefore by (2.5), for any s ∈ (0, 1),

ḡ (y∗ + su∗) =
β

mLf

∑

i<ī

‖y∗
i ‖1 +

β

mLf
‖y∗

ī − sy∗
ī ‖1 +

β

mLf

∑

i>ī

‖y∗
i ‖1 = ḡ (y∗) − sβ

mLf
‖y∗

ī ‖1. (3.3)

Now by (2.25), the choice of v∗
i , and the mean value theorem, we have for any i = 1, . . . ,m that

fi(x
∗
i + sv∗

i ) − fi(x
∗
i ) = s∇fi(x

∗
i + s′v∗

i )⊤v∗
i ≤ s‖∇fi(x

∗
i + s′v∗

i )‖∞‖v∗
i ‖1 ≤ 50sπǫ√

m
· ‖y

∗
ī
‖1

mLf
,

where s′ ∈ (0, s). The inequality above, together with (3.3) and the definition of f0 in (2.12), implies

1

s

(
F (x∗ + sv∗,y∗ + su∗) − F (x∗,y∗)

)
=

1

s

(
f0(x∗ + sv∗) − f0(x∗) + ḡ(y∗ + su∗) − ḡ(y∗)

)

=
1

s

( m∑

i=1

(
fi(x

∗
i + sv∗

i ) − fi(x
∗
i )
)

+ ḡ(y∗ + su∗) − ḡ(y∗)

)

≤ 1

smLf

(
50πsǫ

√
m‖y∗

ī ‖1 − βs‖y∗
ī ‖1
)

=
(50πǫ

√
m− β) ‖y∗

ī
‖1

mLf
.

Letting s ↓ 0 in the inequality above gives
(50πǫ

√
m−β)‖y∗

ī
‖1

mLf
≥ F ′(x∗,y∗;v∗,u∗). Recall Av∗ = 0 and

u∗ = Āv∗. Hence, we have from (3.2) and the choice of v∗ that

(50πǫ
√
m− β) ‖y∗

ī
‖1

mLf
≥ −ǫ̂(1 + ‖Ā‖)‖v∗‖ ≥ −ǫ̂(1 + ‖Ā‖)

√
ī‖y∗

ī
‖

mLf
≥ −ǫ̂(1 + ‖Ā‖)

√
m‖y∗

ī
‖1

mLf
.

Since β > (50π + 1 + ‖A‖)
√
mǫ, ǫ ≥ ǫ̂ and ‖A‖ ≥ ‖Ā‖, the inequalities above can hold only when y∗

ī
= 0.

This contradicts to the hypothesis y∗
ī
6= 0. Hence, y∗ = 0, which together with (1.8) gives ‖Āx∗‖ ≤ ǫ̂.

Furthermore, ‖Ax∗‖ ≤ ǫ̂ from (1.8). Thus ‖Hx∗‖ ≤ ‖Āx∗‖+ ‖Ax∗‖ ≤ 2ǫ̂, which, together with ‖∇f0(x
∗) +

Ā⊤z1 + A⊤z2‖ ≤ ǫ̂ from (1.8), indicates that x∗ a 2ǫ̂-stationary point of (AP). �

With Lemma 3.1, we can establish the lower-bound complexity for solving problem (SP) in a similar
way to show Theorem 2.1. In particular, Lemma 3.1 indicates that a solution (x(t),y(t)) cannot be an
ǫ/2-stationary point of the reformulation (SP) of instant P , if x(t) is not an ǫ-stationary point of (AP).

By Lemmas 2.5 and 2.6, if there exists j̄ ∈ {1, 2, . . . , d̄} such that [x̄(t)]j̄ = 0, where x̄(t) = 1
m

∑m
i=1 x

(t)
i ,

then x(t) cannot be an ǫ-stationary point of problem (AP) and thus cannot be an ǫ/2-stationary point of the
reformulation (SP) of instant P . Finally, similar to Proposition 2.3, we can show that, for any algorithm that is
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applied to the reformulation (SP) of instance P , if it starts from (x(0),y(0)) = (0,0) and generates a sequence
{(x(t),y(t))}t≥0 satisfying Assumption 3, then supp(x(t)) ⊂ {1, . . . , j̄−1} for some j̄ ∈ {1, 2, . . . , d̄} if t is not
large enough. Hence, x(t) cannot be ω-close to any ǫ-stationary point of instance P for any ω ∈ [0, 150πǫ

Lf
),

according to the proof of Theorem 2.1. This way, we can obtain a lower bound of oracle complexity to
produce an ǫ-stationary point of (SP) and also a lower bound to obtain a near ǫ-stationary point of (P).
Since the aforementioned arguments are similar to those for proving Theorem 2.1, we simply present the
lower complexity bounds in the theorem and the corollary below and put the proofs in Appendix A.

Theorem 3.1 Let ǫ > 0 and Lf > 0 be given. Suppose an algorithm is applied to problem (SP) that satisfies
Assumption 1(a, c) and infx,y F (x,y) > −∞. Suppose the generated sequence {(x(t),y(t))}t≥0 satisfies As-
sumption 3. Then there exists an instance of problem (SP), i.e., the reformulation (SP) of instance P given

in Definition 2, such that the algorithm requires at least
⌈
κ([Ā;A])Lf∆F

72000π2 ǫ−2
⌉
oracles to obtain an ǫ-stationary

point of that instance, where ∆F = F (x(0),y(0)) − infx,y F (x,y).

Corollary 3.1 Let ǫ > 0 and Lf > 0 be given. Suppose an algorithm is applied to problem (P) that satisfies
Assumption 1 and generates a sequence {(x(t),y(t))}t≥0 that satisfies Assumption 3. Then for any ω ∈
[0, 150πǫLf

), there exists an instance of problem (P), i.e., instance P in Definition 2, such that the algorithm

requires at least
⌈
κ([Ā;A])Lf∆F0

18000π2 ǫ−2
⌉
oracles to obtain a point x(t) that is ω-close to an ǫ-stationary point of

instance P, where ∆F0 = F0(x(0)) − infx F0(x).

4 Tightness of Lower Bounds of Oracle Complexity under Assumption 3

As we discussed in Section 1.2, various existing FOMs can be applied to (P) and (SP) under a non-smooth

non-convex setting. However, the best-known upper bound of oracle complexity is O
(
κ2([A; Ā])L2

f∆ǫ−2
)

(see [9]) with ∆ = ∆F0 or ∆F , which does not match our lower bounds. To close the gap between the upper
and lower complexity bounds, we present a new inexact proximal gradient (IPG) method in this section that
falls in the class of algorithms under Assumption 3. The oracle complexity of the IPG matches the lower
bounds in Theorem 3.1 and Corollary 3.1, up to logarithmic factors, under a few more assumptions. More
precisely, we will need Assumption 4 and either (but not necessary both) of Assumptions 5 and 6 below5.

Assumption 4 infx,y F (x,y) > −∞; f0 is lf -Lipschitz continuous; ḡ is lg-Lipschitz continuous; A has a
full-row rank. There exists a feasible point (x̄, ȳ) of (SP) such that ȳ is in the relative interior of dom(ḡ).

Assumption 5 [Ā;A] has a full-row rank.

Assumption 6 ḡ(y) = max{u⊤y : Cu ≤ d,u ∈ R
n̄} for some C and d.

We point out that instance P given in Definition 2 satisfies Assumptions 1, 4, 5 and 6. By Lemma 2.2, f0
is 50πǫ

√
md̄-Lipschitz continuous. Since d̄ = Θ(ǫ−2) as mentioned in Theorem 2.1, the Lipschitz constant

of f0 is independent of ǫ. Also, the Lipschitz constant of ḡ is lg =
√

(3m2 − 1)d̄ β
mLf

= Θ(
√

3m2d̄ǫ/
√
m),

which is not dependent on ǫ either. In addition, dom(ḡ) is the whole space. These observations, together with
Lemmas 2.1 and 2.2, imply that Assumption 4 is satisfied by instance P . Moreover, it can be easily checked

5 To claim (near) tightness of our lower bounds, we also need b = 0 and b̄ = 0 under Assumptions 4 and 6.
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that Assumptions 5 and 6 are also satisfied by instance P . Hence, the lower bound O(κ([Ā;A])Lf∆ǫ−2) with
∆ = ∆F or ∆F0 remains valid for problems (P) and (SP) even with these additional assumptions, indicating
that the oracle complexity of the IPG method (resp. the established lower bound) under these assumptions
is optimal (resp. tight).

4.1 A New Inexact Proximal Gradient Method

The IPG method we propose generates a sequence {(x(k),y(k))} by

(x(k+1),y(k+1)) ≈ arg min
x,y

〈
∇f0(x(k)),x− x(k)

〉
+

τ

2

∥∥∥x− x(k)
∥∥∥
2

︸ ︷︷ ︸
:=f̄(x)

+ḡ(y)

s.t. y = Āx + b̄, Ax + b = 0,

(4.1)

for each k ≥ 0, where τ ≥ Lf . Solving the minimization problem in (4.1) exactly can be difficult due to the
coexistence of affine constraints and the regularization term. To obtain the inexact solution (x(k+1),y(k+1))
efficiently to a desired accuracy, we consider the following Lagrangian function of the problem in (4.1)

Lk(x,y, z) = f̄(x) + ḡ(y) − z⊤1
(
y −

(
Āx + b̄

))
+ z⊤2 (Ax + b) , (4.2)

where z = (z⊤1 , z
⊤
2 )⊤, z1 ∈ R

n̄ and z2 ∈ R
n are dual variables. Let Dk be the negative Lagrangian dual

function6, i.e.,

Dk(z) := −min
x,y

Lk(x,y, z) =
1

2τ
‖Ā⊤z1 + A⊤z2 + ∇f0(x(k)) − τx(k)‖2 + ḡ⋆(z1) − z⊤1 b̄− z⊤2 b, ∀ z,

where ḡ⋆ is the convex conjugate function of ḡ, i.e., ḡ⋆(z1) = maxy{y⊤z1 − ḡ(y)}. We then define

Ω(k+1) := Arg min
z

Dk(z) and D∗
k := min

z
Dk(z). (4.3)

Note that proxηḡ⋆(z1) = z1−proxηḡ(·/η)(z1) = z1−ηproxη−1ḡ(·)(z1/η) [33]. Thus the proximal operator
proxηḡ⋆(z) can be calculated easily if proxηḡ(·/η)(z1) can be. Moreover, when Assumption 5 holds, the
objective function in (4.3) is strongly convex composite, so an accelerated proximal gradient (APG) method,
e.g., the one in [29], can approach Ω(k+1) in (4.3) at a linear rate. When Assumption 6 holds, it is shown
in [26, Theorem 10] that the objective function in (4.3) has a quadratic growth, so a restarted APG method
can approach an optimal solution at a linear rate. This motivates us to apply a (restarted) APG method to
find a nearly optimal solution of problem in (4.3), which is then used to obtain (x(k+1),y(k+1)).

More specifically, we find a near-optimal point z(k+1) = ((z
(k+1)
1 )⊤, (z(k+1)

2 )⊤)⊤ of minzDk(z) such that

z
(k+1)
1 ∈ dom(ḡ⋆) and dist(z(k+1), Ω(k+1)) ≤ δ, (4.4)

where δ is a small number (to be specified). Then, we obtain a primal solution from z(k+1) by

x(k+1) = x(k) − 1

τ

(
Ā⊤z(k+1)

1 + A⊤z(k+1)
2 + ∇f0(x(k))

)
, (4.5)

6 For ease of discussion, we formulate the Lagrangian dual problem into a minimization one by negating the dual function.
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y(k+1) = proxσ−1ḡ

(
σ−1z

(k+1)
1 + Āx(k+1) + b̄

)
. (4.6)

This procedure is presented in Algorithm 1.

Algorithm 1 An inexact proximal gradient (IPG) method for problem (SP)

1: Input: a feasible initial point (x(0),y(0)), σ > 0, ǫ > 0, and τ > Lf .
2: Choose δ > 0 and let k ← 0.
3: while an ǫ-stationary point of problem (SP) is not obtained do

4: Calculate a near-optimal point z(k+1) of problem minzDk(z) that satisfies the conditions in (4.4).
5: Set x(k+1) by (4.5) and y(k+1) by (4.6).
6: Let k ← k + 1.
7: end while

8: Output: (x(k),y(k)).

4.2 Number of Outer Iterations for Finding an ǫ-stationary Point

To characterize the convergence property of Algorithm 1, we need the following two lemmas.

Lemma 4.1 Suppose that Assumption 4 holds. For any σ > 0 and any z̄(k+1) ∈ Ω(k+1), let (x̄(k+1), ȳ(k+1))
be the optimal solution of the strongly convex problem

min
x,y

{
Lk(x,y, z̄(k+1)) +

σ

2
‖y − (Āx + b̄)‖2 +

σ

2
‖Ax + b‖2

}
, (4.7)

where Lk and Ω(k+1) are defined in (4.2) and (4.3), respectively. Then it holds that for any k ≥ 0,

ȳ(k+1) − (Āx̄(k+1) + b̄) = 0, Ax̄(k+1) + b = 0, (4.8)

x̄(k+1) = x(k) − 1

τ

(
Ā⊤z̄

(k+1)
1 + A⊤z̄

(k+1)
2 + ∇f0(x(k))

)
, (4.9)

and
ȳ(k+1) = proxσ−1ḡ

(
σ−1z̄

(k+1)
1 + Āx̄(k+1) + b̄

)
. (4.10)

Proof. Let (x̂(k+1), ŷ(k+1)) be an optimal solution of the problem in (4.1). Under Assumption 4, the strong
duality holds [3, Section 5.2.3]. Then the optimal objective value of the minimization problem in (4.1) is
maxz Lk(x̂(k+1), ŷ(k+1), z). By the definition of z̄(k+1) and the strong duality, it holds that

Lk(x̂(k+1), ŷ(k+1), z̄(k+1)) ≥ min
x,y

Lk(x,y, z̄(k+1)) = max
z

Lk(x̂(k+1), ŷ(k+1), z) ≥ Lk(x̂(k+1), ŷ(k+1), z̄(k+1)).

Hence, the inequalities above must hold with equalities. Thus (x̂(k+1), ŷ(k+1)) ∈ Arg minx,y Lk(x,y, z̄(k+1)).

By this fact and also that (x̂(k+1), ŷ(k+1)) solves the problem in (4.1), we obtain

Lk(x̂(k+1), ŷ(k+1), z̄(k+1)) = min
x,y

Lk(x,y, z̄(k+1)) ≤ Lk(x̄(k+1), ȳ(k+1), z̄(k+1))

≤ Lk(x̄(k+1), ȳ(k+1), z̄(k+1)) +
σ

2
‖ȳ(k+1) − (Āx̄(k+1) + b̄)‖2 +

σ

2
‖Ax̄(k+1) + b‖2

= min
x,y

{
Lk(x,y, z̄(k+1)) +

σ

2
‖y − (Āx + b̄)‖2 +

σ

2
‖Ax + b‖2

}
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≤ Lk(x̂(k+1), ŷ(k+1), z̄(k+1)) +
σ

2
‖ŷ(k+1) − (Āx̂(k+1) + b̄)‖2 +

σ

2
‖Ax̂(k+1) + b‖2

= Lk(x̂(k+1), ŷ(k+1), z̄(k+1)),

where the second equality is by the definition of (x̄(k+1), ȳ(k+1)). Hence all the inequalities above must
hold with equalities. Thus (4.8) follows and (x̄(k+1), ȳ(k+1)) ∈ Arg minx,y Lk(x,y, z̄(k+1)), the optimality
condition of which gives (4.9) and (4.10). This completes the proof. �

Remark 4.1 The proof of Lemma 4.1 also implies that (x̄(k+1), ȳ(k+1)) is an optimal solution of the problem
in (4.1). The lemma below bounds the inexactness of (x(k+1),y(k+1)) generated in Algorithm 1.

Lemma 4.2 Suppose that Assumption 4 holds. Let {(x(k+1),y(k+1))}k≥0 be generated from Algorithm 1.

Denote the vector used to produce (x(k+1),y(k+1)) in (4.4)-(4.6) by z(k+1) = ((z
(k+1)
1 )⊤, (z(k+1)

2 )⊤)⊤. Let
(x̄(k+1), ȳ(k+1)) be defined as in Lemma 4.1 with z̄(k+1) = projΩ(k+1)(z(k+1)). Then the following inequalities
hold for all k ≥ 0:

‖x̄(k+1) − x(k+1)‖ ≤ 1

τ

∥∥[Ā;A]
∥∥ δ, ‖ȳ(k+1) − y(k+1)‖ ≤ 1

τ

∥∥Ā
∥∥ ∥∥[Ā;A]

∥∥ δ + σ−1δ, (4.11)

‖y(k+1) − (Āx(k+1) + b̄)‖ + ‖Ax(k+1) + b‖ ≤ B1δ, (4.12)

‖z(k+1)
1 ‖ ≤ lg, ‖z(k+1)

2 ‖ ≤ B2 + B3δ, (4.13)

‖x(k+1) − x(k)‖ ≤ B4 +
1

τ

∥∥[Ā;A]
∥∥B3δ, (4.14)

where B1, B2, B3, B4 are some constants defined by

B1 := 1
τ ‖Ā‖

∥∥[Ā;A]
∥∥+ σ−1 + 1

τ (‖Ā‖ + ‖A‖)
∥∥[Ā;A]

∥∥ , B2 := ‖(AA⊤)−1A‖(lf + ‖Ā‖lg),

B3 := (1 + ‖(AA⊤)−1A‖
∥∥[Ā;A]

∥∥), B4 := 1
τ

(
lf +

∥∥[Ā;A]
∥∥ (lg + B2)

)
.

Proof. By (4.4), we have ‖z(k+1) − z̄(k+1)‖ ≤ δ. Then we obtain from (4.5) and (4.9) that

‖x̄(k+1) − x(k+1)‖ ≤ 1

τ

∥∥[Ā;A]
∥∥ ‖z(k+1) − z̄(k+1)‖ ≤ 1

τ

∥∥[Ā;A]
∥∥ δ,

and from (4.4), (4.6) and (4.10) that

‖ȳ(k+1) − y(k+1)‖ ≤ ‖Ā‖‖x̄(k+1) − x(k+1)‖ + σ−1‖z(k+1) − z̄(k+1)‖ ≤ 1

τ

∥∥Ā
∥∥ ∥∥[Ā;A]

∥∥ δ + σ−1δ.

Hence, the two inequalities in (4.11) hold.
In addition, by (4.8), we have

‖y(k+1) − (Āx(k+1) + b̄)‖ + ‖Ax(k+1) + b‖
=
∥∥∥y(k+1) − (Āx(k+1) + b̄) − ȳ(k+1) + (Āx̄(k+1) + b̄)

∥∥∥+
∥∥∥(Ax̄(k+1) + b) − (Ax(k+1) + b)

∥∥∥

≤
∥∥∥y(k+1) − ȳ(k+1)

∥∥∥+
∥∥∥Āx(k+1) − Āx̄(k+1)

∥∥∥+
∥∥∥Ax(k+1) −Ax̄(k+1)

∥∥∥

≤
∥∥∥y(k+1) − ȳ(k+1)

∥∥∥+
(
‖Ā‖ + ‖A‖

) ∥∥∥x(k+1) − x̄(k+1)
∥∥∥ ≤ δB1,
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where the last inequality is from (4.11) and the definition of B1. Hence, the claim in (4.12) holds.

Moreover, recall z
(k+1)
1 ∈ dom(ḡ⋆) in (4.4). Since ḡ is lg-Lipschitz continuous by Assumption 4, we must

have ‖z(k+1)
1 ‖ ≤ lg [33]. Write z̄(k+1) = ((z̄

(k+1)
1 )⊤, (z̄

(k+1)
2 )⊤)⊤. Then z̄

(k+1)
1 ∈ dom(ḡ⋆). Thus for the same

reason, we have ‖z̄(k+1)
1 ‖ ≤ lg. By Assumption 4, AA⊤ is non-singular, so the optimality condition of (4.3)

implies

z̄
(k+1)
2 = −

(
AA⊤)−1

(
AĀ⊤z̄(k+1)

1 + A∇f0(x(k)) − τAx(k) − τb
)
. (4.15)

For k ≥ 1, we obtain from the second inequality in (4.8) and the first inequality in (4.11) that

‖
(
AA⊤)−1

(Ax(k) + b)‖ =‖
(
AA⊤)−1

(Ax(k) + b−Ax̄(k) − b)‖

≤‖(AA⊤)−1A‖‖x(k) − x̄(k)‖ ≤ 1

τ
‖(AA⊤)−1A‖

∥∥[Ā;A]
∥∥ δ.

Since Ax(0) + b = 0, the inequality above also holds for k = 0. Hence,

‖z(k+1)
2 ‖ ≤‖z(k+1)

2 − z̄
(k+1)
2 ‖ + ‖z̄(k+1)

2 ‖ ≤ δ +
∥∥∥
(
AA⊤)−1

(
AĀ⊤z̄(k+1)

1 + A∇f0(x(k)) − τAx(k) − τb
)∥∥∥

≤δ + ‖(AA⊤)−1A‖(lf + ‖Ā‖lg) + ‖(AA⊤)−1A‖
∥∥[Ā;A]

∥∥ δ ≤ B2 + B3δ.

Thus both inequalities in (4.13) hold.
Finally, it follows from the updating rule in (4.5) and the inequalities in (4.13) that

‖x(k+1) − x(k)‖ =
1

τ

∥∥∥[Ā;A]⊤z(k+1) + ∇f0(x(k))
∥∥∥

≤ 1

τ

(∥∥[Ā;A]
∥∥
∥∥∥z(k+1)

1

∥∥∥+
∥∥[Ā;A]

∥∥
∥∥∥z(k+1)

2

∥∥∥+
∥∥∥∇f0(x(k))

∥∥∥
)

≤ 1

τ
lf +

1

τ

∥∥[Ā;A]
∥∥ lg +

1

τ

∥∥[Ā;A]
∥∥ (B2 + B3δ).

Hence by the definition of B4, (4.14) is obtained, and we complete the proof. �

With Lemmas 4.1 and 4.2, we can characterize the number of outer iterations that Algorithm 1 needs to
find an ǫ-stationary point of problem (SP).

Theorem 4.1 Suppose that Assumptions 1 and 4 hold. Given ǫ > 0, in Algorithm 1, let τ = 2Lf and δ = δǫ
with

δǫ := min

{
ǫ

B1σ
,

ǫ

B1
,

ǫ2

48LfB1

(
B2 + σ‖Ā‖B4 + lg

) ,
√

ǫ2

48LfB1B3

(
1 + 1

τ σ‖Ā‖
∥∥[Ā;A]

∥∥)
}
, (4.16)

where B1, B2, B3 and B4 are given in Lemma 4.2. Let

Kǫ :=
⌈
12Lf∆F ǫ

−2
⌉
. (4.17)

For each k ≥ 0, let (x(k),y(k)) be generated from Algorithm 1. Let k′ = arg mink=0,...,Kǫ−1

∥∥x(k+1) − x(k)
∥∥.

Then (x(k′+1),y(k′+1)) is an ǫ-stationary point of problem (SP).
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Proof. Since δ ≤ ǫ
B1

from (4.16), we obtain from inequality (4.12) that, for any k ≥ 0,

‖y(k+1) − (Āx(k+1) + b̄)‖ + ‖Ax(k+1) + b‖ ≤ δB1 ≤ ǫ. (4.18)

In addition, by (4.6), it holds for any k ≥ 0 that

0 ∈ ∂ḡ(y(k+1)) − z
(k+1)
1 + σ

(
y(k+1) − (Āx(k+1) + b̄)

)
, (4.19)

which implies that there exists ξ
(k+1) ∈ ∂ḡ(y(k+1)) such that

‖ξ(k+1) − z
(k+1)
1 ‖ = σ‖y(k+1) − (Āx(k+1) + b̄)‖

(4.12)

≤ δB1σ
(4.16)

≤ ǫ. (4.20)

Moreover, it holds by (4.5) that for any k ≥ 0,

0 = ∇f0(x(k)) + [Ā;A]⊤z(k+1) + τ(x(k+1) − x(k)). (4.21)

Hence, by the Lf -Lipschitz continuity of ∇f0 and the fact that τ = 2Lf , we have for any k ≥ 0,

∥∥∥∇f0(x(k+1)) + [Ā;A]⊤z(k+1)
∥∥∥ ≤

∥∥∥∇f0(x(k)) + [Ā;A]⊤z(k+1)
∥∥∥+ Lf‖x(k+1) − x(k)‖

=(τ + Lf )‖x(k+1) − x(k)‖ = 3Lf‖x(k+1) − x(k)‖. (4.22)

Below we bound the average of the square of the right-hand side of (4.22) over K terms. First, by (4.12)
and the feasibility of (x(0),y(0)), i.e, Ax(0) + b = 0 and y(0) = Āx(0) + b̄, we have for any k ≥ 0,

∥∥∥y(k+1) − y(k) − Ā(x(k+1) − x(k))
∥∥∥ =

∥∥∥y(k+1) − (Āx(k+1) + b̄) − y(k) + (Āx(k) + b̄)
∥∥∥ ≤2δB1, (4.23)

∥∥∥A(x(k+1) − x(k))
∥∥∥ =

∥∥∥(Ax(k) + b) − (Ax(k+1) + b)
∥∥∥ ≤2δB1. (4.24)

Second, it follows from the Lf -Lipschitz continuity of ∇f0 that

f0(x(k+1)) − f0(x(k)) ≤
〈
∇f0(x(k)),x(k+1) − x(k)

〉
+

Lf

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

(4.21)
=
〈
−τ
(
x(k+1) − x(k)

)
− Ā⊤z(k+1)

1 −A⊤z(k+1)
2 ,x(k+1) − x(k)

〉
+

Lf

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

=
Lf − 2τ

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

−
〈
Ā⊤ξ(k+1),x(k+1) − x(k)

〉
−
〈
z
(k+1)
2 ,A(x(k+1) − x(k))

〉

−
〈
Ā⊤(z

(k+1)
1 − ξ(k+1)),x(k+1) − x(k)

〉

≤− 3Lf

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

−
〈
Ā⊤ξ(k+1),x(k+1) − x(k)

〉
+ 2δB1‖z(k+1)

2 ‖ + 2δB1σ‖Ā‖‖x(k+1) − x(k)‖

≤ − 3Lf

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

−
〈
Ā⊤ξ(k+1),x(k+1) − x(k)

〉
+ 2δB1 (B2 + B3δ)

+ 2δB1σ‖Ā‖
(
B4 +

1

τ

∥∥[Ā;A]
∥∥B3δ

)
, (4.25)
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where the second inequality holds from τ = 2Lf , (4.20) and (4.24), and the last inequality follows from (4.13)

and (4.14). Third, by the convexity of ḡ and the fact that ξ(k+1) ∈ ∂ḡ(y(k+1)), we have

ḡ(y(k+1)) − ḡ(y(k)) ≤
〈
ξ(k+1),y(k+1) − y(k)

〉

=
〈
ξ(k+1), Ā(x(k+1) − x(k))

〉
+
〈
ξ(k+1),y(k+1) − y(k) − Ā(x(k+1) − x(k))

〉

≤
〈
ξ(k+1), Ā(x(k+1) − x(k))

〉
+ 2δB1‖ξ(k+1)‖

≤
〈
ξ(k+1), Ā(x(k+1) − x(k))

〉
+ 2δB1lg, (4.26)

where the second inequality is from (4.23), and the last one holds by ‖ξ(k+1)‖ ≤ lg from the lg-Lipschitz
continuity of ḡ. Adding (4.25) and (4.26) and combining terms give

f0(x(k+1)) + ḡ(y(k+1)) − f0(x(k)) − ḡ(y(k))

≤− 3Lf

2

∥∥∥x(k+1) − x(k)
∥∥∥
2

+ 2δB1

(
B2 + σ‖Ā‖B4 + lg

)
+ 2δ2B1B3

(
1 +

1

τ
σ‖Ā‖

∥∥[Ā;A]
∥∥
)
.

Multiplying 3Lf to the inequality above and summing it over k = 0, 1, . . . ,K − 1, we obtain

(3Lf )2

K

K−1∑

k=0

∥∥∥x(k+1) − x(k)
∥∥∥
2

≤ 6Lf

(
F (x(0),y(0)) − infx,y F (x,y)

)

K

+ 12LfδB1

(
B2 + σ‖Ā‖B4 + lg

)
+ 12Lfδ

2B1B3

(
1 +

1

τ
σ‖Ā‖

∥∥[Ā;A]
∥∥
)
, ∀K ≥ 1.

(4.27)

Let K = Kǫ in (4.27). Since Kǫ ≥ 12Lf

(
F (x(0),y(0)) − infx,y F (x,y)

)
ǫ−2, it holds that

6Lf

(
F (x(0),y(0)) − infx,y F (x,y)

)

Kǫ
≤ 1

2
ǫ2. (4.28)

Moreover, the choice of δ = δǫ in (4.16) ensures

12LfδB1

(
B2 + σ‖Ā‖B4 + lg

)
≤ 1

4
ǫ2 and 12Lfδ

2B1B3

(
1 +

1

τ
σ‖Ā‖

∥∥[Ā;A]
∥∥
)

≤ 1

4
ǫ2. (4.29)

Applying the bounds in (4.28) and (4.29) to (4.27) with K = Kǫ gives

(3Lf)2

Kǫ

Kǫ−1∑

k=0

∥∥∥x(k+1) − x(k)
∥∥∥
2

≤ ǫ2. (4.30)

Hence, it follows that 3Lf mink=0,...,Kǫ−1

∥∥x(k+1) − x(k)
∥∥ ≤ ǫ. Then it results from the definition of k′ and

(4.22) that
∥∥∥∇f0(x(k′+1)) + [Ā;A]⊤z(k

′+1)
∥∥∥ ≤ 3Lf

∥∥∥x(k′+1) − x(k′)
∥∥∥ = 3Lf min

k=0,...,Kǫ−1

∥∥∥x(k+1) − x(k)
∥∥∥ ≤ ǫ, (4.31)

which together with (4.18) and (4.20) shows that (x(k′+1),y(k′+1)) is an ǫ-stationary point of problem (SP)
by Definition 1. This completes the proof. �
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Theorem 4.1 above only shows that Algorithm 1 can produce an ǫ-stationary point of problem (SP). In
fact, with a δ that is slightly smaller than δǫ in Algorithm 1, we can also show that Algorithm 1 can produce
a near ǫ-stationary point of (P) with an outer-iteration number similar to that in Theorem 4.1. This result
is presented in the following theorem.

Theorem 4.2 Suppose that Assumptions 1 and 4 hold. Given ǫ > 0, in Algorithm 1, let τ = 2Lf and

δ = δ̄ǫ := min

{
ǫ

6‖[Ā;A]‖ ,
∆F0

B1lg
, δǫ

}
, where B1 is given in Lemma 4.2 and δǫ is given in (4.16). Let

K̄ǫ := ⌈192Lf∆F0ǫ
−2⌉.

For each k ≥ 0, let (x(k),y(k)) and z(k) be generated from Algorithm 1, (x̄(k+1), ȳ(k+1)) be defined as in
Lemma 4.1 with z̄(k+1) = projΩ(k+1)(z(k+1)). Let k′ = arg min

k=0,...,K̄ǫ−1

∥∥x(k+1) − x(k)
∥∥. Then (x(k′+1),y(k′+1)) is

an ǫ-stationary point of problem (SP), x̄(k′+1) is an ǫ-stationary point of problem (P), and x(k′+1) is a near
ǫ-stationary point of problem (P). More specifically, ‖x(k′+1) − x̄(k′+1)‖ ≤ ǫ

12Lf
∈ [0, 150πǫLf

).

Proof. Notice 0 = ∇f0(x(k))+[Ā;A]⊤z̄(k+1)+τ(x̄(k+1)−x(k)) from (4.9). Hence through the same arguments
to obtain (4.22), we arrive at

∥∥∥∇f0(x̄(k+1)) + [Ā;A]⊤z̄(k+1)
∥∥∥ ≤ 3Lf

∥∥∥x̄(k+1) − x(k)
∥∥∥ , ∀ k ≥ 0. (4.32)

By the triangle inequality, it holds
∥∥x̄(k+1) − x(k)

∥∥ ≤
∥∥x̄(k+1) − x(k+1)

∥∥+
∥∥x(k+1) − x(k)

∥∥. Thus from (4.11),

we have
∥∥x̄(k+1) − x(k)

∥∥ ≤
∥∥x(k+1) − x(k)

∥∥+ 1
τ

∥∥[Ā;A]
∥∥ δ, which together with (4.32) and τ = 2Lf gives

∥∥∇f0(x̄(k+1)) + [Ā;A]⊤z̄(k+1)
∥∥ ≤ 3Lf

∥∥x(k+1) − x(k)
∥∥+ 3

2

∥∥[Ā;A]
∥∥ δ, ∀ k ≥ 0. (4.33)

By using the same method to obtain argument (4.27) and the definition of δ̄ǫ, we have

(3Lf)2

K

K−1∑

k=0

∥∥∥x(k+1) − x(k)
∥∥∥
2

≤ 6Lf

(
F (x(0),y(0)) − [f0(x

(K+1)) + ḡ(y(K+1))]
)

K
+

ǫ2

2
, ∀K ≥ 1. (4.34)

Recall that (x(0),y(0)) is a feasible point of problem (SP). We have

F (x(0),y(0)) −
[
f0(x(K+1)) + ḡ(y(K+1))

]

=
(
f0(x(0)) + ḡ(Āx(0) + b̄) −

[
f0(x(K+1)) + ḡ(Āx(K+1) + b̄)

])
+
[
ḡ(Āx(K+1) + b̄) − ḡ(y(K+1))

]

≤∆F0 + lg‖Āx(K+1) + b̄− y(K+1)‖
≤∆F0 + ∆F0 = 2∆F0 , ∀K ≥ 1,

where the first inequality is because ḡ is lg-Lipschitz continuous by Assumption 4 and the second inequality

is because ‖y(K+1) − (Āx(K+1) + b̄)‖ ≤ δ̄ǫB1 ≤ ∆F0

lg
according to (4.18) and the definition of δ̄ǫ. Now

substituting the above inequality into (4.34) with K = K̄ǫ = ⌈192Lf∆F0ǫ
−2⌉, we obtain

(3Lf)2

K

K−1∑

k=0

∥∥∥x(k+1) − x(k)
∥∥∥
2

≤ 12Lf∆F0

192Lf∆F0ǫ
−2

+
ǫ2

2
=

ǫ2

16
+

ǫ2

2
=

9ǫ2

16
.
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Since k′ = arg mink=0,...,K̄ǫ−1

∥∥x(k+1) − x(k)
∥∥, we have 3Lf

∥∥∥x(k′+1) − x(k′)
∥∥∥ ≤ 3ǫ

4 . Then, it follows from the

same arguments in the proof of Theorem 4.1 that (x(k′+1),y(k′+1)) is an ǫ-stationary point of problem (SP).

Also, we obtain from (4.33) and the choice of δ that

∥∥∥∇f0(x̄(k′+1)) + [Ā;A]⊤z̄(k
′+1)

∥∥∥ ≤ ǫ. (4.35)

On the other hand, we have from (4.8) and (4.10) that

ȳ(k′+1) = (Āx̄(k′+1) + b̄), Ax̄(k′+1) + b = 0, z̄
(k′+1)
1 ∈ ∂ḡ(ȳ(k′+1)). (4.36)

Recall g(x) = ḡ(Āx+ b̄). By [8], it holds that ∂g(x̄(k′+1)) = co
({

Ā⊤ξ : ξ ∈ ∂ḡ
(
Āx̄(k′+1) + b̄

)})
, and thus

from (4.36), it follows Ā⊤z̄(k
′+1)

1 ∈ ∂g(x̄(k′+1)). Then by (4.35), we have

dist
(
0,∇f0

(
x̄(k′+1)

)
+ ∂g

(
x̄(k′+1)

)
+ A⊤z̄(k

′+1)
2

)
≤
∥∥∥∇f0

(
x̄(k′+1)

)
+ Ā⊤z̄(k

′+1)
1 + A⊤z̄(k

′+1)
2

∥∥∥ ≤ ǫ,

which, together with Ax̄(k′+1) + b = 0 from (4.36), indicates that x̄(k′+1) is an ǫ-stationary point of (P).

By (4.11), ‖x̄(k′+1) − x(k′+1)‖ ≤ 1
τ

∥∥[Ā;A]
∥∥ δǫ ≤ ǫ

12Lf
, where the second inequality is from the definition

of δ̄ǫ which ensures δ̄ǫ ≤ ǫ
6‖[Ā;A]‖ . �

4.3 Number of Inner Iterations for Finding z(k+1) Satisfying (4.4)

To obtain the total number of inner iterations of Algorithm 1 to find an ǫ-stationary point of (SP), we still
need to evaluate the number of iterations for computing z(k+1) that satisfies the criterion in (4.4) for each
k ≥ 0. The problem in (4.3) has the convex composite structure. Additionally, the gradient of the smooth
function Dk(z) − ḡ⋆(z1) in the objective function Dk in (4.3) is LD-Lipschitz continuous with

LD := λmax([Ā;A][Ā;A]⊤)/τ.

Hence, we apply the APG method in [1] with a standard restarting technique to (4.3) to find z(k+1). The
restarted APG algorithm instantiated on (4.3) is presented in Algorithm 2. The algorithm has double loops
and, in addition to the main iterate z(j,k), it also generates an auxiliary iterate ẑ(j,k). In the algorithm, we use
Ĝj
1 and Ĝj

2 to represent the gradients of Dk(z) − ḡ⋆(z1) with respect to z1 and z2, respectively, at z = ẑ(j,k).
The algorithm is restarted after every jk APG steps. We call each APG step, i.e., Line 5-9 in Algorithm 2,
as one inner iteration of Algorithm 1.
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Algorithm 2 Restarted accelerated proximal gradient method for (4.3)

1: Input: an initial point zini = ((y(0))⊤, (Ax(0))⊤)⊤ where (x(0),y(0)) is the same as in Algorithm 1.
2: z(0,k) ← zini, ẑ(0,k) ← z(0,k), α0 ← 1.
3: for i = 0, . . . , ik − 1 do

4: for j = 0, . . . , jk − 1 do

5: Ĝj1 ← 1
τ
Ā

(
Ā⊤ẑ

(j,k)
1 +A⊤ẑ

(j,k)
2 +∇f0(x(k))− τx(k)

)
− b̄.

6: Ĝj2 ← 1
τ
A

(
Ā⊤ẑ

(j,k)
1 +A⊤ẑ

(j,k)
2 +∇f0(x(k))− τx(k)

)
− b.

7: z
(j+1,k)
1 ← prox

L
−1
D

ḡ∗

(
ẑ
(j,k)
1 − 1

LD

Ĝj1
)
, z

(j+1,k)
2 ← ẑ

(j,k)
2 − 1

LD

Ĝj2 .

8: αj+1 ←
1+

√

1+4α2
j

2
.

9: ẑ(j+1,k) ← z(j+1,k) +
(

αj−1

αj+1

) (
z(j+1,k) − z(j,k)

)
.

10: end for

11: z(0,k) ← z(jk,k), ẑ(0,k) ← z(0,k), α0 ← 1.
12: end for

13: Output: z(k+1) = z(0,k).

The number of APG steps performed in Algorithm 2 to find a point satisfying (4.4) is known when
Assumption 4 and either one of Assumptions 5 and 6 hold. We first present the result when Assumptions 4
and 5 hold.

Theorem 4.3 Suppose Assumptions 1, 4 and 5 hold. Given any δ > 0, if jk = ⌈2
√

2κ([Ā;A])⌉ and

ik =
⌈
log2(

2(Dk(z
ini)−D∗

k)
µDδ2 )

⌉
in Algorithm 2, the output z(k+1) satisfies the criteria in (4.4). Here, µD =

λmin([Ā;A][Ā;A]⊤)/τ .

Proof. With Assumption 5, the problem in (4.3) is µD-strongly convex. Consider the end of the first inner
loop (i.e., i = 0) of Algorithm 2. According to [1, Theorem 4.4.], after jk APG steps, the APG method
generates an output z(jk,k) satisfying

Dk(z(jk,k)) −D∗
k ≤ 2LDdist2(zini, Ω(k+1))

j2k
≤ 4LD[Dk(zini) −D∗

k]

µDj2k
=

4κ2([Ā;A])[Dk(zini) −D∗
k]

j2k
,

where the second inequality is by the µD-strong convexity of Dk. Since jk = ⌈2
√

2κ([Ā;A])⌉, we have
Dk(z(jk,k)) − D∗

k ≤ 1
2

(
Dk(zini) −D∗

k

)
, meaning that we can reduce the objective gap by a half with each

inner loop of Algorithm 2. Since the next inner loop is started at z(jk ,k) according to Line 11 of Algorithm 2,

we repeat this argument ik =
⌈
log2(

2(Dk(z
ini)−D∗

k)
µDδ2 )

⌉
times and show that the final output z(k+1) satisfies

Dk(z(k+1)) −D∗
k ≤ µDδ2

2 and thus

dist(z(k+1), Ω(k+1)) ≤
√

2(Dk(z(k+1)) −D∗
k)

µD
≤ δ,

which means z(k+1) satisfies (4.4). �

Below we derive the number of APG steps performed in Algorithm 2 to find a point satisfying (4.4)
under Assumptions 4 and 6. In this case, ḡ⋆(z1) = ιCz1≤d(z1) because the conjugate of ιCz1≤d(z1) is
max{u⊤z1 : Cu ≤ d} = ḡ(z1) and the conjugate of the conjugate of a closed convex function is just the
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function itself. In this case, the minimization problem in (4.3) may not be strongly convex, but it is a
quadratic program for which a restarted APG method can still have a linear convergence rate as shown
in [26]. Recall that Ω(k+1) is the solution set in (4.3). Since ‖ · ‖2 is strongly convex, by the same proof of
Eqn. (40) in [26], there exists ν(k) ∈ R

d such that

[Ā;A]⊤z̄(k+1) + ∇f0(x(k)) − τx(k) = ν(k), ∀ z̄(k+1) ∈ Ω(k+1). (4.37)

As a result, we have

−(z̄
(k+1)
1 )⊤b̄− (z̄

(k+1)
2 )⊤b = D∗

k −
1

2τ
‖ν(k)‖2, ∀ z̄(k+1) ∈ Ω(k+1). (4.38)

Therefore, Ω(k+1) can be characterized as the solution set of the linear system as follows

Ω(k+1) =



z = (z⊤1 , z

⊤
2 )⊤

∣∣∣∣∣
[Ā;A]⊤z = ν(k) −∇f0(x(k)) + τx(k),

−z⊤1 b̄− z⊤2 b = D∗
k − 1

2τ ‖ν(k)‖2,
Cz1 ≤ d



 . (4.39)

The Hoffman constant is a constant θ(Ā,A, b̄,b,C) such that

dist(z, Ω(k+1)) ≤ θ(Ā,A, b̄,b,C)

∥∥∥∥∥∥




[Ā;A]⊤z + ∇f0(x(k)) − τx(k) − ν(k)

−z⊤1 b̄− z⊤2 b−D∗
k + 1

2τ ‖ν(k)‖2
(Cz1 − d)+



∥∥∥∥∥∥
, ∀ z. (4.40)

Note that θ(Ā,A, b̄,b,C) does not depend on the right-hand sides of the linear system in (4.39). As shown
in [26], the linear convergence rate of the APG depends on θ(Ā,A, b̄,b,C). In a special case where b̄ = 0
and b = 0, we drop the equality −z⊤1 b̄− z⊤2 b = D∗

k − 1
2τ ‖ν(k)‖2 from (4.39) and denote the corresponding

Hoffman constant by θ(Ā,A,C) which satisfies

dist(z, Ω(k+1)) ≤ θ(Ā,A,C)

∥∥∥∥
[

[Ā;A]⊤z + ∇f0(x(k)) − τx(k) − ν(k)

(Cz1 − d)+

]∥∥∥∥ , ∀ z. (4.41)

With these notations, the number of APG steps to obtain zk+1 satisfying (4.4) is characterized as follows.

Theorem 4.4 Suppose Assumptions 1, 4 and 6 hold. Given any δ > 0, if jk =
⌈
2
√

2LD/ρk
⌉
and ik =

⌈
log2(

2(Dk(z
ini)−D∗

k)
ρkδ2

)
⌉
in Algorithm 2, the output z(k+1) satisfies the criteria in (4.4). Here,

ρk =

{[
θ2(Ā,A, b̄,b,C)(τ + Dk(zini) −D∗

k + 2τ‖ν(k)‖2)
]−1

if b̄ 6= 0 or b 6= 0,[
θ2(Ā,A,C)τ

]−1
if b̄ = 0 and b = 0,

(4.42)

with ν(k) defined in (4.37) for k ≥ 0.

Proof. According to [26, Theorem 10], Dk(z) has a quadratic growth on the level set

Zk :=
{
z
∣∣Cz1 ≤ d, Dk(z) ≤ Dk(zini)

}
.

More specifically, it holds that

ρk
2

dist2(z, Ω(k+1)) ≤ Dk(z) −D∗
k, ∀ z ∈ Zk, (4.43)
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where ρk is defined in (4.42).
Consider the end of the first inner loop (i.e., i = 0) of Algorithm 2. According to [1, Theorem 4.4], after

jk APG steps, the APG method generates an output z(jk,k) satisfying

Dk(z(jk ,k)) −D∗
k ≤ 2LDdist2(zini, Ω(k+1))

j2k

(4.43)

≤ 4LD[Dk(zini) −D∗
k]

ρkj2k
.

Since jk =
⌈
2
√

2LD/ρk
⌉
, we have Dk(z(jk ,k)) − D∗

k ≤ 1
2

(
Dk(zini) −D∗

k

)
, meaning that we can reduce the

objective gap by a half with each inner loop of Algorithm 2. Since the next inner loop is started at z(jk,k)

according to Line 11 of Algorithm 2, we repeat this argument ik =
⌈
log2(

2(Dk(z
ini)−D∗

k)
ρkδ2

)
⌉

times and show

that the final output z(k+1) satisfies Dk(z(k+1)) −D∗
k ≤ ρkδ

2

2 and thus

dist(z(k+1), Ω(k+1)) ≤
√

2(Dk(z(k+1)) −D∗
k)

ρk
≤ δ,

which means z(k+1) satisfies (4.4). The proof is then completed. �

4.4 Total Number of Inner Iterations for Finding an ǫ-stationary Point

Combining Theorems 4.1, 4.3 and 4.4, we derive the total number of inner iterations for computing an
ǫ-stationary point of (SP) as follows.

Corollary 4.1 Suppose Assumptions 1 and 4 hold and Algorithm 1 uses Algorithm 2 at Step 4. Let τ = 2Lf

and δ = δǫ in Algorithm 1 with δǫ defined in (4.16). Then the following statements hold.

(a) If Assumption 5 holds, Algorithm 1 finds an ǫ-stationary point of problem (SP) with total number

O

(
κ([Ā;A]) log

(
∆F

ǫ

) Lf∆F

ǫ2

)
(4.44)

of inner iterations (i.e, APG steps), where ∆F = F (x(0),y(0)) − infx,y F (x,y).
(b) If Assumption 6 holds and, in addition, b̄ = 0,b = 0, the same conclusion in statement (a) holds except

that the total number of inner iterations becomes

O

(√
λmax([Ā;A][Ā;A]⊤)θ2(Ā,A,C) log

(
∆F

ǫ

) Lf∆F

ǫ2

)
, (4.45)

where θ(Ā,A,C) is the Hoffman constant given in (4.41).
(c) If Assumption 6 holds and, in addition, the sequence {x(k)}k≥0 is bounded, the same conclusion in state-

ment (a) holds except that the total number of inner iterations becomes

O

(√
λmax([Ā;A][Ā;A]⊤)θ2(Ā,A, b̄,b,C)(1 + B6/τ + 2B5) log

(
B6

ǫ

) Lf∆F

ǫ2

)
, (4.46)
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where θ(Ā,A, b̄,b,C) is the Hoffman constant given in (4.40), B5 and B6 are constants7 independent
of ǫ such that

‖ν(k)‖2 ≤ B5, Dk(zini) −D∗
k ≤ B6, ∀ k ≥ 0, (4.47)

with ν(k) defined in (4.37).

Proof. According to Theorem 4.1, Algorithm 1 needs Kǫ outer iterations to find an ǫ-stationary point of
problem (SP), where Kǫ is given in (4.17). Moreover, in each outer iteration of Algorithm 1, Algorithm 2
needs ikjk APG steps to find a point z(k+1) satisfying (4.4) with ik and jk specified in Theorems 4.3 and 4.4

for different assumptions. Hence, the total number of inner iterations by Algorithm 1 is
∑Kǫ−1

k=0 ikjk.
Below we prove statement (c) first. In this case, ik and jk are given in Theorem 4.4 and they depend on ρk

in (4.42) which further depends on ‖ν(k)‖ and Dk(zini)−D∗
k. Using (4.47) and the fact that log 1

δ = O(log 1
ǫ ).

We can bound ik and jk from above and obtain (4.46).
To prove statements (a) and (b), we only need to derive an upper bound for Dk(zini) −D∗

k that appears
in the formula of ik in Theorems 4.3 and 4.4. First, we observe that, for any k ≤ Kǫ, it holds that

‖x(k)‖ ≤‖x(0)‖ +

k−1∑

s=0

‖x(s) − x(s+1)‖ ≤ ‖x(0)‖ +

Kǫ−1∑

s=0

‖x(s) − x(s+1)‖

≤‖x(0)‖ +
√
Kǫ ·

√√√√
Kǫ−1∑

s=0

‖x(s) − x(s+1)‖2 ≤ ‖x(0)‖ +
√
Kǫ ·

√
Kǫ · ǫ2

9L2
f

≤ ‖x(0)‖ +
4∆F

ǫ
, (4.48)

where the third inequality is by the Cauchy–Schwarz inequality, the fourth one is by (4.30), and the last one

follows from (4.17). Recall that ‖z̄(k+1)
1 ‖ ≤ lg and thus from (4.15) and (4.48), we have

‖z̄(k+1)
2 ‖ ≤ lg +

(
lf + τ‖x(0)‖ +

4τ∆F

ǫ

)∥∥∥
(
AA⊤)−1

A
∥∥∥+ τ

∥∥∥
(
AA⊤)−1

b
∥∥∥ , (4.49)

where we have used the lf -Lipschitz continuity of f0 from Assumption 4.
Moreover, for any z, we have

‖∇(Dk − ḡ⋆)(z)‖ =

∥∥∥∥
1

τ

(
[Ā;A]

(
[Ā;A]⊤z + ∇f0(x(k)) − τx(k)

))
− [b̄;b]

∥∥∥∥

≤ 1

τ
‖[Ā;A]‖2 · ‖z‖ +

1

τ
‖[Ā;A]‖

(
lf + τ‖x(0)‖ +

4τ∆F

ǫ

)
+ ‖[b̄;b]‖ =: D̂(z). (4.50)

Hence, it follows from the convexity of Dk that for any ξ ∈ ∂ḡ⋆(zini),

Dk(zini) −D∗
k ≤

〈
∇(Dk − ḡ⋆)(zini) + ξ, zini − z̄(k+1)

〉
≤
(
D̂(zini) + ‖ξ‖

)(
‖zini‖ + lg + ‖z̄(k+1)

2 ‖
)
.

Keeping only the key quantities ǫ and ∆F , we then have Dk(zini) − D∗
k = O

(
∆F

ǫ

)
. Applying this bound of

Dk(zini) −D∗
k to the ik’s in Theorems 4.3 and 4.4, we obtain (4.44) and (4.45). �

In the following corollary, we also derive from Theorems 4.2, 4.3 and 4.4 the required total number of
inner iterations for obtaining a near ǫ-stationary point of (P). We skip its proof because it is essentially the
same as that of Corollary 4.1.

7 Such B5 and B6 exist because of the boundedness of {x(k)}k≥0.
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Corollary 4.2 Suppose Assumptions 1 and 4 hold and Algorithm 1 uses Algorithm 2 at Step 4. Let τ = 2Lf

and δ = δ̄ǫ in Algorithm 1 with δ̄ǫ defined in Theorem 4.2. Then the following statements hold.

(a) If Assumption 5 holds, Algorithm 1 finds a point that is ǫ
12Lf

-close to an ǫ-stationary point of problem (P)

with total number

O

(
κ([Ā;A]) log

(
∆F0

ǫ

) Lf∆F0

ǫ2

)
(4.51)

of inner iterations (i.e, APG steps), where ∆F0 = F0(x(0)) − infx F0(x).
(b) If Assumption 6 holds and, in addition, b̄ = 0,b = 0, the same conclusion in statement (a) holds except

that the total number of inner iterations becomes

O

(√
λmax([Ā;A][Ā;A]⊤)θ2(Ā,A,C) log

(
∆F0

ǫ

) Lf∆F0

ǫ2

)
, (4.52)

where θ(Ā,A,C) is the Hoffman constant given in (4.41).
(c) If Assumption 6 holds and, in addition, the sequence {x(k)}k≥0 is bounded, the same conclusion in state-

ment (a) holds except that the total number of inner iterations becomes

O

(√
λmax([Ā;A][Ā;A]⊤)θ2(Ā,A, b̄,b,C)(1 + B6/τ + 2B5) log

(
B6

ǫ

) Lf∆F0

ǫ2

)
, (4.53)

where θ(Ā,A, b̄,b,C) is the Hoffman constant given in (4.40), B5 and B6 are given in Corollary 4.1.

4.5 Oracle Complexity Matching the Lower Bounds

Suppose Algorithm 1 uses Algorithm 2 at Step 4 to find a point z(k+1) satisfying (4.4). We can show that
Algorithm 1 satisfies Assumption 3, i.e., the iterate points of Algorithm 1 can be generated by only querying
the oracles and performing the operations given in Assumption 3. Then, we show that the oracle complexity
of Algorithm 1 matches the lower complexity bound presented in Section 3. To do so, we first present the
following observations.

Lemma 4.3 Let z(j,k) be the solution generated in the j-th inner iteration of the k-th outer iteration of

Algorithm 2. Let x(j,k) = A⊤z(j,k)2 . It holds that, for all j ≥ 1 and k ≥ 0,

x(j,k) ∈ A⊤A · span
({

x(k),∇f0(x(k)),x(0), Ā⊤b̄
}⋃

∪j−1
i=0

{
x(i,k), Ā⊤z

(i,k)
1

})
(4.54a)

z
(j,k)
1 ∈ span

({
ζ(j,k), ξ(j,k)

})
, (4.54b)

where ζ(j,k) ∈
{
proxηḡ(ξ(j,k)) | η > 0

}
and

ξ
(j,k) ∈ span

({
Āx(k), Ā∇f0(x(k)), b̄

}⋃
∪j−1
i=0

{
z
(i,k)
1 , ĀĀ⊤z

(i,k)
1 , Āx(i,k)

})
. (4.55)
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Proof. Consider any j ≥ 0 and k ≥ 0. By Steps 2 and 9 in Algorithm 2, we have ẑ(0,k) = z(0,k) and ẑ(j+1,k) =

z(j+1,k) +
(

αj−1
αj+1

) (
z(j+1,k) − z(j,k)

)
for j ≥ 0. This further implies A⊤ẑ(0,k)2 = x(0,k) and A⊤ẑ(j+1,k)

2 =

x(j+1,k) +
(

αj−1
αj+1

) (
x(j+1,k) − x(j,k)

)
for j ≥ 0.

Hence, by Steps 5 and 7 in Algorithm 2,

ẑ
(j−1,k)
1 − 1

LD
Ĝj−1
1 ∈ span

({
Āx(k), Ā∇f0(x(k)), b̄

}⋃
∪j−1
i=0

{
z
(i,k)
1 , ĀĀ⊤z(i,k)1 , Āx(i,k)

})

and

z
(j,k)
1 = proxL−1

D
ḡ∗

(
ẑ
(j−1,k)
1 − L−1

D Ĝj−1
1

)
= ẑ

(j−1,k)
1 − L−1

D Ĝj−1
1 − L−1

D proxLD ḡ

(
LDẑ

(j−1,k)
1 − Ĝj−1

1

)

which means (4.54b) holds. Recall that b = −Ax(0). By Steps 6 and 7 in Algorithm 2,

A⊤Ĝj−1
2 ∈ A⊤A · span

({
x(k),∇f0(x(k)),x(0), Ā⊤b̄

}⋃
∪j−1
i=0

{
x(i,k), Ā⊤z(i,k)1

})

and

x
(j,k)
2 =A⊤z(j,k)2 = A⊤ẑ(j−1,k)

2 − L−1
D A⊤Ĝj−1

2

∈A⊤A · span
({

x(k),∇f0(x(k)),x(0), Ā⊤b̄
}⋃

∪j−1
i=0

{
x(i,k), Ā⊤z

(i,k)
1

})

which means (4.54a) holds. �

With these observations, we can formally show that Algorithm 1 follows Assumption 3.

Proposition 4.1 The updating schemes in Algorithm 1 using Algorithm 2 at Step 4 satisfy Assumption 3.

Proof. We first claim that Algorithms 1 and 2 can be both implemented by computing and updating z
(j,k)
1

and x(j,k) = A⊤z(j,k)2 without explicitly computing z
(j,k)
2 . For Algorithm 2, this claim can be verified by its

updating steps. For Algorithms 1, updating steps (4.5) and (4.6) can be also implemented directly based on

z
(j,k)
1 and x(jk,k) without knowing z

(k+1)
2 because A⊤z(k+1)

2 = A⊤z(jk ,k)2 = x(jk,k).
Comparing (4.54) and (4.55) with the updating schemes allowed by Assumption 3, we can prove that

Algorithm 1 satisfies Assumption 3 by proving that x(0,k) = A⊤z(0,k)2 and x(k) for any k are generated only
by the updating schemes allowed by Assumption 3. We will prove this statement by induction on k.

Suppose k = 0. Consider x(0,k) = A⊤z(0,k)2 in the first inner loop (i.e., i = 0) of Algorithm 2. Since

x(0,k) = A⊤z(0,k)2 = A⊤Ax(0), x(0,k) is generated by the schemes allowed by Assumption 3. According
to (4.54) and (4.55) and the fact that k = 0, we conclude that all iterates during the first inner loop of
Algorithm 2 are generated only by the updating schemes allowed by Assumption 3. Consider the second
inner loop (i.e., i = 1) of Algorithm 2. Recall that the initial solution of this inner loop is created as

x(0,k) = A⊤z(0,k)2 = A⊤z(jk,k)2 = x(jk,k), where x(jk,k) is the outputs of the first inner loop of Algorithm 2.
We then also conclude that all iterates during the second inner loop of Algorithm 2 are generated only by the
schemes allowed by Assumption 3. Specifically, all iterates during the second inner loop of Algorithm 2 can
be generated by accessing two oracles given in Assumption 3. Repeating this argument for all inner loops of
Algorithm 2, we prove the statement for k = 0.
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Suppose the statement is true for k ≥ 0. Then z
(k+1)
1 and A⊤z(k+1)

2 are generated by the updating schemes
allowed by Assumption 3, so are x(k+1) and y(k+1) according to (4.5) and (4.6). By the same argument as
when k = 0, we can prove that the statement is true for k + 1. The proof is completed by induction. �

By Proposition 4.1 and its proof, we have that the oracle complexity of Algorithm 1 equals O(1) times of
the total number of inner iterations (i.e., APG steps) of Algorithm 1. We then finish the main body of this
paper with several remarks to point out that the lower bound of oracle complexity matches, up to a difference
of logarithmic factors, the oracle complexity in Corollaries 4.1 and 4.2 under two cases: (i) Assumptions 4
and 5 hold; (ii) Assumptions 4 and 6 hold and in addition, b̄ = 0 and b = 0.

Remark 4.2 A few remarks follow on the oracle complexity of FOMs for solving problem (SP).

(i) By Proposition 4.1, the oracle complexity of Algorithm 1 using Algorithm 2 at Step 4 is subject to the
lower bound established in Theorem 3.1 for finding an ǫ-stationary point of (SP). We then assert that this
lower bound and the oracle complexity8 in (4.44) are both not improvable (up to a logarithmic factor)
under Assumptions 4 and 5 by comparing their dependency on ǫ, Lf and ∆F and κ([Ā;A]).

(ii) Suppose Algorithm 1 is applied to the reformulation (SP) of instance P given in Definition 2. By
Lemma 2.2, instance P satisfies Assumptions 4 and 6. In particular, for instance P , it holds that
ḡ(y) = β

mLf
‖y‖1 = max‖z1‖∞≤ β

mLf

z⊤1 y and ḡ⋆(z1) = ι‖z1‖∞≤ β
mLf

. Moreover, since b̄ = 0 and b = 0 in

instance P , Algorithm 1 finds an ǫ-stationary point of (SP) with oracle complexity given in (4.45). In
this case, θ(Ā,A,C) becomes the Hoffman constant of the linear system

{
z = (z⊤1 , z

⊤
2 )⊤

∣∣∣∣∣
[Ā;A]⊤z = ν(k) −∇f0(x(k)) + τx(k),

− β
mLf

≤ [z1]i ≤ β
mLf

, ∀i

}
,

for some ν(k). According to Proposition 6 and the discussion on page 12 of [32], we can define a reference
polyhedron

R =

{
z = [z1; z2] : − β

mLf
≤ [z1]i ≤

β

mLf
, ∀i
}

and characterize θ(Ā,A,C) as

1

θ(Ā,A,C)
= min

K∈S
min
u,v

{
‖u‖

∣∣∣ ‖H⊤v‖ = 1, v ∈ K, HH⊤v − u ∈ K∗
}
,

where H is defined in (2.2), K∗ is the dual cone of K, and

S = {K : K is a tangent cone of R at some point of R, and H⊤K is a linear space}.

Next we show S = {Rd}. By the definition of R, any tangent cone of R must look like

K =
{
z = [z1; z2]

∣∣ [z1]i ≥ 0, ∀i ∈ J1, [z1]j ≤ 0, ∀j ∈ J2

}

for some disjoint index sets J1 and J2. Suppose K ∈ S. Then, for any v ∈ K, we must have −H⊤v ∈ H⊤K,
namely, there exists v′ ∈ K such that −H⊤v = H⊤v′. Since H⊤ has a full-column rank, v+v′ = 0. This
means for any v ∈ K, we must have −v ∈ K. Since J1 ∩ J2 = ∅, this happens only if J1 = J2 = ∅. Thus
K = R

d and K∗ = {0}.

8 The dependency of oracle complexity in (4.44) on lf and lg is only logarithmic and has been suppressed in O(·).
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With this fact, we have

θ(Ā,A,C) =
1

min
v:‖H⊤v‖=1

‖HH⊤v‖ =
1√

λmin(HH⊤)
.

Hence by Corollary 4.1(b), the oracle complexity of Algorithm 1 becomes

O

(√
λmax(HH⊤)

λmin(HH⊤)
log(1ǫ )

Lf∆F

ǫ2

)
= O

(
κ([Ā;A]) log(1ǫ )

Lf∆F

ǫ2

)
.

Again, we conclude that the lower bound given in Theorem 3.1 and the oracle complexity above are
neither improvable (up to a logarithmic factor) under Assumptions 4 and 6 when b̄ = 0 and b = 0.

Remark 4.3 A few remarks follow on the oracle complexity of FOMs for solving problem (P).

(i) By Proposition 4.1 again, the oracle complexity of Algorithm 1 using Algorithm 2 at Step 4 is subject to
the lower bound established in Corollary 3.1 for finding a point x(k) that is ω-close to an ǫ-stationary point
of problem (P) for some ω ∈ [0, 150πǫ

Lf
). We then assert that this lower bound and the oracle complexity

in (4.51) (with ω = ǫ
12Lf

) are both not improvable, up to a logarithmic factor, under Assumptions 4

and 5 by comparing their dependency on ǫ, Lf and ∆F0 and κ([Ā;A]).
(ii) Suppose Algorithm 1 is applied to instance P given in Definition 2. We obtain from Remark 4.2(ii) that if

b̄ = 0 and b = 0, then Algorithm 1 finds a near ǫ-stationary point of (P) with oracle complexity (4.52),

which equals O
(
κ([Ā;A]) log(1ǫ )

Lf∆F0

ǫ2

)
under Assumptions 4 and 6. Hence, the lower bound given in

Corollary 3.1 and the oracle complexity above are neither improvable (up to a logarithmic factor) under
Assumptions 4 and 6 when b̄ = 0 and b = 0.

5 Conclusion and Open Questions

We present a lower bound for the oracle complexity of first-order methods for finding a (near) ǫ-stationary
point of a non-convex composite non-smooth optimization problem with affine equality constraints. We also
show that the same-order lower bound holds for first-order methods applied to a reformulation of the original
problem. In addition, we design an inexact proximal gradient method for the reformulation. To find an ǫ-
stationary point (that is also a near ǫ-stationary point of the original problem), our designed method has
an oracle complexity that matches the established lower bounds under two scenarios, up to a difference of a
logarithmic factor. This shows that both the lower bound and the oracle complexity of the inexact proximal
gradient method are nearly not improvable.

Though we make the first attempt on establishing lower complexity bounds of first-order methods for
solving affine-constrained non-convex composite non-smooth problems, there are still a few open questions
that are worth further exploration. First, under Assumption 2, can the lower bound O(κ([Ā;A])Lf∆F0ǫ

−2)
for problem (P) be achieved? The second question is whether the lower bound O(κ([Ā;A])Lf∆F ǫ

−2) for
problem (SP) can be achieved by an algorithm satisfying Assumption 3 without Assumptions 4, 5 or 6.
Third, what will the lower bound look like if there are convex nonlinear inequality constraints?
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A Proofs of Theorem 3.1 and Corollary 3.1

In this section, we give a complete proof of Theorem 3.1 and Corollary 3.1. We first show a lemma and a proposition. According
to the structure of A and Ā given in (2.4), supp((A⊤Ax)i) and supp((Ā⊤Āx)i) are determined by supp(xi−1), supp(xi) and
supp(xi+1). Also, supp(proxηḡ(y)), Ā

⊤y and Ax have a similar property. They are stated in the following lemma.

Lemma A.1 Let x be the structured vector given in (2.1), A in (2.4), and ḡ be given in (2.5). Define x0 = xm+1 = 0 ∈ R
d̄.

The following statements hold:

(a) Let x̂ = (x̂⊤
1 , . . . , x̂⊤

m)⊤ ∈ span{A⊤Ax, Ā⊤Āx} with x̂i ∈ R
d̄. Then

supp(x̂i) ⊂ supp(xi−1) ∪ supp(xi) ∪ supp(xi+1), ∀ i ∈ [1,m]. (A.1)

(b) Let y = (y⊤
1 , . . . ,y⊤

3m2−1)
⊤ with yj ∈ R

d̄ and x̃ = Ā⊤y. Then

supp(x̃i) ⊂






∅ if i− 1, i /∈ M,
supp(yj) if i− 1 = jm1 ∈ M,
supp(yj) if i = jm1 ∈ M,

∀i ∈ [1,m]. (A.2)
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(c) Let ŷ = Āx and ŷ = (ŷ⊤
1 , . . . , ŷ⊤

3m2−1)
⊤ with ŷj ∈ R

d̄. Then

supp(ŷj) ⊂ supp(xjm1 ) ∪ supp(xjm1+1), ∀j ∈ [1, 3m2 − 1]. (A.3)

(d) It holds that

supp(y) = supp(ĀĀ⊤y), ∀y ∈ R
n̄. (A.4)

(e) For any given η > 0, let ỹ = proxηḡ(y) = (ỹ⊤
1 , . . . , ỹ⊤

3m2−1)
⊤ with ỹj ∈ R

d̄. Then

supp(ỹj) ⊂ supp(yj), ∀j ∈ [1, 3m2 − 1]. (A.5)

Proof. (a) Recall that H are split into Ā and A in rows. The relation in (A.1) immediately follows from (2.35) the observation

H⊤H = m2L2
f




Id̄ −Id̄
−Id̄ 2Id̄ −Id̄

. . .
. . .

. . .

−Id̄ 2Id̄ −Id̄
−Id̄ Id̄




︸ ︷︷ ︸
m− 1 blocks






m− 1 blocks and Ā⊤Ā = H⊤H−A⊤A. (A.6)

(b) The relation in (A.2) immediately follows from the definitions of Ā andM in (2.3).
(c) The relation in (A.3) immediately follows from the definition of Ā andM in (2.3).
(d) The relation in (A.4) immediately follows from the fact that ĀĀ⊤ = 2m2L2

f
In̄ by the definition of Ā andM in (2.3).

(e) Given any y ∈ R and any c > 0, consider the following optimization problem in R:

ỹ = argmin
z∈R

1

2
(z − y)2 + c|z| = sign(y) · (|y| − c)+. (A.7)

Recall the definition of ḡ in (2.5), we obtain that

ỹ = proxηḡ(y) = argmin
y′

β

mLf

‖y′‖1 +
1

2
‖y′ − y‖2.

Applying (A.7) to each coordinate of ỹ above, we have (A.5) for j = 1, . . . , 3m2 − 1. The proof is then completed. �

Now we are ready to show the following result on how fast supp(x̄(t)) and supp(ȳ(t)) can expand with t.

Proposition A.1 Suppose an algorithm is applied to the reformulation (SP) of instance P started from an initial solution

x(0) = 0 and y(0) = 0, and generates a sequence {(x(t),y(t))}t≥0 that satisfies Assumption 3. By notations in (2.32) and

y(t) = (y
(t)⊤
1 , . . . ,y

(t)⊤
3m2−1)

⊤ with y
(t)
j ∈ R

d̄. It holds, for any j̄ ∈ {2, 3, . . . , d̄}, that

supp(x
(t)
i ) ⊂ {1, . . . , j̄ − 1} and supp(y

(t)
j ) ⊂ {1, . . . , j̄ − 1} (A.8)

for i = 1, . . . , m, j = 1, . . . , 3m2 − 1 and t ≤ 1 +m(j̄ − 2)/3.

Proof. We prove this claim by induction on j̄. Let ξ(t) = (ξ
(t)⊤
1 , . . . , ξ

(t)⊤
3m2−1)

⊤ with ξ
(t)
j ∈ R

d̄ and ζ(t) = (ζ
(t)⊤
1 , . . . , ζ

(t)⊤
3m2−1)

⊤

with ζ
(t)
j ∈ R

d̄ defined as in Assumption 3 for t ≥ 1. Since the algorithm is initialized with x(0) = 0 and y(0) = 0, we have

supp(∇fi(x(0)
i

)) ⊂ {1} for any i according to Lemma 2.7. Notice b = 0 and b̄ = 0. By Assumption 3 and (A.5), we have

supp(x
(1)
i ) ⊂ {1} for any i. Meanwhile, we have ξ

(1)
j = 0 and ζ

(1)
j = 0 for any j. This implies y

(1)
j = 0. Thus the claim in

(A.8) holds for j̄ = 2. Suppose that we have proved the claim in (A.8) for all j̄ ≥ 2. We next prove it for j̄ + 1. According to
the hypothesis of the induction, we have

supp(x
(t)
i ) ⊂ {1, . . . , j̄ − 1} and supp(y

(t)
j ) ⊂ {1, . . . , j̄ − 1},

∀ i ∈ [1,m], ∀j ∈ [1, 3m2 − 1] and r ≤ t̄ := 1 +m(j̄ − 2)/3.
(A.9)
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Below we let x̂(s) be any vector in span
{
A⊤Ax(s), Ā⊤Āx(s)

}
, x̃(s) = Ā⊤y(s) and ŷ(s) = Āx(s) for any s ≥ 0, and we

consider two cases: j̄ is even and j̄ is odd.
Case 1: Suppose j̄ is even. We claim that, for s = 0, 1, . . . , m

3
,

supp(x
(r)
i ) ⊂

{ {1, . . . , j̄}, if i ∈
[
1, m

3
+ s

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3

+ s+ 1, m
]
,
∀r ∈ [t̄+ s] and (A.10)

supp(y
(r)
j ) ⊂





{1, . . . , j̄}, if j ∈

[
1,m2 + ⌊ s

m1
⌋
]
,

{1, . . . , j̄ − 1}, if j ∈
[
m2 + ⌊ s

m1
⌋+ 1, 3m2 − 1

]
,
∀r ∈ [t̄+ s]. (A.11)

Notice (A.9) implies (A.10) and (A.11) for s = 0. Suppose (A.10) and (A.11) hold for an integer s satisfying 0 ≤ s ≤ m
3
.

According to Lemma 2.7 and m
3

+ s ≤ 2m
3

,

supp(∇fi(x(r)
i )) ⊂

{ {1, . . . , j̄}, if i ∈
[
1, m

3
+ s

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3

+ s+ 1, m
]
,
∀r ∈ [t̄+ s].

In addition, by Lemma A.1(a), we have from (A.2) that

supp(x̂
(r)
i ), supp(x̃

(r)
i ) ⊂

{ {1, . . . , j̄}, if i ∈
[
1, m

3
+ s+ 1

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3

+ s+ 2, m
]
,
∀r ∈ [t̄+ s].

Hence, by Assumption 3, we have

supp(x
(t̄+s+1)
i ) ⊂

{ {1, . . . , j̄}, if i ∈
[
1, m

3
+ s+ 1

]
,

{1, . . . , j̄ − 1}, if i ∈
[
m
3

+ s+ 2,m
]
.

This means the claim in (A.10) holds for s+ 1 as well.
In addition, by the relation in (A.3), we have

supp(ŷ
(r)
j ) ⊂





{1, . . . , j̄}, if j ∈

[
1,m2 + ⌊ s

m1
⌋
]
,

{1, . . . , j̄ − 1}, if j ∈
[
m2 + ⌊ s

m1
⌋+ 1, 3m2 − 1

]
,
∀r ∈ [t̄+ s].

Together with (A.11) and (A.4), the inclusion above implies that

supp(ξ
(t̄+s+1)
j ) ⊂





{1, . . . , j̄}, if j ∈

[
1, m2 + ⌊ s

m1
⌋
]
,

{1, . . . , j̄ − 1}, if j ∈
[
m2 + ⌊ s

m1
⌋+ 1, 3m2 − 1

]
.

It then follows from (A.5) that

supp(ζ
(t̄+s+1)
j ) ⊂





{1, . . . , j̄}, if j ∈

[
1, m2 + ⌊ s

m1
⌋
]
,

{1, . . . , j̄ − 1}, if j ∈
[
m2 + ⌊ s

m1
⌋+ 1, 3m2 − 1

]
.

By Assumption 3, we have

supp(y
(t̄+s+1)
j ) ⊂




{1, . . . , j̄}, if j ∈

[
1, m2 + ⌊ s

m1
⌋
]
,

{1, . . . , j̄ − 1}, if j ∈
[
m2 + ⌊ s

m1
⌋+ 1, 3m2 − 1

]
.

This means the claim in (A.11) holds for s + 1 as well. By induction, (A.10) and (A.11) hold for s = 0, 1, . . . , m
3
. Let s = m

3

in them. We have supp(x
(r)
i ) ⊂ {1, . . . , j̄} and supp(y

(r)
j ) ⊂ {1, . . . , j̄} for any i, j and r ≤ t̄ + m

3
= 1 + m(j̄ − 2)/3 + m

3
=

1 +m(j̄ − 1)/3.
Case 2: Suppose j̄ is odd. We claim that, for s = 0, 1, . . . , m

3
,

supp(x
(r)
i ) ⊂

{ {1, . . . , j̄ − 1}, if i ∈
[
1, 2m

3
− s

]
,

{1, . . . , j̄}, if i ∈
[
2m
3
− s+ 1, m

]
,
∀r ∈ [t̄+ s], and (A.12)
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supp(y
(r)
j ) ⊂




{1, . . . , j̄ − 1}, if j ∈

[
1, 2m2 − ⌈ s

m1
⌉
]
,

{1, . . . , j̄}, if j ∈
[
2m2 − ⌈ s

m1
⌉+ 1, 3m2 − 1

]
,
∀r ∈ [t̄+ s]. (A.13)

Again (A.9) implies (A.12) and (A.13) for s = 0. Suppose (A.12) and (A.13) hold for an integer s satisfying 0 ≤ s ≤ m
3
.

According to Lemma 2.7 and 2m
3
− s ≥ m

3
,

supp(∇fi(x(r)
i )) ⊂

{ {1, . . . , j̄ − 1}, if i ∈
[
1, 2m

3
− s

]
,

{1, . . . , j̄}, if i ∈
[
2m
3
− s+ 1, m

]
,
∀r ∈ [t̄+ s].

In addition, by Lemma A.1(a) and (A.2), we have

supp(x̂
(r)
i ), supp(x̃

(r)
i ) ⊂

{ {1, . . . , j̄ − 1}, if i ∈
[
1, 2m

3
− s− 1

]
,

{1, . . . , j̄}, if i ∈
[
2m
3
− s,m

]
,

∀r ∈ [t̄+ s].

Hence, by Assumption 3, we have

supp(x
(t̄+s+1)
i ) ⊂

{ {1, . . . , j̄ − 1}, if i ∈
[
1, 2m

3
− s− 1

]

{1, . . . , j̄}, if i ∈
[
2m
3
− s,m

]
.

This means claim (A.12) holds for s+ 1 as well.
In addition, by (A.3), we have

supp(ŷ
(t̄+s+1)
j ) ⊂




{1, . . . , j̄ − 1}, if j ∈

[
1, 2m2 − ⌈ s+1

m1
⌉
]
,

{1, . . . , j̄}, if j ∈
[
2m2 − ⌈ s+1

m1
⌉+ 1, 3m2 − 1

]
.

Together with (A.13), the inclusion above implies that

supp(ξ
(t̄+s+1)
j ) ⊂




{1, . . . , j̄ − 1}, if j ∈

[
1, 2m2 − ⌈ s+1

m1
⌉
]
,

{1, . . . , j̄}, if j ∈
[
2m2 − ⌈ s+1

m1
⌉+ 1, 3m2 − 1

]
.

It then follows from (A.5) that

supp(ζ
(t̄+s+1)
j ) ⊂




{1, . . . , j̄ − 1}, if j ∈

[
1, 2m2 − ⌈ s+1

m1
⌉
]
,

{1, . . . , j̄}, if j ∈
[
2m2 − ⌈ s+1

m1
⌉+ 1, 3m2 − 1

]
.

By Assumption 3, we have

supp(y
(t̄+s+1)
j ) ⊂




{1, . . . , j̄ − 1}, if j ∈

[
1, 2m2 − ⌈ s+1

m1
⌉
]
,

{1, . . . , j̄}, if j ∈
[
2m2 − ⌈ s+1

m1
⌉+ 1, 3m2 − 1

]
,

which means (A.13) holds for s+1 as well. By induction, (A.12) and (A.13) holds for s = 0, 1, . . . , m
3
. Let s = m

3
in (A.13). We

have supp(x
(r)
i ) ⊂ {1, . . . , j̄} and supp(y

(r)
j ) ⊂ {1, . . . , j̄} for any i, j and r ≤ t̄ + m

3
= 1 +m(j̄ − 2)/3 + m

3
= 1 +m(j̄ − 1)/3.

Therefore, we have proved that (A.9) holds for j̄+1, when j̄ is either even or odd. By induction, (A.9) holds for any integer
j̄ ∈ [2, d̄], and we complete the proof. �

Now, we are ready to prove Theorem 3.1.
Proof.[of Theorem 3.1] As we discussed below (2.32), we assume x(0) = 0 and y(0) = 0 without loss of generality. Thus by

notation in (2.32), Proposition A.1 indicates that supp(x
(t)
i ) ⊂ {1, . . . , d̄− 1} and supp(y

(t)
j ) ⊂ {1, . . . , d̄ − 1} for i = 1, . . . , m

and j = 1, 2, . . . , 3m2 − 1 for all t ≤ 1 + m(d̄ − 2)/3, which means [x̄(t)]d̄ = 0 if t ≤ 1 + m(d̄ − 2)/3. Hence, by Lemmas 2.5
and 2.6, we have

max

{∥∥∥Hx(t)
∥∥∥ ,min

γ

∥∥∥∇f0(x(t)) +H⊤γ

∥∥∥
}
≥
√
m

2

∥∥∥∥∥
1

m

m∑

i=1

∇fi(x̄(t))

∥∥∥∥∥ > ǫ, ∀t ≤ 1 +m(d̄ − 2)/3.
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Hence, x(t) is not an ǫ-stationary point of problem (AP) if t ≤ m(d̄ − 1)/3. Thus, (x(t),y(t)) cannot be an ǫ/2-stationary
point of the reformulation (SP) of instance P according to Corollary 3.1. Moreover, by Lemma 2.2(a) and the facts that
infy ḡ(y) = ḡ(y(0)) = 0, infx,y[f0 (x) + ḡ (y)] ≥ infx f0 (x), it holds that

d̄ ≥ Lf

(
f0(x(0))− infx f0 (x)

)

3000π2
ǫ−2 ≥ Lf

(
f0(x(0)) + ḡ(y(0))− infx,y [f0 (x) + ḡ (y)]

)

3000π2
ǫ−2 =

Lf∆F

3000π2
ǫ−2.

In other words, in order for (x(t),y(t)) to be an ǫ/2-stationary point of (SP), the algorithm needs at least t = 2 +m(d̄ − 2)/3
oracles. Notice

2 +m(d̄ − 2)/3 ≥ md̄/6 ≥ mLf∆F

18000π2
ǫ−2 >

κ([Ā;A])Lf∆F

18000π2
ǫ−2, (A.14)

where the second inequality is because d̄ ≥ 5 and the last inequality is by Lemma 2.3. The conclusion is then proved by replacing
ǫ in (A.14) to 2ǫ. �

Finally, we give the proof to Corollary 3.1.
Proof.[of Corollary 3.1] As we discussed in Section 3, we assume x(0) = 0 and y(0) = 0 without loss of generality. Thus by

notation in (2.32), Proposition A.1 indicates that supp(x
(t)
i

) ⊂ {1, . . . , d̄ − 1} for any i ∈ [1,m] and any t ≤ 1 + m(d̄ − 2)/3,

which means [x̄(t)]d̄ = 0 if t ≤ 1 +m(d̄ − 2)/3, where x̄(t) = 1
m

∑m
i=1 x

(t)
i .

On the other hand, suppose x∗ with the structure as in (2.32) is an ǫ-stationary point of instance P. Then by Lemma 2.4,
it must also be an ǫ-stationary point of (AP). Hence, by Lemmas 2.5 and 2.6, we have |[x̄∗]j | ≥ 150πǫ√

mLf
for all j = 1, . . . , d̄,

where x̄∗ = 1
m

∑m
i=1 x

∗
i . Therefore, by the convexity of the square function, it follows that

‖x(t) − x∗‖2 ≥
m∑

i=1

(
[x

(t)
i ]d̄ − [x∗

i ]d̄

)2
≥ m

(
[x̄(t)]d̄ − [x̄∗]d̄

)2
≥ m

(
150πǫ√
mLf

)2

> ω2,

and thus x(t) is not ω-close to x∗ if t ≤ 1 +m(d̄ − 2)/3.
Moreover, by Lemma 2.2(a) and the fact that g(x(0)) = 0 and g(x) ≥ 0,∀x, it holds that

d̄ ≥ Lf

(
F0(x(0))− infx F0 (x)

)

3000π2
ǫ−2 =

Lf∆F0

3000π2
ǫ−2.

In other words, in order for x(t) to be ω-close to an ǫ-stationary point of instant P, the algorithm needs at least t = 2+m(d̄−2)/3
oracles. The proof is then completed, by observing

2 +m(d̄− 2)/3 ≥ md̄/6 ≥ mLf∆F0

18000π2
ǫ−2 >

κ([Ā;A])Lf∆F0

18000π2
,

where the first inequality is because d̄ ≥ 5, and the last one is by Lemma 2.3. �
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