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ABSTRACT

Machine learning problems with multiple objectives appear either i) in learning
with multiple criteria where learning has to make a trade-off between multiple
performance metrics such as fairness, safety and accuracy; or, ii) in multi-task
learning where multiple tasks are optimized jointly, sharing inductive bias among
them. These multiple-objective learning problems are often tackled by the multi-
objective optimization framework. However, existing stochastic multi-objective
gradient methods and their recent variants (e.g., MGDA, PCGrad, CAGrad, etc.) all
adopt a biased gradient direction, which leads to degraded empirical performance.
To this end, we develop a stochastic multi-objective gradient correction (MoCo)
method for multi-objective optimization. The unique feature of our method is that it
can guarantee convergence without increasing the batch size even in the nonconvex
setting. Simulations on supervised and reinforcement learning demonstrate the
effectiveness of our method relative to state-of-the-art methods.

1 INTRODUCTION

Multi-objective optimization (MOO) involves optimizing multiple, potentially conflicting objectives
simultaneously. Recently, MOO has gained attention in various application settings such as optimizing
hydrocarbon production (You et al.,2020), tissue engineering (Shi et al.,|2019), safe reinforcement
learning (Thomas et al.| [2021), and training neural networks for multiple tasks (Sener & Koltun)
2018). We consider the stochastic MOO problem as

min F(z) = (Ee[f1(2, )], Eelfo(@, )], - - - Eel far (2, 6)]) M
where X C R9 is the feasible set, and f,,, : X — R with f,,(2) := E¢[fom (2, &)] form € [M]. Here
we denote [M] :={1,2,..., M} and denote & as a random variable. In this setting, we are interested

in optimizing all of the objective functions simultaneously without sacrificing any individual objective.
Since we cannot always hope to find a common variable x that achieves optima for all functions
simultaneously, a natural solution instead is to find the so-termed Pareto stationary point x that
cannot be further improved for all objectives without sacrificing some objectives. In this context, a
multiple gradient descent algorithm (MGDA) has been developed for achieving this goal (Désidéril
2012). The idea of MGDA is to iteratively update the variable x via a common descent direction for
all the objectives through a time-varying convex combination of gradients from individual objectives.
Recently, various MGDA-based MOO algorithms have been proposed, especially for multi-task
learning (MTL) (Sener & Koltun, [2018; |Chen et al., 2018} |Yu et al.| [2020a; |Liu et al.| 2021a).

While the deterministic MGDA algorithm and its variants are well understood in literature, only little
theoretical study has been taken on its stochastic counterpart. Recently, (Liu & Vicente| 2021) has
introduced the stochastic multi-gradient (SMG) method as a stochastic counterpart of MGDA (see
Sectionfor details). To establish convergence, however, (Liu & Vicentel [2021) requires a strong
assumption on the fast decaying first moment of the gradient, which was enforced by linearly growing
the batch size. While this allows for analysis of multi-objective optimization in stochastic setting,
this may not be true for many MTL tasks in practice. Furthermore, the analysis in (Liu & Vicente|
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Figure 1: A toy example from (Liu et al., 2021a) with two objective (Figures IE and to show
the impact of gradient bias. We use the mean objective as a reference when plotting the trajectories
corresponding to each initialization (3 initializations in total). The starting points of the trajectories
are denoted by a black e, and the trajectories are shown fading from red (start) to (end).
The Pareto front is given by the gray bar, and the black x denotes the point in the Pareto front
corresponding to equal weights to each objective. We implement recent MOO algorithms such as
SMG (Liu & Vicente, [2021), PCGrad (Yu et al., [2020a), and CAGrad (Liu et al., 2021a), and MGDA
(Désidéri, [2012) alongside our method. Except for MGDA (Figure[Id) all the other algorithms only
have access to gradients of each objective with added zero mean Gaussian noise. It can be observed
that SMG, CAGrad, and PCGrad fail to find the Pareto front in some initializations.

2021) cannot cover the important setting with non-convex multiple objectives, which is prevalent in
challenging MTL tasks. This leads us to a natural question:

Can we design a stochastic MOO algorithm that provably converges to a Pareto stationary point
without growing batch size and also in the nonconvex setting?

Our contributions. In this paper, we answer this question affirmatively by providing the first
stochastic MOO algorithm that provably converges to a Pareto stationary point without growing batch
size. Specifically, we make the following major contributions:

C1) (Asymptotically unbiased multi-gradient). We introduce a new method for MOO that we
call the stochastic Multi-objective gradient with Correction (MoCo) method. MoCo is a
simple algorithm that addresses the convergence issues of stochastic MGDA and provably
converges to a Pareto stationary point under several stochastic MOO settings. We use
a toy example in Figure [T/ to demonstrate the empirical benefit of our method. In this
example, MoCo is able to reach the Pareto front from all initializations, while other MOO
algorithms such as SMG, CAGrad, and PCGrad fail to find the Pareto front due to using
biased multi-gradient.

C2) (Unified non-asymptotic analysis). We generalize our MoCo method to the case where the
individual objective function has a nested structure and thus obtaining unbiased stochastic
gradients is costly. We provide a unified convergence analysis of the nested MoCo algorithm
in smooth non-convex and convex stochastic MOO settings. To our best knowledge, this is
the first analysis of smooth non-convex stochastic gradient-based MOO.

C3) (Experiments on MTL applications). We provide an empirical evaluation of our method
with existing state-of-the-art MTL algorithms in supervised learning and reinforcement
learning (RL) settings, and show that our method can outperform prior methods such as
stochastic MGDA, PCGrad, CAGrad, and GradDrop.

2 BACKGROUND

In this section, we introduce the concepts of Pareto optimality and Pareto stationarity and then discuss
MGDA and its existing stochastic counterpart. We then motivate our proposed method by elaborating
the challenge in stochastic MOO. The notations used in the paper are summarized in Appendix [A]
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2.1 PARETO OPTIMALITY AND PARETO STATIONARITY

In MOO, we are interested in finding the points which can not be improved simultaneously for all the
objective functions, leading to the notion of Pareto optimality. Consider two feasible solutions to (T
x, 2’ € X. We say that x dominates =’ if f,,,(z) < f,,(2’) for all m € [M], and F(x) # F(2'). Ifa
point z* € X is not dominated by any z € X, we say =* is Pareto optimal. The collection of all the
Pareto optimal points are called as the Pareto set. The collection of vector objective values F'(z*) for
all the Pareto optimal =* is called as the Pareto front.

Akin to the single objective case, a necessary condition for Pareto optimality is Pareto stationarity. If
x is a Pareto stationary point, then there is no common descent direction for all f,,(x) at z. Formally,
x is a called a Pareto stationary point if range(VF(z)") N (=R, ) = 0 where VF(z) € R&>*M
is the Jacobian of F(z), i.e. VF(z) := (Vfi(z),Vfao(z),...,Vfu(z)), and R} is the positive
orthant cone. When all f,,,(z) are strongly convex, a Pareto stationary point is also Pareto optimal.

2.2 MULTIPLE GRADIENT DESCENT ALGORITHM (MGDA)

The MGDA algorithm has been proposed in (Désidéri, [2012) that can converge to a Pareto stationary
point of F'(z). MGDA achieves this by seeking a convex combination of individual gradients
V fm(z) (also known as the multi-gradient), given by d(z) = Zﬁle Ao (@)V fin (x) where the
weights \*(x) = (A\f(2), ..., \3;(z)) T are found by solving the following sub-problem:

M(z) = argm}%n IVE@)A|? s.t. e AM ={AXeRM|1TA=1, A>0}. 2)

With this multi-gradient d(z), the kth iteration of MGDA is given by

M
Tpt1 = My (2 — apd(zg)) with d(zg) = Z Ao (@) V frn (1) 3
m=1
where oy is the learning rate, and 11y denotes the projection to set &X'. It can be shown that MGDA
optimizes all objectives simultaneously following the direction —d(x) whenever z is not a Pareto
stationary point and will terminate once it reaches a Pareto stationary point (Fliege et al., 2019).

However, in many real world applications we either do not have access to the true gradient of functions
fm or obtaining the true gradients is prohibitively expensive in terms of computation. This leads us
to a possible stochastic counterpart of MGDA, which is discussed next.

2.3  STOCHASTIC MULTI-OBJECTIVE GRADIENT AND ITS BRITTLENESS

The stochastic counterpart of MGDA, referred to as SMG algorithm, has been studied in (Liu
& Vicente, 2021). In SMG algorithm, the stochastic multi-gradient is obtained by replacing the
true gradients V f,, () in (2) with their stochastic approximations V f,,, (z, £), where V f,,(z) =
E¢ [V fim(z,&)]. Specifically, the stochastic multi-gradient is given by

2

M
> AVim(@ | - @

m=1

M
g(x,s):;&u,s)m(x,s) with X(z,€) = arg min,

While this change of the subproblem facilitates use of stochastic gradients in place of deterministic
gradients, it raise issues in the biasedness in the stochastic multi-gradient calculated in this method.

The bias of SMG. To better understand the cause of this bias, consider the case M = 2 of
(@) for simplicity. We can rewrite the problem for solving for convex combination weights as

arg)\m[(i)nu AV f1(2,€) + (1 — A)V fo(x, €)||>, which admits the closed-form solution for X as
€10,

Ag(x,f) =

5
IV fi(2,6) = V fa(@, )| ®)

where [z]} 1 = max(min(z, 1), 0). It can be seen that the solution for A is non-linear in V f1 (z, §)
and V fa(x, £), which suggests that E[A9(x, )] # A*(z) and thus E[g(z, §)] # d(z).

To ensure convergence, a recent approach proposed to replace the stochastic gradient V f,,, (x, &) with
its mini-batch version with the batch size growing with the number of iterations (Liu & Vicente,

(Vfa(2,€) = V fi(,6)" V folz, 5)1
+1
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Algorithm 1 MoCo: Stochastic Multi-objective gradient with Correction

1: Input Initial model parameter x, tracking parameters {yo ; }}/_,, convex combination coefficient

parameter Ao, and their respective learning rates {ay } 5, and {Bx } o, {7k H .
2. fork=0,..., K —1do

3: for objective m =1,..., M do

4: Obtain gradient estimator h,, > either by, = V fo (25, k) OF Ay 1 in -
5: Update y 11, following (6)

6: end for

7: Update A1 and 11 following (9)-(10)

8: end for

9: Qutput z g

2021). However, this may not be desirable in practice and often leads to sample inefficiency. In multi-
objective reinforcement learning settings, this means running increasingly many number of roll-outs
for policy gradient calculation, which may be infeasible. On the other hand, |Yang et al.|(2021) also
analyzes MGDA in the stochastic, smooth, and non-convex setting, and establishes convergence.
However, to overcome the bias issue in stochastic MGDA, |Yang et al. (2021) assumes having access
to A\*(z), which allows access to an unbiased estimate of the true multi-gradient d(x). However, this
assumption is not practical since computing \*(x) requires access to true gradients V f,,, (), which
may not be true in a stochastic setting. In contrast, in the following section we propose a method that
reduces the bias in multi-gradient asymptotically and enjoys provable convergence.

3 STOCHASTIC MULTI-OBJECTIVE GRADIENT DESCENT WITH CORRECTION

In this section, we will first propose a new stochastic update that addresses the biased multi-gradient
in MOO, extend it to the nested MOO setting, and then establish its convergence result. To achieve
this, we use a momentum-like gradient estimate and a regularized version of MGDA subproblem.

3.1 A BASIC ALGORITHMIC FRAMEWORK

We start by discussing how to obtain V f,,, (z) without incurring the bias issue. The key idea is to
approximate true gradients of each objective using a ‘tracking variable’, and use these approximations
in finding optimal convex combination coefficients, similar to MGDA and SMG. At each iteration
k, assuming we have access to hy_,, which is a stochastic estimator of V f,,, (zx) (e.g., hkm =
V fn (@K, & )). We obtain V £,, () by iteratively updating the ‘tracking’ variable yy. ., € R? by

Ye+1,m = HLm (yk',m - ﬂk‘ (yk,m - hk,m))a m=12---,M, (6)

where [y, is the step size and I17,, denotes the projection to set {y € R? | ||y|| < L, }, and L, is

m

the Lipschitz constant of f,,, on X.

Under some assumptions on the stochastic gradients hy, ,, that will be specified in Section we
can show that for a given zy, the recursion in (@) admits a unique fixed-point y*, (zx) that satisfies

Ym () = Elhi,m] = V fin (k). (M
In this subsection we will first assume that hy, ., is an unbiased estimator of V f, (x)), and will
generalize to the biased estimator in the next subsection. In this case, with only one sample needed at
each iteration, the distance between ¥,,, 1 and V f, (z) is expected to diminish as k increases.

Even with an accurate estimate of V f,,, (), solving (1) is still not easy since these gradients could
conflict with each other. As described in Section [2.2] given x € X, the MGDA algorithm finds
the optimal scalars, denoted as {\},(z)}}_,, to scale each gradient V f,,,(x) such that d(z) =

an\le A (@)V fn(2), and —d(x) is a common descent direction for every f,, (x). For obtaining
the corresponding convex combinations when we do not have access to the true gradient, we propose
touse Yy == (Yr.1, -, Yr.ar) € R*M ag an approximation of VF(z). In general, the solution for
(2) is not necessarily unique. We overcome this issue by adding ¢, regularization. Specifically, with

p > 0 denoting the regularization constant, the new subproblem is given by

A (x) = argm}%n [VF(x)\|? + gH)\HQ sct. AeAM ={\eRM|1TA=1,1>0}. (8

4
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Remark 1 (On the Lipschitz continuity of A}(z)). Since (2) and (4) depend on x, the subproblems
change at each iteration. To analyze the convergence of the algorithm, it is important to quantify
the change of solutions \*(x) and N (x, &) at different x. One natural way is to assume the afore-
mentioned solutions are Lipschitz continuous in VF(x); see (Liu & Vicente, 2021). However, this
condition does not hold in general since V F(x) is not positive definite at least at Pareto stationary
points, and thus the solutions to (2) and (#) are not unique. We overcome this issue by adding the
regularization p to ensure uniqueness of the solution and the Lipschitz continuity of )\;(x) in x.

With this regularized reformulation, we find )\;(x) by running stochastic projected gradient descent
of (8), given by

N1 = Hanr (A — v (Vi Yi + pI) Ai) ©)

where 7, is the step size, I € RM*M is the identity matrix, and operator IT 5 denotes the projection

to the probability simplex A . With )\, as an approximation of )\:‘J(:z: &) and Y}, as an approximation
of VF(xy), we then update x5 with

g1 = x(zr — anYiAi), (10)

where X is a closed convex set. We have summarized the basic MoCo algorithm in Algorithm [I]

3.2 GENERALIZATION TO NESTED MOO SETTING

In this section we extend MoCo to the bi-level MOO setting. Recall, in the previous section, we
have introduced the gradient estimator Ay ,,,. In the simple case where V f,,,(z, £) is obtained, setting
hicm = V fm (zk, &) leads to the exact solution y), (zx) = V f(x). However, in some practical
applications as shown in Section V fm(x,€) is difficult to obtain, and hence hy, ., can be biased.

To put this on concrete ground, we first consider the following nested multi-objective problem:
;’Iél/IYlF(l') = (]Ef[fl(xa Zf(iﬁ)a 5)]3 ES[fQ(xv Z;(l’), f)]7 cee 7E§[f1\4('ra 27\4(1‘)’ g)])
s.t. 2 (x) = arg m%}i I (z,2) =Ey[ln(z,2,)], m=1,2,--- M (11)
zE

where [,,, is a strongly-convex function, and ¢ is a random variable. For convenience, we define
fm(z,2) = Ee[fm(z,2,8)] and fin(z) == fn(z, 2} (2)). The problem (11) is a generalization of
the popular bilevel optimization framework |Ghadimi & Wang (2018); [Hong et al.|(2020); |Liu et al.
(2020); Ji et al. (2021)); [Chen et al. (20215 [2022)).

Under some conditions that will be specified later, it has been shown in (Ghadimi & Wang, 2018)
that the gradient of f,,,(z) takes the following form:

Vfm(2) = Vo fn (2, 27 (2)) = Vil (@, 23, (@) [Vl (2, 25, ()] 7' Ve fin (2, 25, () (12)
where V. f(z, 2} (x)) = %b:z;@)’ V2 (25 (2) = aéféz) 2=z (z) and likewise for
V. f(z, 2} (x)) and V2,I(x, 2%, (z)). Computing the unbiased stochastic estimate of @) requires

z} (), which is often costly in practice. Instead, we iteratively update zy, ,,, to approach 2, (z) via

Zk4+1,m = Zk,m — 6kvzlm(xk7 Zk,m Sak) (13)
Then we use 2y, ,,, to replace 2%, (z) in the place of (12) to compute a biased gradient estimator as

hk,m = vmfm(xk; Zk,m» gk) - vgzczlm(xk, Zk,m» QO;C) ]jz;nvzfm(l'k; Zk,m» fk) (14)

where ¢y, ¢}, have the same distribution as that of ¢, and H}?

% 18 a stochastic approximation of the

Hessian inverse [V2_1,,,(xk, 2k m)] ~*. Given z, when 2y, reaches the optimal solution 27, (zy), it
follows from (12) that E[hy ] = V fi.(z1). We summarize the algorithm for MoCo with inexact
gradient in Algorithm 2] (see Appendix [D). When 2y, ,,, is non-optimal, we quantify the error below.

Lemma 1. Define Fj, as the o-algebra generated by Y1, Y, ..., Yy. Consider the sequences generated
by (6), 9), (10), (I3) and (I4). Under certain standard assumptions that will be specified in the
supplementary, we have for any m € [M] and for any k that

ol

Bk

where B[] is the total expectation, oy, Bx are the learning rates, and oo > 0 is a constant.

K
% > E B | Fi] = V fn @) 7] = 0(
k=1

) E [l — B il Fil I21F6] < 0 (15)
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Lemma 1| shows that the average bias of the gradient estimator will diminish if cvy, and 3y, are chosen
properly. In addition, the variance of the estimator is also bounded by a constant. Allowing biased
gradient in this manner facilitates MoCo to tackle more challenging MTL tasks as highlighted below.

Remark 2 (Connection between nested MOO with multi-objective actor-critic). Choosing each f,,
in to be the infinite-horizon accumulated reward and each l,, to be the critic objective function
will lead to the popular actor-critic algorithm in reinforcement learning (Konda & Borkar, |1999;
Wen et al., |2021). In this work, we have extended this to the multi-objective case, and conducted
experiments on multi-objective soft actor critic in Appendix[K.3.

3.3 A UNIFIED CONVERGENCE RESULT

In this section we provide the convergence analysis for our proposed method. First, we make
following assumptions on the objective functions.

Assumption 1. For m € [M]: f,,(x) is Lipschitz continuous with modulus L, and V fn,(x) is
Lipschitz continuous with modulus L., 1, for any x € X.

Due to the x update in @), the optimal solution for yy, ,, and A sequences are changing at each
iteration, and the change scales with ||zx+1 — z||. In order to guarantee the convergence of s, ,, and
Ak, the change in optimal solution needs to be controlled. The first half of Assumption|l|ensures that
V f(x) is uniformly bounded, that is, ||x;4+1 — x| is upper bounded and thus controlled. The second
half of the assumption is standard in establishing the convergence of non-convex functions (Bottou
et al.,[2018). Next, we make an alternative version of Assumptionﬂ]for analysis in the convex setting.

Assumption 2. Function f,,(x) is convex for any m € [M| and the feasible set X is bounded.
Notice when X is bounded, then there exists a constant C,, such that ||z —2'|| < C, forany z, 2" € X.
This assumption controls ||zx11 — || when the objective functions are convex. Next, to unify the

analysis of the nested MOO in Section[3.2 and the basic MOO in Section [3.T, we make the following
assumption on the quality of the gradient estimator iy, p, .

Assumption 3. For any m € [M], there exist constants cy,, o, such that - Zle E||E[hk,m|Fr]—
Vfm (@) |)? < emad /8% and B||hg m —E[hg | Fi]||?| Fr] < 02, for any k.

Assumption E requires the stochastic gradient hy ,, almost unbiased and has bounded variance.
Compared to (Liu & Vicente, 2021, Assumption 5.2), Assumptionis weaker, because 1) it does not
require the variance o2, to decrease in the same speed as o; and ii) it allows bias in the stochastic
gradient of each objective function. In practice, the batch size is often fixed, and thus the variance is
non-decreasing, which suggests one benefit of Assumption [3over that in (Liu & Vicente| 2021).
Lemma 2. Consider the sequences generated by Algorithm[I. Assume that K > M such that
K = O(M?*¥). Then, under Assumptionleand 3, or Assumptionleand E if we choose step sizes
ap = O(K~15), B = O(K %), v, = O(K %), and p = ©(K %), it holds that

1 & ,
= D E[ld(a) - Yidel] = O(K %), (16)
k=1

With suitable choice of p, as Aj, and Y} converge to A (z) and V F(x},) respectively, the update

direction Yj Ay, for zj, converges to d(xy) = VF(x)\*(z1), which is the desired MGDA direction.
It can be seen that our method achieves vanishingly small expected error in stochastic multi-gradient
asymptotically for all trajectories, while SMG fails to reduce the error in multi-gradient.

The following theorem then captures the convergence of x; under convex objective functions.
Theorem 1. Consider the sequences generated by Algorithm[I. Under Assumptions 2 and|[3, if we

choose ay, = O(K~10), B, = O(K2), v = O(K~3), and p = ©O(K~5), it holds Vz* € X that
K
1 . . —
= Y BN (@) - (Flaw) = F(a") = O(K ) 17)
k=1

If we choose x* as the Pareto-optimal point and A*(2,) > 0, Theorem captures the convergence to
the Pareto-optimal objective values.
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Figure 2: Comparison of trajectories in the objective space. We use five initializations in the same toy
example in Figure[T] and plot the optimization trajectory in the objective space. MGDA converges to
the Pareto front from all of the initializations. SMG, PCGrad, and CAGrad which only have access to
single stochastic gradient per objective fail to converge to the Pareto front in some initializations. Our
MoCo follows a similar trajectory to that of MGDA, and finds the Pareto front for each initialization.

In many practical problems the objective functions are non-convex, and the following theorem
establishes the convergence of the proposed method for non-convex functions.

Theorem 2. Consider the sequences generated by Algorlthml wzth X =R% Under Assumpttons I
andl if we choose ay, = O(K 1), B, = O(K~2), vy = O(K~3), and p = O(K~5), it holds

K
=S B [IVF@oN (@] = 0(K ). (8)
k=1

Theorem [2]shows that the MGDA direction V F' () A* () converges to 0, which indicates that the
proposed method is able to achieve Pareto-stationarity. It is the first finite-time convergence guarantee
for the stochastic MGDA method under non-convex objective functions.

Theorem 3. Consider the sequences generated by Algorithm I with X = R®. Furthermore assume
there exists a constant F' > 0 such that for all k € [K|, |F(xk)|| < F. Then, under Assumpnons[

and if we choose aj, = O(K~3), By = O(K %), v = O(K 1), and p = 0, it holds that

K
Y EIVE@N @l?) = (K1), (19)

k=1

Theorem 3|shows Algorithm|[I]will converge to a Pareto stationary point with an improved convergence
rate, if the sequence of functions F'(z1), F'(z2), ..., F(x)) are bounded.

Remark 3 (Comparison with SMG). Theorems|l|and|2|provide the convergence rates of MoCo under
Assumptions I3 and Assumptions[I and[3, respectively. Compared to the convergence analysis of
SMG in (Liu & Vicente|[2021), the convergence rates in Theorems|I and[2 are derived under small
batch size, without the unjustified assumption on the Lipschitz continuity of \*(z) and additionally
account for the non-convex MOO setting. This may not be true unless NV F (x) is full rank which
can not be true at Pareto stationary points. We overcome this problem by adding a properly chosen
regularization to the problem. We also provide an improved sample/iteration complexity with Theorem
E under some additional assumptions on F(xy). Furthermore, we provide an improvement over
Theorem 3 with a modified assumption on the stochastic gradient bias in Appendix/[J]

4 RELATED WORK

To put our work in context, we review prior art that we group in the following two categories.

Multi-task learning. MTL algorithms find a common model that can solve multiple possibly related
tasks. MTL has shown great success in many fields such as natural language processing, computer
vision and robotics (Hashimoto et al., 2016), (Ruder|[2017), (Zhang & Yang, 2021), (Vandenhende
et al.,2021). One line of research involves designing machine learning models that facilitate MTL,
such as architectures with task specific modules (Misra et al., [ 2016), with attention based mechanisms
(Rosenbaum et al., [2017), (Yang et al., 2020), or with different path activation corresponding to
different tasks. Our method is model agnostic, and thus can be applied to these methods in a
complementary manner. Another line of work focuses on decomposing a problem into multiple local
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Segmentation (Higher Better) Depth (Lower Better)

Method mloU Pix Acc Abs Err Rel Err Am% |

Independent 74.01 93.16 0.0125 27.77 -
Cross-Stitch (Misra et al.|[2016) 73.08 92.79 0.0165 118.5 90.02
MTAN (Liu et al.,[2019) 75.18 93.49 0.0155 46.77 22.60
MGDA (Sener & Koltun, 2018)) 68.84 91.54 0.0309 33.50 44.14
PCGrad (Yu et al.,[2020a) 75.13 93.48 0.0154 42.07 18.29
GradDrop (Chen et al.,2020) 75.27 93.53 0.0157 47.54 23.73
CAGrad (Liu et al.,[2021a) 75.16 93.48 0.0141 37.60 11.64
MoCo (ours) 75.42 93.55 0.0149 34.19 9.90

Table 1: Multi-task supervised learning on CityScape dataset with the 7-class semantic segmentation
and depth estimation results. Results are averaged over 3 independent runs. CAGrad, PCGrad,
GradDrop and our method are applied on the MTAN backbone.

tasks and learn these tasks using smaller models (Rusu et al.,2015),(Parisotto et al., 2015), (Teh et al.|
2017), (Ghosh et al.,|2017). These models are then aggregated into a single model using knowledge
distillation (Hinton et al.|[2015). Our method does not require multiple models in learning, and focus
on learning different tasks simultaneously using a single model.

Gradient-based MOO. This line of work involves optimizing multiple objectives simultaneously
using gradient manipulations. A foundational algorithm in this regard is MGDA(Désidéri, [2012),
which dynamically combine gradients to find a common descent direction for all objectives. A
comprehensive convergence analysis for the deterministic MGDA algorithm has been provided
in (Fliege et al., |2019). Recently, (Liu & Vicentel 2021) extends this analysis to the stochastic
counterpart of multi-gradient descent algorithm, for smooth convex and strongly convex functions.
However, this work makes strong assumptions on the bias of the stochastic gradient and does not
consider the nested MOO setting that is central to the multi-task reinforcement learning. In|Yang et al.
(2021), the authors establish convergence of stochastic MGDA under the assumption of access to true
convex combination coefficients, which may not be true in a practical stochastic optimization setting.
Another related line of work considers the optimization challenges related to MTL, considering task
losses as objectives. One common approach is to find gradients for balancing learning of different
tasks. The simplest way is to re-weight per task losses based on a specific criteria such as uncertainty
(Kendall et al.,[2017), gradient norms (Chen et al.||2018) or task difficulty (Guo et al., 2018). These
methods are often heuristics and may be unstable. More recent work (Sener & Koltun, 2018), (Yu
et al.,[2020a)), (Liu et al.| 2021a), (Gu et al., [2021) introduce gradient aggregation methods which
mitigate conflict among tasks while preserving utility. In (Sener & Koltun, [2018), MTL has been
first tackled through the lens of MOO techniques using MGDA. In (Yu et al., [2020a), a new method
called PCGrad has been developed to amend gradient magnitude and direction in order to avoid
conflicts among per task gradients. In (Liu et al.|2021a), an algorithm similar to MGDA, named
CAGrad, has been developed, which uniquely minimizes the average task loss. In (Liu et al.,2021b),
an impartial objective gradient modification mechanism has been studied. Concurrent to our work,
a Nash bargaining solution has been proposed in (Navon et al.,|2022) for weighting per objective
gradients. All the aforementioned works on MTL use the deterministic objective gradient for analysis
(if any), albeit the accompanying empirical evaluations are done in a stochastic setting. There are
also gradient-based MOO algorithms that find a set of Pareto optimal points for a given problem
rather than one. To this end, works such as (Liu et al.,[2021c; Liu & Vicente, [2021; |Lin et al., 2019;
Mahapatra & Rajan, 2021; Navon et al.| 2020; [Lin et al., [2022; [Kyriakis et al., 2021} [Yang et al.|
20213 Zhao et al.| 2021; Momma et al., 2022), develop algorithms that find multiple points in the
Pareto front in mutil-task supervised learning or reinforecement learning settings, ensuring some
quality of the obtained set of Pareto points. Our work is orthogonal to this line of research, and can
potentially be combined with those method to achieve better performance.

5 EXPERIMENTS

In this section, first we provide further illustration of our method in comparison with existing gradient-
based MOO algorithms in the toy example introduced in Section [T, Then we provide empirical
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Segmetation Depth Surface Normal
Angle Distance Within ¢° Am% |
(Lower Better) (Higher better)

mloU Pix Acc Abs Err Rel Err Mean Median 11.25 22.5 30

Independent 38.30 63.76 0.6754 0.2780 25.01 19.21 30.14 57.20 69.15 -

Cross-Stitch  37.42  63.51 0.5487 0.2188 28.85 24.52 2275 46.58 59.56 6.96
MTAN 39.29 65.33 0.5493 0.2263 28.15 2396 22.09 47.50 61.08 5.59
MGDA 30.47 5990 0.6070 0.2555 24.88 19.45 29.18 56.88 69.36  1.38
PCGrad  38.06 64.64 0.5550 0.2325 27.41 22.80 23.86 49.83 63.14 3.97
GradDrop 3939 65.12  0.5455 0.2279 2748 2296 2338 49.44 62.87 3.58
CAGrad  39.79 6549 0.5486 0.2250 26.31 21.58 25.61 52.36 65.58 0.20

MoCo (ours) 40.30 66.07 0.5575 0.2135 26.67 21.83 25.61 51.78 64.85 0.16

Method  (Higher Better) (Lower Better)

Table 2: Multi-task supervised learning on NYU-v2 dataset with 13-class semantic segmentation,
depth estimation, and surface normal prediction results on NYU-v2 dataset. Results are averaged over
3 independent runs. CAGrad, PCGrad, GradDrop and MoCo are applied on the MTAN backbone.

comparison of our proposed method with the state-of-the-art MTL algorithms, using challenging and
widely used real world MTL benchmarks in supervised and reinforcement learning settings. The
details of hyperparameters are provided in Appendix [K.

Toy example. To further elaborate on how MoCo converges to a Pareto stationary point, we again
optimize the two objectives given in Figure[T|and demonstrate the performance in the objective space
(Figure[2). MGDA with true gradients converges to a Pareto stationary point in all initializations.
However, it can be seen that SMG, PCGrad,and CAGrad methods fail to converge to a Pareto
stationary point, and end up in dominated points in the objective space for some initializations. This
is because these algorithms use a biased multi-gradient that does not become zero. In contrast, MoCo
converges to Pareto stationary points in every initialization, and follows a similar trajectory to MGDA.

5.1 SUPERVISED LEARNING

We compare MoCo with existing MTL algorithms using NYU-v2 (Silberman et al., 2012) and
CityScapes (Cordts et al.| [2015) datasets. We follow the experiment setup of (Liu et al., 2021a)
and combine our method with MTL method MTAN (Liu et al., 2019), which applies an atten-
tion mechanism. We evaluate our method in comparison to CAGrad, PCGrad, vanilla MTAN
and Cross-Stitch (Misra et al., [2016). Following (Maninis et al.| [2019; [Liu et al.| 2021a; Navon
et al.| [2022), we use the per-task performance drop of a metric S,, for method A with respect
to baseline B as a measure of the overall performance of a given method, which is given by
Am= ﬁ Z%Zl(fl)zm (SA,m — SB,m)/SB,m » where M is the number of tasks, Sg ., and S 4,
are the values of metric .S;,, obtained by the baseline and the compared method respectively. Here,
£, =1 if higher values for S,,, are better and 0 otherwise.

The results of the experiments are shown in Table [I and g Our method, MoCo, outperforms all
the existing MTL algorithms in terms of Am% for both Cityscapes and NYU-v2 datasets. Since
our method focuses on gradient correction, our method can also be applied on top of existing
gradient-based MOO methods. Additional experiments regarding this are provided in Appendix [K.

5.2 REINFORCEMENT LEARNING

For the multi-task reinforcement learning setting, we use the multi-task reinforcement learning bench-
mark MT10 available in the Met-world environment (Yu et al.,2020b). We follow the experimental
setup used in (Liu et al.,2021a) and provide the empirical comparison between our MoCo method
and the existing baselines. Specifically, we use MTRL codebase (Sodhani & Zhang, 2021) and use
soft actor-critic (SAC) (Haarnoja et al.,[2018) as the underlying reinforcement learning algorithm.
Due to space limitation, the experiment results in a multi-task reinforcement learning setting and
details of hyperparameter selection are provided in Appendix [K.
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A NOTATIONS

In this section we summarize the notations used in the paper and a corresponding brief description.

Notation [ Description
T Decision variable / model parameter
13 Some random variable independent of x
X Feasible set of x
M Number of objectives in the MOO problem
fm () An objective such that f,, : X — R, where m € {1,2,..., M}
F(x) Vector of functions containing f1(x), fo(z), ..., far(x), such that F : X — RM
VF(z) Jacobian of F'(x), wich has V f1(z), V fa(x), ...,V fam(x) as columns
RYM f Positive othant cone of dimension M
AM M dimensional probability simplex
1 M dimensional vector of ones
A An element of AM
A (x) A solution to the problem (2) (original MGDA subproblem)
A9 (x) A solution to the problem () (SMG subproblem)
Ay () The unique solution to the problem (8) (¢ regularized sub-problem)
d(x) MGDA mult-gradient given by
T Model parameter at iteration k, updated as
R m Stochastic gradient estimator of V f,, (z,)
Yk.m “Tracking” variable that approximates V f,,, (x)
Y. Matrix containing ¥y 1, Y&,2, - - - ; Y, M as columns, updated as @
Ak Estimate for A} (), updated as @)
ks B, Vi Learning rates of x, yx,m, and A; updates, respectively
p {5 regularization parameter used in
Extension to bi-level optimization setting
z Lower level parameter where z € R?
Im Lower level objective such that f,, : X — R, wherem € {1,2,..., M}
%) Some random variable independent of x, z
25 (2) Minimizer of l,,,(x, z) with respect to z for any x € X
Zkom Approximation of z, (x), updated as equation
V2, I (z, 2) | Hessian of l,,,(z, 2) W.r.t. to 2
H?? Stochastic approximation of V2, 1., (xk, 2k.m)

Table 3: Some important notations used in the paper

B ADDITIONAL RELATED WORK

In this section we provide brief discussion on additional work related to MTL and MOO. We first
discuss a closely related concurrent work Zhou et al.|(2022), which was not available at the time
of submission of this paper. In Zhou et al.|(2022), the authors introduce a unified framework for
stochastic gradient-based MOO algorithms. Similar to MoCo, the proposed algorithm in|[Zhou et al.
(2022) also uses momentum-like techniques to reduce the multi-gradient bias. The key algorithmic
difference of the aforementioned method compared to MoCo is that MoCo uses momentum-based
correction on the full gradient estimation while Zhou et al.| (2022) uses the momentum-like moving
averaging for convex combination coefficients A computed using stochastic gradients. As a conse-
quence of this difference, it is not clear if the averaged weight A obtained in|Zhou et al. (2022) will
ensure convergence of the stochastic MOO update direction to any deterministic MOO direction.
On the other hand, in our work, we can show the convergence to MGDA direction in Lemma E In
terms of theoretical results in|{Zhou et al.|(2022), the authors provide convergence guarantees of the
proposed algorithm for both convex and non-convex cases with convergence rates similar to that of
single objective stochastic gradient descent (SGD). However, in order to obtain these results, Zhou
et al.[(2022) requires additional assumptions on bound of the function values, which is not required in
standard single objective SGD convergence analysis. On the other hand, in this work, the convergence
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guarantees presented in Theorems|[I]and 2] are based on fairly standard assumptions in optimization
literature, and does not assume any bound on the function value. Furthermore, the results are based
on weaker assumptions on the stochastic gradient bias which facilitates bi-level MOO. In addition,
we provide improved convergence results for MoCo in Theorems [3|and 4] with stronger assumptions
on function value bounds similar to those in|Zhou et al. (2022), but still with weaker assumptions on
the bias of stochastic gradients.

In addition to gradient based MOO which is the main focus of this paper, there also exist non gradient
based blackbox MOO algorithms such as (Deb et al., 2002; |Golovin & Zhang| [2020; Knowles),
2006; Konakovic Lukovic et al.,[2020), which are based on an evolutionary algorithm or Bayesian
optimization. However, these methods often suffer from the curse of dimensionality, and may not be
feasible in large scale MOO problems.

On the other hand, recent works in MTL have analyzed MTL from different viewpoints. In (Wang
et al.,[2021)), the authors explore the connection between gradient based meta learning and MTL. In
(Ye et al.| 2021), the meta learning problem with multiple objectives in the upper levels has been
tackled via a gradient based MOO approach. The importance of task grouping in MTL is analysed
in works such as (Fifty et al.,[2021). In (Meyerson & Miikkulainen, [2020), the authors show that
seemingly unrelated tasks can be used for MTL.

C SUMMARY OF COMPARISON WITH CLOSELY RELATED PRIOR WORK

s e oo | PP | B | Bt T S
(Theorem 1) | © (<) x 4 X x O (e
(Thl\é[oor(s; o) X X x Jo(x)| oE™
(Thlzloorgl(l)l o) 4 x x |o(z)] o@Em
(Thlzlc?rgr(r)lﬁb o) 4 x voolo(%) | o)
(Thl\e/loorgrz o) v X v 0B | 0(?)

Table 4: Comparison of MoCo with prior work on gradient based stochastic MOO, stochastic multi-
gradient method (SMG)(Liu & Vicente,|2021). Here the “Batch size” column represents the number
of samples used at each (outer level) iteration, “Non-convex” column denotes whether the analysis is
valid for non-convex functions, “Lipschitz continuity of A*(z)” column denotes whether Lipschitz
continuity of A*(z) (see Remark |I) with respect to x was assumed, “Bounded functions” column
denotes whether boundedness of function values was assumed, “Biased gradients” column denotes
bias in the stochastic gradient of ofunctions allowed in analysis, and “Sample complexity”” column
provides the (outer level) sample complexity of the corresponding method.

D ALGORITHM FOR MOCO WITH INEXACT GRADIENT

In this section we provide the omitted pseudo-code for MoCo with inexact gradients described in
Section As remarked in Section this algorithm can relate to the actor critic setting with
multiple critics. In Appendix we provide empirical evaluations of multi-task reinforcement
learning using soft actor critic.

E PROOF OF LEMMA

Throughout the section, we write E[-|F;] as Ex[-] for conciseness. Consider the following conditions

(a) Forany x € X, l,,(z, 2) is strongly convex w.r.t. z with modulus g, > 0.
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Algorithm 2 MoCo with inexact gradient

1: Input Initial model parameter xo, tracking parameters {yo,}2_,, lower level parameter

{20.:}M_,, convex combination coefficient parameter \g, and their respective learning rates
K K K
{a fp—g- and {Br o {7k Fe=o-

2. fork=0,..., K —1do

3: for objective m =1,..., M do

4: Update zj41,,, following (13)

5: Obtain hy, ,,, following

6: Update yx1,n following (6)

7: end for

8: Update A1 and 411 following (9)-(10)
9: end for

10: Output z g

(b) There exist constants L., l,, .. such that V.1, (z, ) is L,.-Lipschitz continuous w.r.t. ;
V. lm(x, ) is L,.-Lipschitz continuous w.r.t. z. VI (2, 2), V.. 1m (2, 2) are respectively
l.--Lipschitz and [, ,-Lipschitz continuous w.r.t. (z, z).

(c) There exist constants { ¢, , l}z, I, suchthat V. f,,(z, z) and V, f,,, (z, z) are respectively

l¢, and Iy, Lipschitz continuous w.r.t. z; V. f, (2, 2) is Z}Z—Lipschitz continuous w.r.t. T;
fm(x, 2) is I,-Lipschitz continuous w.r.t. z.

(d) There exist constants Cy and oy such that [|[Ex[HF? | — (Voolm Tk, 26.m)] 72 <
Cuaj/B; and Ei|HZ I> < o There exist constants C,,C,.,C.,C,
such that Ei||Vg fo(zi, 2k, &)12 < C2 Bl Vaelm (T, 2im, €))7 < CZ,
EillVafon (@, 20,m, €0)lI” < CF and Ex | Vel (2, 25,m, 1) 1> < CF.

The above conditions are standard in the literature (Ghadimi & Wang, 2018). In particular, condition
@] on Hp” can be guaranteed by (Ghadimi & Wang, 2018, Algorithm 3). With these conditions, we
13t give a restatement of LemmalT]

Lemma 3 (Restatement of Lemmal[I). Consider the sequences generated by (I3), (6), (9) and (10).
Under conditions if we choose the step sizes as those of Lemma (2] we have for any m that

K
1 2 _ af
= ;EHE[hk,mw — V(@) = 0(@). (20)
There exists a constant o such that
Elllhse,m — E[hk,m|fk]”2|}—k] < U(2J- 21

Proof. We first prove with

Exk || ey — Bl m] ||

= B llhg,mll* — [ Ba[hr,m] 1> < Bl g

< 2By || Vo fn (@ 2y €I+ 2k [[IV 3l (k5 2hm P P NHE o 121V 2 fon (5 2, €)1
<202 +202,C%0%, (22)

where the last inequality follows from itemalong with the independence of V2, 1., (Zk, 2k,m, ©}),
Hiz and V., fr (Tk, 2k,m, &) given Fy.

Next we start to prove (20).
Er[hkm] = Ve fin (@, 26,m) = Vazlm @k 2em) Bk [Hiin] Ve (2h, 20m)- - (23)
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In the following proof, we write z,’:,m(xk) as zj, ., The above inequality along with implies
NE4[sen] = V fon (i)
S |Vafm(@k, 2km) — Va fm (o, Z; -l
IVl (2, 20, ) B [HE ]V fin @k, 20im) = Vasdm @k, 25,m) [Vazln (@, 20m)] 7 Vi fn (@, 25m) |
+ Hvizlm(mkvZk,m)[vzzlm(xkazk,mn V fm(xkvzk m)
= Vaslm @k, 2 ) [V ezl (@r, 2 n)] T Ve fon 2k, 27 ) |
< lfa:HZk,m — 2 ()| + LwZZZHEk[Hli,Zm} — Vel (zk, Zk',m)]_l‘l

Lzzlz l z l zlzlzz *
(R TE R |y — 2 ()| (24)

Hm m m
where the last inequality follows from conditions [(a){(c). The inequality (24) implies
B lhkm] = Vi (@o)lI* < 2L, 2R [HE ] = [V ozl (@ 2m)] 12

szlz lfz llezlzz 2
+2(lpe + =2+ L2 4 i
e Il R AR

2
< 9I2 POy 2K K 4250 +

Tz "z
K m m m

szlz l z l zlzlzz *
SrEE P TR e — 2 (k)|

(25)
where the last inequality follows from condition @ on the quality of H}% . Thus to prove @, it
2
suffices to prove + Zszl Ellzk.m — 25 )% = O(‘;—QK) next.
’ K
The convergence of 2y, . We start with

I264+1,m = 2k 1ml® = [2ks1m = 25 ml* + 202k41,m = ZEms Zom = Zigtm) + 125m = Zepr,mll*
(26)

The first term is bounded as

Exll2k41,m — Z;’;,mH2

= Ekllzkm — B Valm (@, 2k,ms 0k) — 2% m I

= 2k,m = 2kl = 2B1(2k,m = 2 ms Vel (Trs 2k,m)) + BBV 2l (21, 2k,m, 1) ||

<(1- 2ﬂm5k)||zk,m - ZZ,mH2 + 01251% 27
where the last inequality follows from condition [(a) and [(d)]

Under conditions [(a)H(c)} it is shown that there exists a constant L, ,,, such that 27, () is L ;.-
lipschitz continuous (Ghadimi & Wang| 2018)[Lemma 2.2 (b)]. Let L, = max,, L, ., then the
second term in (26)) can be bounded as
(Zht1,m = Zhms Zeom — Zhr1m) < Lellzktim — 25 mllllze — 2|
< chyak||zk+1,m - Zz,m”
1z 2 22 —1 aj
< TmBkHZk«kl,m - Z;::,m” + Lsz Hom ﬂ]l: (28)

where Cy = sup ||Yi|| = sup,cr || VF(2)] < oo (by Assumptionlzor[and projection), and the
last inequality uses the Young’s inequality.

The last term in is bounded as
sz,m - Zl><k:+1,m||2 < chgai (29)

Substituting 27)—29) into 26) yields

Eillzkttm = 2gnmll® S (1= mBe) | 2km — 2l + C2B2 + L2021, Bk + 1202}
(30)
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Taking total expectation on both sides, and then telescoping implies that (set o, = ax, S = Bk, Vk)

1 & . 1 2
7 2 Bl = #in = O + 0(8) + Ofae) + O(550) (1)

The last inequality along with the step size choice in Lemma [3]implies that

K
1 a?
7= 2 Ellzkm = 2k ml® = O(55), (32)
K= Pk

which along with (23] implies ([20). This completes the proof. O

F PROOF OF LEMMA

Before we present the main proof, we first introduce the Lemmas E and E, which are direct conse-
quences of (Dontchev & Rockafellar, 2009, Theorem 2F.7) and (Koshal et al., 2011, Lemma A.1),
respectively.

Lemma 4. Under Assumption |Z there exists a constant Ly = p~! E%Zl L., such that the
following inequality holds

[A5(2) = A5(@)| < N[V E(2) = VE()], (33)
which further indicates

1A (@) = Ap@)l < L plle — 2], (34)

M M
where Ly y == p~ 'L, with L = < > Lm> < > Lmﬂ).
m=1 m=1

Lemma 5. Forany p > 0and x € X, we have

1
0< IFF@N @I - IVFN @I <5 (1-57)- 65)
Now we start to prove Lemma 2]

Proof. Throughout the following proof, we write E[-|F;] as Ex[] for conciseness. With d(z)) =
VF(zp)\*(z1), we have

ld(zx) = YiAr|?

< 3| VF (zk) (me) N (2k) — VE (@) X5 (@)[|” + 3IVEF (2r) A (zk) — Yes(@p)l|? + 3I1ViXs (zx) — Yidr |
<3| VF(ze) N (w) — VE (@) X (@) [|” + 3V F () — Yil[* + 3C, X5 (k) — Akl (36)

From (36), to prove Lemmag, it suffices to show ||V F'(xx)\* (zx) — VF (z1) A (w5 )| diminishes,

and establish the convergence of Yj, and \.

Bounding ||V F'(z) A" (2x) — VFA;(2x)[. Denoting \*(z)) as A; and Aj(zk) as A ;.
consider the following bound
IVE (@)X = VE(@i)Ag i = IVE@o)X? + IVF @)X glI* = 2(VE (@) A, VE (k) A )
< IVE@i) A kll* = IVE (@) AL

P
2 )
where the first inequality is due to the optimality condition

(N VE (1) VE(2r)\g) > (A, VE(21) TV F () Af) = [[VF (@) M1
for any A\ € AM  and the last inequality is due to Lemma E With the choice of p = O(K *%) as
required by Theorems[[]and[2] we have

IVF(zk)\p — VE (k)X ]2 = O(K5). (38)

we first

< (37
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Convergence of Y. With Ey [hy ] = E[hk m|Fk], we start by

Eil[Ykt1,m =V fm(@ht DI = Bllybt1m =V (@) I + 2Ba (Yrt1,m =V fn (28), V i (22) =V fin (Tr11))
FER|IV fn(wr) = V frn (@) 1. (39)

We bound the first term in as

EkHyk—&-l,m - me(xk)HQ

< Eillykm = Br (Yrym — hiem) — Vo (20) I

= 1Yk,m = Vm@)l® = 286 (Wkm — V fm(@k), Yrom — Blhim]) + BeBrllykm — him?

= [Yk.m = V@)1 = 286 (Wkm — Vo (2k), Yrom — V fin (21))

= 281(Ukm — Vi (@1), V fon (21) = B[P m]) + BB Yk, m — Pl
< (1 =280 ykm = VIm (@) + 28k Yk.m — V@) IV fon (2x) = Bk [he,m] | + BRER s, — Forem ||
< (1= Bilyrm = V(@) |1? + BrllV fn(2r) = Brlhim]1* + BiEkykm — el (40)

where the last inequality follows from young’s inequality. Now, consider the last term of (@0).
Selecting [ such that 3B,§ < Bi/2, and Assumption [3| we have

BeEk 1Yk, m — hiem |
= BeEwllYe,m — Vfm(zk) + Vfm(26) — Bi[him] + Ei[Pim] — Biem ||
< 3B%Yk,m — Vm (@)1 + 382V fin (k) — Exlhiem]l|” + 387 k| Bk [Pk, m] — hieml|?

< %llyk,m = V(@)1 + 3BV fin(ex) — il m] 1> + 307,57 41
Then, plugging in (1) in (@0), we obtain
1
Eelgksrm = Vin(@o)l® < (1= 580 |ykm = V (@) |* + BillV fon (@) = Ex [, m] |
+ 3621V fon () — Ex[hm] | + 307,57 (42)

The second term in (39) can be bounded as
Wrr1m = Vim @),V fm (@k) = V fr (@041))
SYrrrm = VI @)V fn (€)= V fin (2r10) |
< Linallyr+1,m = Vim (@) [[2x41 — 2]
< Lin 1 Cyok[yk+1,m — Vi (@) |
1 2 2 20

< 76k||yk+1,m - me(xk)” + 2L7n,10y7
8 Br
1 2 2 2 0%

S gﬁk”yk-‘rl,’m - anL(xk)H + 2Llcya (43)
where the second last inequality follows from young’s inequality, and the last inequality follows from
the definition L1 = max,;, Ly, 1.

The last term in (39)) can be bounded as
IV fin(zk) = V o (1) 1P < LY||zps1 — zi|* < L3C 0. (44)
Collecting the upper bounds in [@#2)—({@4) and substituting them into (39) gives

1
Ellyn+1,m — Vm(zre)* < (1 - 1Pk m — V (@) 12 + (Br + 3B IV fin (1) — B[l m] |12
2
+ 302,82 + [3C%a2 + 4E§c§%. (45)
k

19



Published as a conference paper at ICLR 2023

Suppose «y and j3;; are constants. Taking total expectation and then telescoping both sides of (45)
gives

1 & 1 1 &
Ve ;EIka,m — Vim(zn)|? = O(m) + O(g I;Evam(zk) — Ex[hie,m][1?)
2
+O(B) + O(2E) (46)

B
Along with the choice of step sizes as required by Theorems|[I and[2, and due to Assumption 3, the
last inequality gives

1

1 K
7 2 Ellykm = Vim(a)|? = O(K %) (47)
k=1

which, based on the definitions of Y}, and V F(x), implies that

K
%ZEHYk V()| = O(MK*%). 48)
k=1

Convergence of \. We write A} (z) in short as A7 ; in the following proof. We start by
N1 = A5 IIP = I0er = Al + 2001 = A ks Ap s = A ) + 1IN = A |1
(49)
The first term is bounded as
Akt = X gll? = [Mane (e — v (Y Ve + pI) ) = X 4|l
<Ak = (Y3 Ye 4 pI) A — X5 I
=X = A5 ll® = 276 Ak — Xy (Y3 Ve + pI) M) + 72l (Y3 Vi + pI) All?
<Ak = A5l = 29Ok = A (YT Y+ p1) M) + (CF + p)*3 (50)
Consider the second term in the last inequality:
M = X (V2 Ye + pI) Ag)
= (Ae = Xy (V3 Yie = VE(2) "VF (2)Ak) + (A = Ny oo (VF (k) " VE () + pI) Ar)
> —2Cy[|Ak = Ay kllIYe = VE(@)| + Ak = Ap gy (VF(2i) "V EF(zk) + pI) (A = A5 1)
+ (e = Xy (VE () "V (k) + pI) X5 i)
> —2Cy[|Ae = A5 klllIYe = VE (@) + pllde — Ay i1
> =203 p IV = VE(@e) |2 + Sl = 45 4l (51)
where the second last inequality follows from the optimality condition that
(M = X o (VE(2) "V E(z) 4 pI) XS ) >0,
and the last inequality in follows from the Young’s inequality.
Plugging in (51) back to (50) gives
st = Al = (1= py) A = Asill? + 4C20™ e[V = VE(@) |2 + (C2 + p)*22. (52)
With Lemma 4] the second term in (#9) can be bounded as
Akt = Aok Ak = Apkgr) < Iapll Ak — AL gl — 2 |

< L rCyaul[ A1 — AL il

2
. e
< Prlheen = Xl + I3 Gl oL, (53)
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where the last inequality is due to Young’s inequality. The last term in is bounded as
1A% 5 = Ak ll® < L3 pChai. (54)
Substituting (52)—(54) into @9) yields

* 14 * —
A1 — X e P < (1 - SV Ak = Akl +4C2 p Pl [V — VF ()12 + (Cf + p)* %k

2
1«
+2L3 pC2p 17: + L3 pCpai. (55)

Suppose ay, Bk, and 7, are constants given K. Taking total expectation, rearranging and taking
telescoping sum on both sides of the last inequality gives

K K
1 s L L _ 2 Yk
e BN =Xl =0 () + O (e SN - VF@R ) + 0 (%)
k=1 k=1

2 2
+0 (02"“4) +0 ( O‘ks) (56)
ViP VP

where we have used Ly p = (’)(%) from Lemma E Then, plugging in the choices aj, = O(K10),

By = @(K‘é), Vi = @(K_%), p= @(K‘é) and substituting from in gives

K
1 * _3 1
?Z]EH)\;C—)\p,kHQ:(’)(MK o+ K75). (57)
k=1
Since typically the number of objectives is very small compared to the number of iterations, under
assumption K = O(M!?), we get

1

K

1

?ZEH)\,C—)\;),CHQ:O(K‘E). (58)
k=1

Thus, from (36), (38), @8), and (58), we have

1

= S Elld(z) - Yidu|? = O(K ). (59)
k

]~

1
This completes the proof. O

G PROOF OF THEOREM

Proof. We first have

o1 — 2% = Tx (2x — arYide) — @
< lwp — anYere — 2|2
= |lzp — 2*||? = 2ap{zp — 2%, Y dr) + i | Vi)
< lap — 2)|? = 20 (xp — 2%, VF(2)\) — 20 () — 2, Vil — VEF (1) A5 + aiC;

<z — x*||2 —2au N} - (F(zk) — F(2%)) — 2ap(zp — 2™, YAy — VF(zp) ) + a%Cy2
(60)

*||2

where the last inequality uses the convexity of f,,(z)(Vm).

The third term in (60) can be bounded using the Cauchy—Schwarz inequality as

(xr — 2", Y — VE(z)Ap) > —Co(||Yi = VF(zp) || + CyllAe — A, il + IVE(2) A, — V(1) A, i)
(61)

where C, is the upper bound of ||z — /|| for -, 2’ € X, which follows from Assumption 2}
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Substituting the above inequality into (60) and rearranging gives

* * 1 * * *
Ap(F(zr) — F(a")) < E(”xk = @|* = aerr — &%) + ColYe = VF ()| + Cyllhk — A7 4

CQ
+ [IVE(zp)A; — VE(zi) X5 4 |l) + Tyak. (62)

Taking telescope sum on the last inequality gives
1 X
= > N(F(@) - F())
k=1
2

21 — 22 | Cr . ) . C2
< P 28N (1Yh — VE(@) |+ Gyl — Aol + IV E (@) As — VE(@)Ns ) + L

2K oy, K 2
k=1
(63)

which along with E), 8), and E) indicates + ZkK VB - (F(xg) — F(z*)] = O(K~10) if
we choose ay = O(K 1), B, = O(K~2), v, = O(K~%),and p = O(K~3). O
H PROOF OF THEOREM
Before we go into the main proof, we first show the following key lemma.
Lemma 6. Forany x € X and A € AM  with d(z) = VF(x)\*(x), it holds that

(d(@), VF(2)A) > [|d(@)]*. (64)

Proof. We write dy(x) = VF(x)\ in the following proof. Since AM is a convex set, for any \' €
AM "we have (N — \*) + X\* € AM for any « € [0, 1]. Then by d(x) = argminycanm [|dy(z)]|%,
we have

ld(2)]* < le(dx (2) — d(@)) + d(@)]|*. (65)
Expanding the right hand side of the inequality gives
a?||dy () = d(2)]|* + a{d(@), dx (x) — d(z)) > 0. (66)
Since this needs to hold for « arbitrarily close to 0, we have
(d(x),dx (2) = d(z)) >0, VN € AM (67)
which indicates the result inequality by rearranging. [

Now we can prove Theorem 2]

Proof. By the L,, 1-smoothness of f,,, we have for any m,

L,
Jm(@ri1) < f(or) + eV (), —Yir) + T'l\lffkﬂ — z)?

Lm
< F(wr) + ar(V fin(wx), =Yie) + =5 . (68)

Yy
The second term in the last inequality can be bounded as
(V fm(zr), =YiAr)
= (Vfm(@k), VE(zi) A, — YeAe) + (V fin(zk), =V (zr)AL)
(Ve = VE@o)[| + Cylhe = Nosll + IVF (@)X — VE @)X gll) + (V fun (i), —VE (2)A7)
< Lm(HYk = VE(zi)ll + Cyllhe = Akl + IVE(2) Ay = VF ()AL ll) — ||VF(371§)>\Z||2(’69)
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where the last inequality follows from Lemma [6 by letting VF (z;)A = V f,(2), and the first
inequality follows from

(Vm(zr), VF(@r)Ag — Yidk)
< Lin||VE (k) Ar — Y|l
< LmHVF(l’k))\k — Y\, + VF(Ik) :,k — VF(Ik)Ak + VF(:L']C))\;: — VF(Ik)A;7k||
L (1Ye = VE(@p)ll + Cylldk = A il + IVE(@r)X; = VE(zi) A i) (70)
Plugging (69) into (68), taking expectation on both sides and rearranging yields
arB|VF(zi) A l* < Elfm(@k) = fn(Tr41)] + Lina (B[ Y — VF(2) ]| + CyE[ A — A 4|

Ly,
+ [VF(zi) Xy — VF (@)X kll) + 271(};@%. (71)

Taking telescope sum on both sides of the last inequality gives

K K
1 * (|12 1 *
?I;EHVF(%) il < o (m(@r) —inf fm(a EZJ E|[Ys = VF ()|l + CyE[[ A — Ay il

+ [IVF(zk)A;, — VE(zp) X5 ll) + C2ak (72)

which along w1th ,and (5 i indicates + Zk:l IE||VF( AL = O(K~10) if we choose
ap = O(K )m— ( “3), 9, =O(K~%),and p = O(K5). O

I PROOF OF THEOREM

Proof. Recall from , by the L,, 1-smoothness of f,,, we have for any m,

Ly,
Fn(@r) < fonww) + 0V (), ~Yidw) + =5 Chaf. (73)
Multiplying both sides by A}* and summing over all m € [M], we obtain
L
F( 1) e < Fzi) M + o (VF(6) M, —Yidi) + 710504? (74)
where we have used M= (AL A2, A7 MM T and Ly = max,y, Ly, 1. We can bound the

second term of (74) as
<VF(£L'k)/\k, _Yk)\k> = <VF(.%‘k), —VF(LUk) + VF(l‘k) — Yk>

1 1
< = IVE@)MI® + SIVE @A + SIIVE () = Yel®

1 1
= =5 VE@AN® + SIVE (@) = Vi, (75)

where the first inequality is due to Cauchy-Schwartz and Young’s inequalities. Substituting (75) in
(74) and rearranging, we have

o’ o LL
S IVE@OMN? < Fei)Ae = Flawe)As + 5 [VF () = Yel® + Z57a}C). (76)

Given K, let ay, O, and i, be constants for any & € [K]. We then take total expectation on both
sides and sum over iterations to obtain

K
« L,
ZIEHVF z) M| < ZIE (z1)Ae — F(@ps1) M) + ?’“ > E|VF(zx) - Yil® + 7%1(02
k=1
(77
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We bound the first term on the right-hand side of the inequality as

K
ZE [F(xk))\k — F(a’:kJrl)/\k] =K
k=1

K-1
D F@er)Merr — M) + Fla)h — F($K+1))\k1
k=1

K—-1
<SE | Y IF @)l Mern = Aell + [P @2 + ||F(xK+1)||||/\k]
k=1
K-1
<F > |lYy Yade| +2F
k=1
< FCJ(K — 1)y + 2F, (78)

where the first inequality is due to Cauchy-Schwartz, the second inequality is due to the bounds on
F(zy), A, and we have used the update for A\, for all & € [K] with p = 0, and third inequality is due

to the bound on Y}, for all k € [K]. Substituting in 1) and dividing both sides by X we have

2
MW—'“+4FL+$§:EHVF($ ) = Yil|? + Liou.C2
K Kkzl k k 100y

K
1
7 ZEHVF(%))\MF <2FC;

— Qg apK
(79)
. . . 3 2 .
which, along with and choosing ay = O(K ~5), B, = O(K ~5), and v, = O(K 1), we obtain
| K
_2
7 D EIVF @) = OMEKF). (80)
k=1

The result then follows by observing that for any k& € [K], we have
IVE(z)Ae]|* = min [VE(zi)A* = [ VE (@) A7 |1 (81)
O

J  IMPROVED CONVERGENCE RATE WITH MODIFIED ASSUMPTIONS

In this section we state and prove Theorem ] which improves upon the results presented in Theorem
with modified assumptions. We will first state the modified assumptions.

Assumption 4. For any m, there exist constants cy,,0., such that - Zszl E||E[hk,m|Fi] —
V fm (@) I* < e Brc and B[ m = E[hm | Fe|I*| Fi] < 07, for any k.

Similar to Assumption Assumptionrequires the stochastic gradient Ay, ,,, almost unbiased and has
bounded variance, and this is also weaker than the standard unbiased stochastic gradient assumption.
Furthermore, Assumption f can be satisfied by running multiple nested updates, which require
additional lower-level samples. With this assumption, we present the following improved result.

Theorem 4. Consider the sequences generated by Algorithm|l| Furthermore assume there exists a
constant F > 0 such that for all k € [K], ||F(zy)|| < F. Then, under Assumptions[I|and 4, if we

choose step sizes oy, = @(K‘é), B = @(K_%), Vi = @(K_%), and p = 0, it holds that

K
Y EIVE@N @l?] = (MK, (2)
k=1

Proof. Convergence of Y;,. We begin the proof by revisiting the convergence analysis on Y}, in the
proof of Theorem 3, under the assumptions considered in Theorem . For convenience, we restate

here as
Ek“yk—ﬂ—l,m*vfm(zk—o—l)”Q = Ek”yk+1,m7vfm($k)”2 + 2Ek <yk+1,m7vfm($k)7 vfm(zk)*vfm(xk+l)>
+ Bkl V(@) = Vi (@ra1) [ (83)
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We bound the first term in (83) similar to that in (42)), as

1
Epl|Ykt1,m — V fm(@r)]|? < (1 - iﬁk)”yk,m — V(@) ||? + Bl V () — Ex[him]|?
+ 362NV fm (k) — Er[hem]|* + 30725 (84)

The second term in (83) can be bounded as

Wr1,m = Vm(@r),V fm(vr) = Vi (Tr41))
< Mykt1,m = V@) IV fr (@) = V o (@41) |
< LYk 1,m — Vim(@e) |2k — 2k
< Lokt 1,m — Vo (@) ||| Y|

1 o
< gﬂk”yk—&-l,m =V fm(ze)” + 2L127L,16*:||Yk)\k||2

IN

1 0l
§5k||yk+1,m =V () I” + 2L3F:||Yk>\k||2 (85)

where the third inequality is due to the z; update, the second last inequality follows from young’s
inequality, and the last inequality follows from the definition L1 = max;, L, 1.

The last term in (83) can be bounded as
IV fn () = V(@)1 < LYz — 2l < Liaq Vi (86)
Collecting the upper bounds in @—@) and substituting them into (83) gives

Exllykt1,m — Vm(zre)]® < (1 - *ﬂk)”ykm V fm (@)l + (B + 3BV fin (k) — Ex[hie,m]|?
+302 82 + <L§ 2 4 4L2 ﬁk> Ve Ae|2. (87)

For all k, let o, = i, B, = Bk, and v, = v be constants given K. Then, taking total expectation
and then telescoping both sides of gives

1

O(m) + O(% ZEHme(CL‘k) - Ek[hk,m]HQ)

K

1

= Y Bl — V(@) |2 =
k=1

O(ﬁK)Jr( (e +4L2OLK> Z]E”Yk)\knz (88)

Summing the last inequality over all objectives m € [M], and using Assumptlonl we obtain

K
1 2 M 2 20‘1( 2
% ;EHYk — VF(xi)|* = (K5K> + O(MBr) + (MLlaK +4ML? Z]EHYk)\kH
(89)
M
where we have used Y ||yk.m — Vfm(zr)]|? > ||Ye — VE(2)||?. Then with the decomposition
m=1
IYVeAell* < 20[Yi = VE(@)lI* + 2 VF (2) As] |, (90)

we can arrive at

K K
1 2_ 0 M 72 2 *204%( 1 2
& I~ V) = 0(5 ) + 03 + (2rL2ad + sarz2 3K T L EIVFEN]
a? 1 K
+ 2Mi2a2+8ME2K) — Y E||Y, — VF(zp)|* 91
(2022 {5 ) T DY~ V) o

Now, note that with the choice of stepsize ax < 4L\/M’8K’ 0 < Bx < 1, and ai and Bk are on

the same time scale, there exist some constant 0 < C; < 1 and valid choice of Sg such that the
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following inequality holds
2
1—2ML%0% — SMEZ{% > O 92)

An example for a constant that satisfy the last inequality for aforementioned choice of ax and S is
C1 = 1. Then, from (91 and (92), we can arrive at

K = K
1 2M L2 SMIL2a2\ 1
— N "E|V,—-VF 2=-0 M Lo? LK) N "E|VFE 2
& 2 EI-VE Gl +O(MBi)+ ( af + 7 2 EIVF A

O5)
Kpk Gy C1 Bk
93)
Next, we analyse the x; sequence. For this purpose, we follow along similar lines as in the proof of
Theorem[3} Accordingly, from (68), we have for any m,

Ly,
fn(@41) < Fin(wr) + (¥ fin (w0), —Yihe) + =5 Caf. 94)
Multiplying both sides by A}* and summing over all m € [M], we obtain
L
F(2ps1) M < F(zi) Mk + 0 (VF (@) Ao, —YieAe) + 710504%, (95)
where we have used A\, := (AL, A2, ..., A7, ... ) AM)T and Ly = max,, L,, 1. We can bound the
second term of as

<VF(JUk))\k, —Yk)\k> = <VF($k)>\k, —VF($k)>\k + VF(:Ek)/\k — Yk/\k>

< —||[VF(zi) Me|” + (VF(z) Ao, VF(2) Ae — YiAr)
1 1
< —|IVF(zi) el + §HVF(xk))\kH2 + §||VF(33k) — Yi|?
1 1
< =5 IVE@OM + SIVF (@) = Vil (96)

where the second inequality is due to Cauchy-Schwartz and Young’s inequalities, and the last
inequality is due to bound on ). Substituting in and rearranging, we have

(&7 « E
S IVE@MN? < Fle)Ae = For) M + 5 [ VE (@) = Yel* + SHaCp. - (97)

For all k, let o, = ax, B = Bk, and v, = vk be constants given K. We then take total expectation
on both sides and sum over iterations to obtain

K —
a L
§ :E||VF ze) A2 < § E[F(z1) M\ — F(zri1) ] + TK S E|VF(ar) — Yil? + Sk KC2.

— 2
(98)
We bound the first term on the right-hand side of the inequality (98) as
K—1
ZE (@) Ak — F(apg1) i) = Z F(xpt1)Aet1 — Ak) + F(z1) A — ($K+1)/\k-]
k=1
K—1
SE D IF @) 1A = Aell + [1E @O+ ||F($K+1)||||)\k]
k=
K—1
S ||'YKYk Yk>\k” + 2F
k=1
K
< FCy > k|| Yide| + 2F, (99)
k=1

where the first inequality is due to Cauchy-Schwartz, the second inequality is due to the bounds on
F(z1), A, and we have used the update for Ay for all k& € [K] with p = 0, and third inequality is due
to the bound on Y}, for all k € [K].
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Substituting (99) in

K
1
= S EIVF A

k=1
K
< 2F yK Z]E||YkAk||+4F ZEHVF ax) — Yi|® + Liak C
k=
K
< 2F202— + 1% Z]E||Yk>\k||2 + 4F7 + = ZEHVF ak) = Yi|® + Liak C}
Ic 1 k:
< 2F202 7K + — Z]EHVF zr) — Yi|? + ZEHVF Tp) e ||+ 4F—K + LiagC
k 1
2
Tk M
=0(HE) +0(-—-) + O(M O(—=)+0
<a§<>+ (fe5.) + OMBI) + O(—) + Olax)
1 3MIL? , 12MI2a%\ 1 & )
- K ) —NTE|VE(z)A 100
+<2+ okt e K; IVE ()M (100)

where the last equality is by substituting from (93). Now, with a similar argument that we made in
@, given some (', there exist some constant 0 < C3 < 1 such that

1 3ML} , 12MI3

OéK
>

Feasible choices of C, Cs would be C; = Cy = i. Then, we can have

& L EIVEEMIP = 0(2K) + 0 ) + 08i) + 0L )+ Olar). (10D

Pt KBk axK

By choosing ax = O(K~2), Bk = O(K ), v = O(K 1), we arrive at
K

1 1
= D EIVF@o)Al? = O(MK %), (103)

The result then follows by observing that for any k& € [K], we have
IVE(ze)Ae]|* = min [VE(zi)A* = [ VE (@) A7 |1 (104)
O

K DETAILS OF EXPERIMENTS

In this section, we describe the omitted details of experiments in the main paper.

K.1 ToOY EXAMPLE

To show the advantages of our algorithm, we use a toy example similar to (Liu et al.,2021a). The
example consists of optimizing two objectives f1(x) and fo(z) with z = (z1,22) ' € R?, given by

fi(z) = pi(x)qi(z) + pa(x)ri(x);  fa(z) = p1(z)ga(x) + pa(z)ra(x)

where we define

q1(z) = log (]0.5 max (—x1 — 7) — tanh(—z3)|, 0.000005)) + 6,
log (]0.5 max (—z1 — 7) — tanh(—x3) + 2|,0.000005)) + 6,

() =
ri(z) = ((—x1 F 72401 (—p — 8)2) /10 — 20, ro(z) = ((—ml 72401 (~a1 — 8)2) /10 — 20,
(z) = max (tanh (0.522),0), pa(z) = max (tanh (—0.5z3),0).

g2(x

p1(x
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Figure 3: Comparison of multi-gradient error

Generation of Figure (1} For generating the trajectories in Figure [l|we use 3 initializations
xo € {(—8.5,7.5),(—8.5,5), (10, —8)},

and run each algorithm for 70000 iterations. For all the algorithms, we use the initial learning rate
of 0.001, exponentially decaying at a rate of 0.05. In this example for MoCo, we use B = 5/k%-5,
where £ is the number of iterations.

Generation of Figure [2. For the comparison of MOO algorithms in objective space depicted in
Figure[2] we use 5 initializations

o € {(~8.5,7.5), (—8.5,5), (10, —8), (0, 0), (9,9)}.

The optimization configurations for each algorithm is similar to that of the aforementioned trajectory
example, except with initial learning rate of 0.0025.

Comparison with SMG with growing batch size. For the comparison of the multi-gradient bias
among SMG, SMG with increasingly large batch size, and MoCo, we use the norm of the error
of the stochastic multi-gradient calculated using the three trajectories randomly initialized from
zo € {(—8.5,7.5),(—8.5,5), (10, —8)}. For calculating the bias of the multi-gradient, we compute
the multi-gradient using 10 sets of gradient samples at each point of the trajectory, take the average
and record the norm of the difference between the computed average and true multi-gradient. All three
methods are run for 70000 iterations, and follow the same optimization configuration used for Figure
[2] For SMG with increasing batch size, we increase the number of samples in the minibatch used for
estimating the gradient by one every 10000 iterations. We report the bias of the multi-gradient with
respect to the number of iterations and also number of samples in Figure[3] In the figure, Trajectories
1, 2, and 3 correspond to initializations (—8.5,7.5), (—8.5,5), and (10, —8), respectively. It can
be seen that our method performs comparable to SMG with increasing batch size, but with fewer
samples. Furthermore, SMG has non-decaying bias in some trajectories.

K.2 SUPERVISED LEARNING
In this section we provide additional details and experiments on Cityscapes and NYU-v2 datasets,

and also provide experiment results on two additional datasets Office-31 and Office-home. Each
experiment consists of solving multiple supervised learning problems related to each dataset. We
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Figure 5: Training and test loss for the NYU-v2 tasks

consider each such task as an objective, which then can be simultaneously optimized by a gradient
based MOO algorithm. We describe details on formulating each task as an objective next.

Problem formulation. First we look into the problem formulation of NYU-v2 and Cityscapes
experiments. For NYU-v2 dataset, 3 tasks are involved: pixel-wise 13-class classification, pixel-wise
depth estimation, and pixel-wise surface normal estimation. In Cityscapes experiments, there are
2 tasks involved: pixel-wise 7-class classification and pixel-wise depth estimation. The following
problem formulation applies for both NYU-v2 and Cityscapes tasks, excpet for the surface normal
estimation task which only relates to NYU-v2 dataset. Let the set of images be {U} Y, pixel-wise
class labels be {T7}¥ ,, pixel-wise depth values be {75} |, and pixel-wise surface normal values
be {73} ,, where N is the number of training data samples. Let = be the model that we train to
perform all the tasks simultaneously. Let the image dimension be P x (). We will use 77, for ground
truth and T}, for the corresponding prediction by the model 2, where m € [M] and M is the number
of tasks. We can now formulate the corresponding objective for each task, as given in (Liu et al.,
2019). The objective for pixel-wise classification is pixel-wise cross-entropy, which is given as
11(5) = 57 3 Trilpoa) og Tr.4(p,0)
@ 4pyq

where ¢ € [N], p € [P], and q € [Q]. Similarly, we can have the objectives for pixel-wise depth
estimation and surface normal estimation, respectively, as

1 A 1 .
f2(2) = 55 Z T1,i(p,q) — Tra(p,q)| and fs(z) = <~ Z Ti,i(p,a) - Th,i(p; 9),
NPQ 4,p,q NPQ 4,p,q
where - is the elementwise dot product. With these objectives, we can formulate the problem (T)) for
Cityscapes and NYU-v2 tasks, with f3 only used in the latter.

Similar to NYU-v2 and Cityscapes experiments, we can also formulate the supervised learning tasks
on Office-31 and Office-home MTL as an instance of problem (TJ).

Cityscapes dataset. For implementing evaluation Cityscapes dataset, we follow the experiment
set up used in (Liu et al., 2021a). All the MTL algorithms considered are trained using a SegNet
(Badrinarayanan et al., 2017) model with attention mechanism MTAN (Liu et al., 2019) applied on
top of it for different tasks. All the MTL methods in comparison are trained for 200 epochs, using a
batch size of 8. We use Adam as the optimizer with a learning rate of 0.0001 for the first 100 epochs,
and with a learning rate of 0.00005 for the rest of the epochs. Following (Liu et al.|[2021a) for each
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Segmentation Depth
Method (Higher Better) (Lower Better) Am% |
mloU Pix Acc Abs Err Rel Err

Independent 74.01 93.16 0.0125 27.77 -
PCGrad (Yu et al.; 2020a) 75.13 93.48 0.0154 42.07 18.29
CAGrad (Liu et al.,[2021a) 75.16 93.48 0.0141 37.60 11.64
MoCo (ourg) 75.42 93.55 0.0149 34.19 9.90
PCGrad + MoCo 75.49 93.62 0.0146 46.07 20.07
CAGrad + MoCo 75.07 93.39 0.0137 36.78 10.12

Table 5: MoCo with existing gradient manipulation MTL algorithms for Cityscapes dataset tasks.
Results are averaged over 3 independent runs.

Segmetation Depth Surface Normal
Angle Distance Within ¢ Am% |
(Lower Better) (Higher better)

mloU Pix Acc Abs Err Rel Err Mean Median 11.25 22.5 30

Method (Higher Better) (Lower Better)

Independent 38.30 63.76 0.6754 0.2780 25.01 19.21 30.14 57.20 69.15 -

PCGrad (Yu et al.,2020a) 38.06 64.64 0.5550 0.2325 27.41 22.80 23.86 49.83 63.14 3.97
CAGrad (Liu et al.,,2021a) 39.79 65.49 0.5486 0.2250 26.31 21.58 25.61 52.36 65.58 0.20

MoCo (ours) 40.30 66.07 0.5575 0.2135 26.67 21.83 25.61 51.78 64.85 0.16
PCGrad + MoCo 38.80 65.02 0.5492 0.2326 27.39 22775 23.64 49.89 63.21 3.62
CAGrad + MoCo 39.58 6549 0.5535 0.2292 2597 20.86 26.84 53.79 66.65 -0.97

Table 6: MoCo with existing gradient manipulation MTL algorithms for NYU-v2 dataset tasks.
Results are averaged over 3 independent runs.

method in comparison we report the average test performance of the model over last 10 epochs,
averaged over 3 seeds. For implementing MoCo in Cityscapes dataset we use B = 0.05/k%5,
e = 0.1/k%5, where k is the iteration number. For the projection to simplex in the \;, update,
we use a softmax function. The training and test loss curves for semantic segmentation and depth
estimation are shown in Figures [4a)and {{b|respectively.

NYU-v2 dataset. For NYU-v2 dataset, we follow the same setup as Cityscapes dataset, except with
a batch size of 2. For implementing MoCo in NYU-v2 experiments, we use S5 = 0.99, v, = 0.1
with gradient normalization followed by weighting each gradient with corresponding task loss. This
normalization was applied to avoid biasing towards one task, as can be seen is the case for MGDA.
For the projection to simplex in the )\;, update in MoCo, we apply softmax function to the update,
to improve computational efficiency. The training and test loss curves for semantic segmentation,
depth estimation, and surface normal estimation for NYU-v2 dataset are shown in Figures @ @,
and [5c|respectively. It can be seen that the model start to slightly overfit to the training data set with
respect to the semantic loss after the 100th epoch. However this did not significantly harm the test
performance in terms of accuracy compared to the other algorithms.

MoCo with existing MTL algorithms We apply the gradient correction introduced in MoCo on top
of existing MTL algorithms to further improve the performance. Specifically, we apply the gradient
correction of MoCo for PCGrad and CAGrad on Cityscapes and NYU-v2. For the gradient correction
(update step (6)) in PCGrad we use 3, = 0.99 for both Cityscapes and NYU-v2 datasets, and for
that in CAGrad we use 3, = 0.99 for Cityscapes dataset and 3 = 0.99/k%5 for NYU-v2 dataset.
The results are shown in Tables [5 and [6 for Cityscapes and NYU-v2 datasets, respectively. We
restate the results for independent task performance and original MTL algorithm performance for
reference. It can be seen that the gradient correction improves the performance of the algorithm
which only use stochastic gradients. For PCGrad where no explicit convex combination coefficient
computation for gradients is involved, there is an improvement of Am% for NYU-v2 by 0.35%. For
Cityscapes, it can be seen a slight degradation in terms of Am%, in exchange for improvement in
3 out of 4 performance metrics. This can be expected as PCGrad does not explicitly control the

30



Published as a conference paper at ICLR 2023

Method Domain Am%
Amazon DSLR Webcam
Mean 84.22 94.81 97.04 -

MGDA 79.60 96.45 97.96 0.94

PCGrad 84.10 95.08 96.30 0.21

GradDrop 84.73 96.17 96.85 -0.61

CAGrad 84.22 94.26 97.41 0.07
MoCo (ours) 84.33 97.54 98.33 -1.45

Table 7: Results on Office-31 dataset. We show the 31-class classification results over 3 domains on
Office-31 data set. The results are obtained from the epoch with the best validation performance.

Domain

Method Am%
Art Clipart Product Real-World
Mean 63.88 77.90 89.55 79.39 -
MGDA 63.63 73.78 90.18 79.82 1.11
PCGrad 63.06 77.46 89.09 78.70 0.81
GradDrop 63.82 78.22 89.19 78.88 0.18
CAGrad 63.06 77.03 89.62 79.53 0.54
MoCo (ours) 63.38 79.41 90.25 78.70 -0.27

Table 8: Multi-task learning results on Office-Home dataset. We show the 65-class classification
results over 4 domains on Office-Home data set. For each method the results are obtained from the
epoch with the best validation performance.

converging point to be closer to the average loss. For CAGrad which explicitly computes dynamic
convex combination coefficients for gradients using stochastic gradients such that it converges closer
to a point that perform well in terms of average task loss, there is an improvement of Am% for
Cityscapes by 1.52% and that for NYU-v2 by 1.17%. This suggests that incorporating the gradient
correction of MoCo in existing gradient based MTL algorithms also boosts their performance.

In addition to the experiments described above, we demonstrate the performance of MoCo in compar-
ison with other MTL algorithms using Office-31 (Saenko et al.,2010) and Office-home(Venkateswara
et al.,|2017) datasets. Both of these datasets consist of images of several classes belonging to dif-
ferent domains. We use the method "Mean" as the baseline for Am%, instead of independent task
performance. The Mean baseline is the method where the average of task losses on each domain
is used as the single objective optimization problem. For reporting per domain performance for all
the methods compared in Office-13 and Office-home experiments, the test performance at the epoch
with highest average validation accuracy (across domains) is used for each independent run. This
performance measure is then averaged over three independent runs.

Office-31 dataset. The dataset consists of three classification tasks on 4,110 images collected from
three domains: Amazon, DSLR, and Webcam, where each domain has 31 object categories. For
implementing experiments using Office-home and Office-31 datasets, we use the experiment setup
and implementation given by LibMTL framework (Lin & Zhang| 2022). The MTL algorithms
are implemented using hard parameter sharing architecture, with ResNet18 backbone. As per the
implementation in (Lin & Zhang, [2022), 60% of the total dataset is used for training, 20% for
validation, and the rest 20% for testing. All methods in comparison are run for 100 epochs. For
MoCo implementation, we use 3 = 0.5/k%-5 and ;, = 0.1/k"-5. We report the test performance of
best performing model based on validation accuracy after each epoch, averaged over 3 seeds. The
results are given in Table[7. It can be seen that MoCo significantly outperforms other methods in
most taks, and also in terms of Am%.

Office-home dataset. This dataset consists of four classification tasks over 15,500 labeled images on
four domains; Art: paintings, sketches and/or artistic depictions, Clipart: clipart images, Product:
images without background and Real-World: regular images captured with a camera. Each domain
has 65 object categories. We follow the same experiment setup as Office-31, and for MoCo imple-
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Figure 6: Metaworld MT10 benchmark tasks (Yu et al., [2020b).
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mentation, we use B = 0.5/k%® and 7j, = 0.1/k°-. The results are given in Table[8] It can be seen
that MoCo significantly outperforms other methods in most taks, and also in terms of Am%.

Method success (mean =+ stderr)
Multi-task SAC 0.49 +0.073
Multi-task SAC + Task Encoder 0.54 £+ 0.047
Multi-headed SAC 0.61 4+ 0.036
PCGrad 0.72 +0.022
CAGrad 0.83 +0.045
MoCo (ours) 0.75 £ 0.050
CAGrad + MoCo (ours) 0.86 4+ 0.022
One SAC agent per task (upper bound) 0.90 £ 0.032

Table 9: Multi-task reinforcement learning results on MT10 Metworld benchmark.

K.3 REINFORCEMENT LEARNING

For the multi-task reinforcement learning setting, we use the multi-task reinforcement learning
benchmark MT10 available in Met-world environment (Yu et al., 2020b). Figure [6 illustrates the
10 tasks associated with MT10 benchmark. We follow the experimental setup used in (Liu et al.,
2021a) and provide the empirical comparison between our MoCo method and the existing baselines.
Specifically, we use MTRL codebase (Sodhani & Zhang, 2021) and use soft actor-critic (SAC)
(Haarnoja et al., 2018) as the underlying reinforcement learning algorithm. All the methods are
trained for 2 million steps with a batch size of 1280. Each method is evaluated once every 10000
steps and the highest average test performance of a method over 5 random seeds over the entire
training stage is reported in Table[9. In this experiment, the vanilla MoCo outperforms PCGrad,
but its performance is not as good as CAGrad that optimizes the average performance of all tasks.
We further run the gradient correction of MoCo on top of CAGrad, and the resultant algorithm
outperforms the vanilla CAGrad. This suggests that incorporating the gradient correction of MoCo in
existing gradient based MTL algorithms also boosts their performance.

Table [T0] summarizes the hyper-parameters choices used for MoCo in each of the experiments.

Cityscapes NYU-v2 Office-31 Office-home MT10
optimizer of zy, Adam Adam Adam Adam Adam
Tk stepsize (o) 0.0001 0.0001 0.0001 0.0001 0.0003
Y}, stepsize (Bk) 0.05/k°%5 0.99 0.5/k%> 0.5/k"-® 0.99
Ak stepsize (i) 0.1/k%® 0.1 0.1/k%> 0.1/k%® 10
batch size 8 2 64 64 1280
training epochs 200 200 100 100 2x10° steps

Table 10: Summary of hyper-parameter choices for MoCo in each experiment
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