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Abstract

Statistical inferences for high-dimensional regression models have been extensively studied
for their wide applications ranging from genomics, neuroscience, to economics. However,
in practice, there are often potential unmeasured confounders associated with both the
response and covariates, which can lead to invalidity of standard debiasing methods. This
paper focuses on a generalized linear regression framework with hidden confounding and
proposes a debiasing approach to address this high-dimensional problem, by adjusting for
the effects induced by the unmeasured confounders. We establish consistency and asymp-
totic normality for the proposed debiased estimator. The finite sample performance of the
proposed method is demonstrated through extensive numerical studies and an application
to a genetic data set.

Keywords: High-dimensional inference; Generalized linear model; Latent variable; Un-
measured confounder.

1. Introduction

Statistical inferences for high-dimensional regression models have received a growing in-
terest due to the increasing number of complex data sets with high-dimensional covariates
that are collected across many different scientific disciplines ranging from genomics to social
science to econometrics (Peng et al., 2010; Belloni et al., 2012; Fan et al., 2014; Biithlmann
et al., 2014). One of the most popularly used high-dimensional regression methods is the
lasso linear regression, which assumes that the underlying regression coefficients are sparse
(Tibshirani, 1996). However, the lasso penalty introduces non-negligible bias that renders
high-dimensional statistical inference challenging (Wainwright, 2019). To address this chal-
lenge, Zhang and Zhang (2014) and van de Geer et al. (2014) proposed the debiasing method
to construct confidence intervals for the lasso regression coefficients: the main idea is to first
obtain the lasso estimator, and then correct for the bias of the lasso estimator using a low-
dimensional projection method. We refer the reader to Javanmard and Montanari (2014),
Belloni et al. (2014), Ning and Liu (2017), Chernozhukov et al. (2018), among others, for
detailed discussions of the debiasing approach, and also Wainwright (2019) for an overview
of high-dimensional statistical inference.
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The aforementioned studies were established under the assumption that there are no
unmeasured confounders that are associated with both the response and covariates. How-
ever, this assumption is often violated in observational studies. For instance, in genetic
studies, the effect of certain segments of DNA on the gene expression may be confounded
by population structure and microarray expression artifacts (Listgarten et al., 2010). An-
other example is in healthcare studies where the effect of nutrients intake on the risk of
cancer may be confounded by physical wellness, social class, and behavioral factors (Fewell
et al., 2007). Without adjusting for the unmeasured confounders, the resulting inferences
from the standard debiasing methods could be biased and consequently, lead to spurious
scientific discoveries.

Various methods have been proposed to perform valid statistical inferences for regres-
sion parameters in the presence of hidden confounders. One commonly used approach is
instrumental variables regression, which typically requires domain knowledge to identify
valid instrumental variables, making it challenging for high-dimensional applications (Kang
et al., 2016; Burgess et al., 2017; Guo et al., 2018; Windmeijer et al., 2019). Recently,
under a relaxed linear structural equation modeling framework, Guo et al. (2022) proposed
a deconfounding approach for statistical inference for individual regression coefficients. Fan
et al. (2023) developed a factor-adjusted debiasing method and conducted statistical esti-
mation and inference for the coefficient vector. However, these two methods rely on the
linearity assumption between the response and covariates, which may not hold when the
response is not continuous but categorical (binary, count, etc.). Such categorical data com-
monly occurs in genetic, biomedical, and social science applications, and thus alternative
methods are needed to perform valid statistical inferences in these cases.

To bridge the gap in the existing literature, we propose a novel framework to perform
statistical inference in the context of high-dimensional generalized linear models with hidden
confounding. The main idea of our proposed method involves estimating the unmeasured
confounders using high-dimensional factor analysis techniques and then applying the de-
biasing method on the regression coefficient of interest, with the estimated unmeasured
confounders treated as surrogate variables. This method does not rely on the linear model
assumption or any specific model form and it is applicable to more general models beyond
the generalized linear models, such as graphical models (Ren et al., 2015; Zhu et al., 2020)
and additive hazards models (Lin and Ying, 1994; Lin and Lv, 2013).

Theoretically, we show that under some mild scaling conditions, the estimation errors of
proposed estimators achieve comparable rates as that of the ¢;-penalized generalized linear
model without unmeasured confounders. We further show that the debiased estimator for
the coefficient of interest is asymptotically Gaussian after adjusting for the unmeasured
confounders, which results in a valid statistical inference for high-dimensional generalized
linear models with hidden confounding. It is worth highlighting that when using a factor
model to relate covariates and unmeasured confounders, we make more general assumptions
on the random noise compared to existing works. Specifically, we allow the random noise to
be non-identically distributed. This represents a significant improvement over the majority
of previous works, which assume that the random noise follows an independent and identical
distribution (Guo et al., 2022; Fan et al., 2023). Furthermore, unlike existing methods
under the linear framework (Guo et al., 2022; Fan et al., 2023), generalized linear models
pose new challenges as many transformation and decomposition techniques commonly used
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for the linear models are not directly applicable. Consequently, more general and refined
intermediate results are needed as “building blocks” in the proofs (see Remark 8 in Appendix
D.1 for details).

Our paper is organized and structured as follows. In Section 2, we introduce the model
setup and provide a comprehensive discussion of related literature. Section 3 presents our
two-step approach for estimating the parameter of interest while adjusting for the effect of
unmeasured confounders. Section 4 establishes the theoretical properties of the parameter
including the estimation consistency as well as the asymptotic normality for the estimator.
In Section 5, we demonstrate the performance of our proposed method and the validity
of theoretical results via extensive simulation studies. We also provide an application to
genetic data containing gene expression quantifications and stimulation statuses in mouse
bone marrow-derived dendritic cells, where we identify significant gene expressions under
stimulations, which are consistent with the experimental findings in genetic studies (Nemetz
et al., 1999; Ather and Poynter, 2018; Jang et al., 2018; Toyoshima et al., 2019). Lastly,
in Section 6, we provide concluding remarks and outline potential future directions for this
research.

2. Generalized Linear Models with Hidden Confounding

In this section, we first set up a generalized linear model with hidden confounding and
introduce a scientific application of our model framework. Then we will discuss related
high-dimensional models in the existing literature.

2.1 Problem Setup

Consider a high-dimensional regression problem with a unidimensional response y and a
p-dimensional observed covariates X. In addition, assume that there is a K-dimensional
unmeasured confounders U that are related to both y and X. Without loss of generality,
we write X = (D, QT)", where D € R is the covariate of interest and Q € RP~1is a (p—1)-
dimensional vector of nuisance covariates. Furthermore, we denote # € R as the univariate
parameter of interest, v € RP~! as parameters for the nuisance covariates, and 8 € RX as
parameters that quantify the effects induced by the unmeasured confounders. The goal is
to perform statistical inference on the parameter 6.

We assume that y given D, Q, and the unmeasured confounders U follows a generalized
linear model with probability density (mass) function:

fy) =exp[{y(6D +v"'Q + B'U) - b(0D +v'Q + B'U)}/a(¢) + c(y, )], (1)

where ¢ is the scale parameter, and a(-), b(+), and ¢(-) are some known functions. As the
distribution of y belongs to the exponential family, we have E(y) = /(0D + v"Q + B8"U)
and var(y) = b"(0D + v"Q + BTU)a(¢). For simplicity, we take a(¢) = 1. For notational
convenience, let Z = (D, Q",U™)" be a vector that includes all observed covariates and the
unmeasured confounders, and let n = (6,v™,3")" be the corresponding parameters. We
now provide three commonly used examples.
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Example 1 (Logistic Regression) Lety € {0,1} be a binary variable. Given covariates
D, Q, and unmeasured confounders U, the response y follows the logistic regression model
with ¢ =1, a(¢) =1, b(t) = log{1l + exp(t)}, and c(y, ¢) = 0.

Example 2 (Poisson Regression) Let y € {0,1,2,...} be a discrete variable. Given
covariates D, Q, and unmeasured confounders U, the response y follows the Poisson re-
gression model with ¢ =1, a(¢) =1, b(t) = exp(t), and c(y, p) = —log(y!).

Example 3 (Linear Regression) Lety € R be a real-valued response variable. Given co-
variates D, Q, and unmeasured confounders U, the response y follows the linear regression
model y = 0D +v"Q + BU + ¢ with E(¢) = 0 and var(c) = 0. The model parameters are
¢ =02, a(0?) = 02, b(t) = t?/2 and c(y, 0?) = —y?/(202) — log(2ma?) /2.

In addition, we assume that the relationship between covariates X and unmeasured
confounders U is captured by the following model:

X=W'U+E, (2)

where W € RE*P is the loading matrix that describes the linear effect of unmeasured
confounders U on covariates X, and F is the random noise independent of U. While
similar model as in (2) is considered in Guo et al. (2022) and Fan et al. (2023), here we
assume model (2) is an approximate factor model which allows for weak correlation and
non-identical distribution of the random noise. This is a general setting compared to many
existing works assuming E to be identically and independently distributed (Guo et al., 2022;
Fan et al., 2023). We will elaborate on this model setup and expound the assumptions for
weakly correlated random noise in Sections 3 and 4.

The aforementioned structural equation modeling framework can be applied to many sci-
entific applications. In the following, we provide one motivating example in genetic studies.
Various authors have found that the effect of gene expression in response to the environ-
mental conditions, e.g., viral or bacterial stimulation, might be confounded by unmeasured
factors (Price et al., 2006; Lazar et al., 2013). One interesting scientific problem is to assess
the effect of gene expression responding to the viral stimulation to cells, while adjusting
for the confounding effects from the unmeasured variables. The viral stimulation status,
a binary variable, is considered as the response variable y. Therefore, a generalized linear
model for modeling y is preferred. In this example, y is the viral stimulation status, X
is a vector of high-dimensional gene expression, and U is a vector of possible unmeasured
confounders. More details of the data application will be provided in Section 5.2.

2.2 Related Models in Existing Literature

In high-dimensional regression, the adjustment for the hidden confounding effects is a chal-
lenging and intriguing problem. There are various related models in the literature. For
instance, to address the difficulty of model selection when p > n, Paul et al. (2008) as-
sumed that y and X are connected via a low-dimensional latent variable model: y = 87U+«
and X = WTU + E, where the latent factors are associated with response and covariates
are only used to infer the latent factors. However, the response and covariates are not di-
rectly associated. Different from the latent variable model in Paul et al. (2008), Bai and Ng
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(2006) considered an additional low-dimensional covariate G to the latent variable model,
that is expressed as y = 87U + o' G + ¢ and X = WTU + E. Besides, there are other
factor-adjusted models that can be extended to adjust hidden confounding. For example,
Fan et al. (2020) studied the high-dimensional model selection problem when covariates are
highly correlated. As most commonly used model selection methods may fail with highly-
correlated covariates, they used a factor model to reduce the dependency among covariates
and proposed a factor-adjusted regularized model section method. Fan et al. (2020) con-
sidered a generalized linear model between response and covariate, which together with
the factor model forms a similar model framework as ours. However, the problem they
studied is fundamentally different than our problem. They did not assume hidden con-
founding and the factor model is only used to identify a low rank part of highly-correlated
covariates whereas in our problem, we focus on the regression problem with unmeasured
confounders associated with response and covariates. Similar factor-adjusted methods have
also been studied in other settings (e.g., Gagnon-Bartsch and Speed, 2011; Wang and Blei,
2019); however, as noted in Cevid et al. (2020), related theoretical justifications are still
underdeveloped in the literature.

Recently, many researchers studied the following linear hidden confounding model, which
can be viewed as a special case of our framework,

y=0D+v'Q+B3"U+¢e, X=W'U+E. (3)

Under this model, Kneip and Sarda (2011) used the principal component method to esti-
mate the unmeasured confounders and then applied a selection procedure on a projected
model. Cevid et al. (2020) proposed a method that first performs the spectral transforma-
tion pre-processing step and then applies the lasso regression on the transformed response
and covariates. However, these two works focused on estimation consistency and did not
address inference issues. Several works have investigated statistical inference on the covari-
ate coefficients. For example, Guo et al. (2022) proposed a doubly debiased lasso method
to perform statistical inference for 6. Different from the approach of Guo et al. (2022)
that implicitly adjusts for the hidden confounding effects, Fan et al. (2023) proposed to
first use the principal component method to estimate unmeasured confounders and then
construct the bias-corrected estimator for ||(6,v")| oo, which involves the decomposition of
the estimation error relying on the linear form of the response and uses the projection of
the response onto the factor space. The motivation of Fan et al. (2023) originated from
Fan et al. (2020). When covariates are highly correlated, the leading factors are likely to
have extra impacts on the response. So they augmented the factor into the sparse linear
regression model between response and covariates, which is written as (3). However, these
techniques are designed for linear models and may not be directly applicable to generalized
linear model settings.

3. Estimation Method

In this section, we propose a novel framework to perform statistical inference for a param-
eter of interest in the context of high-dimensional generalized linear models with hidden
confounding. In the proposed framework, we first estimate the unmeasured confounders
using a factor analysis approach. Subsequently, the estimated unmeasured confounders are
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treated as surrogate variables for fitting a high-dimensional generalized linear model, and a
debiased estimator is constructed to perform statistical inference.

Throughout this section, we assume that the observed data {y;, X;}i=1, . and the
unmeasured confounders {U;}i—1 ., are realizations of (1) and (2). Moreover, the ran-
dom noise E; = (Ej,...,E;)" has mean zero and variance Q; = E(E;E]). Let X, =
diag(n=t Y"1 | €2;), where diag(A) denotes a diagonal matrix by setting off-diagonal entries
in A to zero. In the p x p diagonal matrix 3., we denote the j-th diagonal element to be
0]2» =n"13" 7, where 7; ;; is the (j, ) element of ;. The model assumption on the
random noise is general as it does not assume that the random noise E; is identical nor does
it require the covariance matrix €2; to be diagonal. The detailed theoretical assumptions

regarding the random noise will be presented in Section 4.

Estimation of the Unmeasured Confounders: In this work, we consider the dimension
K as pre-specified. In practice, there are various methods to estimate the dimension of
unmeasured confounders such as scree plot (Cattell, 1966), cross-validation method (Owen
and Wang, 2016), information criteria method (Bai and Ng, 2002), the eigenvalue ratio
method (Lam and Yao, 2012; Ahn and Horenstein, 2013), among others. In the implemen-
tation of our proposed method, we recommend the parallel analysis approach because of
its good finite sample performance, easy implementation, and popularity in scientific ap-
plications (Hayton et al., 2004; Costello and Osborne, 2005; Brown, 2015) — it has shown
superior performances compared to many other methods in various empirical studies (Zwick
and Velicer, 1986; Peres-Neto et al., 2005). Detailed discussions on the estimation of the
dimension of unmeasured confounders are presented in Appendix C.

We employ the maximum likelihood estimation to estimate the unmeasured confounders
under (2). Without loss of generality, let U = n=t>"" | U; =0andlet S, = n~1 > | U;US
be the sample variance of U. Similarly, let S, =n=1 Y " | (X; — X)(X; — X)" be the sam-
ple variance of X, where X = n~! Yo, X;. Given unmeasured confounders Uy, ..., Uy,
define an approximation of population variance of X to be ¥, = WTS,W + 3.. Note
that 3, is not exactly the covariance matrix of X because we do not restrict €2; to be
diagonal and define X, to be diagonal by setting the off-diagonal of n=1 "7, £2; to be zero.
Based on the factor model in (2), the maximum likelihood estimators of W, S,, and ¥, are
obtained as follows:

(W, S, 3..) = argmax {—(21))*1 log |X%,| — (Zp)*1 tr(Sngl)} .
W,5.,%.

Computationally, we employ the Expectation-Maximization (EM) algorithm to obtain
the maximum likelihood estimators as suggested in Bai and Li (2012) and Bai and Li (2016),
where the authors proved the EM solutions are the stationary points for the likelihood
function. Specifically, in this iterated EM algorithm, we use the principal components
estimator as the initial estimator. Because principal component estimators are shown to
be consistent estimators under similar model assumptions as ours (Fan et al., 2013; Wang
and Fan, 2017), using the principal component estimators in initialization instead of using
random initialization helps to improve algorithm efficiency and find more refined estimation
results. At the ¢-th iteration, denote the estimators at this step to be W® and 29. The
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EM algorithm updates the estimators to be

" -1
Y RUU | X, WP, 50)

i=1

wtrnr = I EXUT | X, WO, 50)
=1

Eét-‘rl) _ dlag(Sz o W(t-‘rl){w(t)}T{Eg)}—lS:E)

where X! = {W(t)}TW(t) + Eét),

n DY EXUT | X, WO, 50 = S {m0 - wtyT,
=1

S EOUUT | X, WO 20) = WO}, {50} w0y
=1

+Ix — WOBO L @Oy,

The iterative steps stop when |[W &) — W®)|| - and Hzﬁf“) —xi || are less than certain

tolerance value. Let W and Z;[ to be the estimators at the last step, and V to be the
matrix containing eigenvectors of p_1WT(El)_1(WT)T corresponding to the descending
eigenvalues. The maximum likelihood estimators are W = VITWT and 3. = I, The
estimator S, is obtained after estimating W and 3.. As S, is not our focus in this
method, we omit its derivation details in this paper.

With W and ﬁ]e, we then estimate U; using the generalized least squares estimator:

U =W'whH'wa l(X; - X). (4)
Next, we treat the estimators U, ... , U, as surrogate variables for the underlying un-

measured confounders to fit a high-dimensional generalized linear model. We then con-
struct a debiased estimator for the parameter of interest by generalizing the decorrelated
score method proposed by Ning and Liu (2017). Other debiasing approaches such as that
of van de Geer et al. (2014) could also be similarly developed.

Initial ¢1-Penalized Estimator: Recall that n = (6, v™, 8")". For vector r = (r1,...,r)",
define |||y = 23‘:1 |rj|. To fit a high-dimensional generalized linear model, we solve the
/1-penalized optimization problem

n
A= argmin | =S {y:(0D; + " Qi + B7T;) — b(OD; + v7Q; + BT} + A(I0] + [o]l) | |
neRP+K) n i=1

where 7] = (9,@T,BT)T and b(t) is a known function, given a specific generalized linear
model. Throughout the manuscript, for notational convenience, let ¢ = (v™, 37)" be re-
gression coefficients for the nuisance covariates and unmeasured confounders. Accordingly,
we have n = (0,¢")", with the goal of performing statistical inference on 6. In the following,
we construct a debiased estimator for 6, generalizing the approach in Ning and Liu (2017)
to situations involving unmeasured confounders.

A Debiased Estimator: Before we unfold the details of constructing a debiased estimator,
we start with introducing some notations. Let I = E{b"(D; +v"Q;+ B"U;)Z;Z]} be the
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Fisher information matrix, and let w™ = Ig¢I &1, where Ip¢ and I¢¢ are corresponding block
matrices of I. In addition, let Iy = E{b"(0D; +v"Q; + B7U;)D;(D; — w" M;)} be the
partial Fisher information matrix, where M; = (Q7,U])" is a vector of nuisance covariates
and unmeasured confounders. Finally, let 1(0,¢) = —n~" 32" {y;(0D; + ¢TM;) — b(0D; +
¢TM;)} with M; = (QT,UF)™ be the loss function.

We define S(0,¢) = Vyl(0,¢) —w™Vi(0, ) as the generalized decorrelated score func-
tion, where Vyl(6,¢) and V¢I(6,{) are the partial derivatives of the loss function with
respect to 6 and (, respectively. Different from the existing definition of the decorrelated
score function in Ning and Liu (2017), the generalized decorrelated score function takes into
account the effects induced by the unmeasured confounders. Specifically, in the presence of
unmeasured confounders, the generalized decorrelated score function is uncorrelated with
the score function corresponding to the nuisance covariates as well as the unmeasured con-
founders, i.e., E{S(0,{)"V¢l(8,¢)} = Ig¢ — IggI&lIgg = 0. The debiased estimator of 6 is
constructed by solving for 6 from the first-order approximation of the generalized decorre-
lated score function S(6,¢) + f9|g(0~ —6) = 0. From the first-order approximation equation,
we see that to establish the debiased estimator 9~, we need to construct two estimators
S(é, é’) and jg‘c, and the key is to estimate w.

We estimate w by solving the following convex optimization problem:

. . 1< A2 A2

W= argmin — Y {w"Vecli(0, Q)w — 2w Vepli(0,€)} + Nlwll1,
weR@+E-1) 21 i—1

where 1;(0,¢) = —y;(0D; +¢T M;) +b(0D; +¢T M;) is the ith component of the loss function

and ) > 0 is a sparsity tuning parameter for w. Equivalently, the estimator w is obtained

by

1 & . o )
W= argmin — Y "(0D; + {TM;)(D; — w"M;)? + X|w;. (5)

’UJER(I)+K71) n =1

The estimator w is constructed with the intuition of finding a sparse vector such that the
generalized decorrelated score function is approximately zero. This coincides with the intu-
ition to solve for § from the first-order approximation of the generalized decorrelated score
function. Under the null hypothesis Hy : 8* = Y, we estimate the generalized decorrelated
score function and the partial Fisher information matrix by

. R 1< JUR .
S(0°.¢) = - > {yi —V(0°Di +97Qi + BTUN) HD; — " M;);
i=1

. 1 & . A o .
lye = — V(0D +0"Qi+ B U)Di(Di — w" M,).
i=1

The debiased estimator can then be constructed as 6 = 6 — (fgm)*lg (6°,¢). We will show

in Section 4 that the debiased estimator 6 is asymptotically normal. Subsequently, the
(1 —a) x 100% confidence interval for 6 can be constructed as

{0 — (nlge) ™ 2@71 (1 — a/2), 0+ (ndpe) 20711 — a/2)}, (6)

where ®(t) is the cumulative distribution function for the standard normal random variable.
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4. Theoretical Results

Recall that our proposed method yields estimators 7, w, and the debiased estimator 6. In
this section, we first establish upper bounds for the estimation errors of 7 and w under the
£1 norm. Subsequently, we show that the debiased estimator 0 is asymptotically normal.

For a vector r = (r1,...,m)", let |||, = (Zé’:l Ir;|9)1/2 for ¢ > 1 and let ||r|le =
max;—q, . |rj|. For any matrix A, let Apax(A) and Amin(A) represent the largest and
smallest eigenvalues of A, respectively. Moreover, for sequences {a,} and {b,}, we write
an < by if there exists a constant C' > 0 such that a, < Cb, for all n, and a, =< b, if
an S by and b, S ap. For a sub-exponential random variable Yi, we write ||Yi||,, = inf[s >
0: E{exp(Y1/s)} < 2] as the sub-exponential norm. For a sub-Gaussian random variable Y5,
we write || Ya||p, = inf[s > 0: E{exp (Y#/s%)} < 2] as the sub-Gaussian norm. Throughout
the manuscript, we will use an asterisk on the upper subscript to indicate the population
parameters. In addition, we define s, = card{(j : n; # 0)} and s,, = card{(j : w} # 0)} as
the cardinalities of n* and w*, respectively. All of our theoretical analysis are performed
under the regime in which n, p, s;, and s, are allowed to increase, and the number of
unmeasured confounders K is fixed.

We start with some conditions on the factor model in (2). Similar conditions were
also considered in Bai and Li (2016) in the context of high-dimensional approximate factor
model.

Assumption 1 For some large constant C > 0,

(b) E(EinEij) = Tipj with |14 < mhj for some 15 > 0 and all i = 1,...,n, and
S mhi <C forallj=1,...,p.

(C) E(EijEsj) = pPis,j with |pi57j| < Pis fO’r‘ some pis > 0 and all j = 1,...,p, and
Y Y pis < C.

(d) For all j,q=1,...,p,

n 4
1
EQ |—= Y |EijEiq — E(E;Ei)]| ¢ <C.
\/ﬁi:1[ J=q J fI]

(e) [Wl2 < C and UJQ» are estimated within the set [C~2,C?] for all j. For positive def-
inite matrices T* and T*, limpy_yoo p 1 W*(22) "L (W*)T =T and limy 0o p~ ! 25:1(‘7;)_4
{W))T 0 (W)THW; @ W) =T, where ® is the Kronecker product.

Assumption 1 is more general than assumptions in classical factor analysis (Anderson
and Amemiya, 1988; Bai, 2003; Fan et al., 2013; Bai and Li, 2016). Instead of constraining all
the E; to have a diagonal covariance matrix, we now only require the higher-order moment
of E; to be bounded, the diagonal entries o7’s to be bounded, as well as the magnitudes of
the correlations among entries of E; to be controlled in Assumption 1. The conditions are
mild as we only control the magnitude of correlations rather than assuming zero correlations
as in classical factor analysis. Assumption 1(e) is a regularity condition for restricting the
parameters. Overall, Assumption 1 follows standard conditions for the approximate factor
model in Bai and Li (2016) and is required for the estimation consistency of the unmeasured
confounders.
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Comparing Assumption 1 to the dense confounding assumption (A2) imposed on the
linear framework in Guo et al. (2022), our assumption is mild as it holds for a broad regime
of n and p. Specifically, the dense confounding assumption (A2) in Guo et al. (2022) is
related to our assumption 1(e) that lim,_c p7*W*(2#) "1 (W*)T = I'* where I'* is positive
definite. Our assumption follows from classical factor analysis literature and as a result, we
have A\ (W™*) < /p, where A\ (W?) is the ¢-th singular value of the factor loading matrix
W*. With 4" = (6,v") being the coefficient for all covariates and ~; being the individual
coefficient of interest, the dense confounding assumption mainly requires that

Ag(WZ;) > max {M Kpn=1(log p)*/*, VM Kp*/*(log p)*/®, \/Knlogp} ,

where W, denotes the factor loading matrix W with j-th column removed. Guo et al.
(2022) focuses on the setting p > n and they point out that in the high-dimensional regime
and under certain settings, the dense confounding assumption holds with high probability.
Specifically, when the entries of W are i.i.d. Sub-Gaussian with zero mean and variance o2,
it holds that A,(W_;) < /poy, and the dense confounding assumption requires p > Knlogp
and min{n,p} > K3(logp)*/2M? to make o, diminish to zero. However, this condition is
restricted to the high-dimensional regime and may not hold when p is of relatively lower
order.

Moreover, without loss of generality, we assume a working identifiability condition: S, =
I and p~1W*(Z)"L(W*)T is a diagonal matrix with distinct entries. Note that the
aforementioned working identifiability condition is for presentation purpose only and not
an assumption on the model structure. As presented in Appendix B, when such a working
identifiability condition is not satisfied, our theoretical results in Theorems 2 and 3 are
still valid. We also illustrate this via simulation in Section 5.1. Next, we impose some
assumptions on the generalized linear model with unmeasured confounders in (1).

Assumption 2 (a) The Fisher information I* = EW"{(n*)"Z,;} Z; Z]"] satisfies Amin(I*) >
Kk, where kK > 0 is some constant.

(b) For some constant M > 0, || Xil|ooc < M, ||Uiljoc < M, ||[0n*[|ec < M and |[(w;)"Q;] <
M, where wy = (w3, ..., wy)"

(¢) The term |y; — b'{(n*)" Z;}| is sub-exponential with ||y; — 0'{(n*)" Z;}||,, < M.

(d) Assume that a1 < (*)"Z; < ag and 0 < |V/(t)] < B with |b'(t1) — V' (¢)| < Bl(t1 —
HY' (t)] and 0 < b"(t) < B with [b"(t1) — b"(t)| < Bty — t|b"(t) for constants a1, az and B,
where t € [a1 — €,a2 + €] for € > 0 and sequence t1 satisfies [t; —t| = o(1).

In the absence of unmeasured confounders, similar conditions in Assumption 2 can be
implied from the conditions in Theorem 3.3 in van de Geer et al. (2014) and Assumption
E.1 in Ning and Liu (2017). When U; and X, are binary or categorical, Assumption 2(b)
holds with a constant M > 0. When U, and X; are sub-exponential random vectors, As-
sumption 2(b) holds with M = e¢n~/2(log p)'/? for some constant ¢ > 0, with probability
at least 1 — p~!. Assumption 2(d) imposes mild regularity conditions on the function b(),
and is commonly used in analyzing high-dimensional generalized linear models without un-
measured confounders. We require the function b(¢) to be at least twice differentiable and
b'(t) and b”(t) to be bounded. Specifically, |b”(t1) —b"(t)| < B|t1 —t|b”(t) can be implied by
[ (t)] < BY’(t) when b (t) exists, which is a weaker condition than the self-concordance
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property (Bach, 2010). This boundary assumption is important for the concentration of the
Hessian matrix of the loss function. Assumption 2(d) holds for commonly used generalized
linear models. For example, for logistic regression where b(t) = log{1 + exp(t)}, Assump-
tion 2(d) holds with B = 1, and a1, ag extended to infinity and it can be similarly verified to
hold at B = max{1, exp(ag+¢)} for Poisson regression and B = max{1/(az+¢€)?,2/|az +¢|}
for exponential regression with as < 0. For linear model, Assumption 2 can be relaxed as
stated in Remark 4.

The theoretical analysis on the unmeasured confounders estimator is important in estab-
lishing the theoretical guarantee for our debiased method. As the decomposition techniques
commonly used in linear models may not be applicable in generalized linear model settings,
it is necessary to establish more general and refined intermediate results as the foundation of
our theoretical analysis (see Remark 8 in Appendix D.1 for more details). We first present
a uniform convergence result for the estimators of the unmeasured confounders.

Proposition 1 Under Assumptions 1-2, if n,p — oo, we have

A 1 logn
max ||U; —U||x =0, |—=+ )
max [0~ Uil = 0 < AR )

From Proposition 1, the estimator of unmeasured confounders U; uniformly converges
to U; at p > logn, which holds naturally under the high-dimensional regime p > n.
Moreover, the convergence rate O,(n~"2 + p~1/2 (logn)'/?) is of a similar order to the
convergence rates of principal component estimators (Fan et al., 2013; Wang and Fan,
2017). The estimation results of 7 and W are dependent on the accuracy of the estimator
of unmeasured confounders and we next establish upper bounds on the estimation errors
for  and w.

Theorem 2 (Estimation consistency) Suppose that Assumptions 1-2 hold. With \ <
N =< n~Y2(logp)/? + p~1/2(logn)'/?, if the scaling condition n,p — oo and (sy \V sp)
{n=12(log p)'/? + p~1/2(logn)/2} = 0,(1) hold, then we have

. N logp logn
Hn—nHl—Op{Sn<\/ 0 T\, )}

. " log p logn
Hw_w”lep{(Sw\/Sn)(\/ n ‘*‘\/ » )}

The effect of unmeasured confounders enters the rate of the estimation error in our
results through the term p~'/2(logn)'/2. Under the high-dimensional setting with p > n,
the unmeasured confounders effect is dominated by n~'/ 2(log p)l/ 2 and as a result, the
convergence rates in Theorem 2 are of the same order as in the oracle case when the
unmeasured confounders are assumed to be known (van de Geer et al., 2014; Ning and Liu,
2017). With the estimation consistency established, we show that the debiased estimator
from the proposed estimation method is asymptotically normal, and thus valid confidence
intervals can be constructed.

11
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Theorem 3 (Asymptotic normality) Suppose that Assumptions 1-2 hold. With \ <
N = n~Y2(logp)'/? + p='/2(logn)'/2, if the scaling condition n,p — oo and (s, V sp)
(n=12logp 4+ p~'n'/?logn) = 0,(1) hold, then

n'2(I5)?(6 = 0%) =4 N(0,1). (7)

The result in Theorem 3 is similar to existing inference results for high-dimensional
generalized linear models without unmeasured confounders (van de Geer et al., 2014; Ning
and Liu, 2017; Ma et al., 2021; Shi et al., 2021; Cai et al., 2023). Theorem 3 is established
under the condition that the estimation errors of 79 and w in Theorem 2 are o,(1). As a
consequence of the asymptotic normality result in Theorem 3 and that fG\C is consistent
estimator for I ;| ¢» the construction of the confidence interval in (6) is valid.

Remark 4 For the linear model, estimation consistency and asymptotic normality results
in Theorems 2 and 3 hold with less stringent conditions than that in Assumption 2. Suppose
Assumption 1 and Assumption 2(a) hold and assume that the random noise €; is indepen-
dent sub-Gaussian random variable and Z; is sub-Gaussian vector such that |&;||,, < M
and ||Zij|l,y < M for some constant M > 0. By choosing A < X < n~'/2(logp)'/? +
p~Y2(ogn)/2, if n,p — 00 and (s, V s,)(n"2logp + p~'nt/2logn) = 0,(1), the estima-
tion error bounds in Theorem 2 hold and the debiased estimator 0 is asymptotically normal
with limiting distribution (7). Similar assumptions are commonly imposed in many erist-
ing inference methods for high-dimensional linear models without unmeasured confounders
(Zhang and Zhang, 2014; Javanmard and Montanari, 2014) as well as in the existence of
confounders (C’em’d et al., 2020; Guo et al., 2022).

Remark 5 The sparsity assumption on w is a standard assumption in high-dimensional re-
gression models without unmeasured confounders. It may be more suitable and even weaker
in our proposed framework with unmeasured confounders. In high-dimensional regression
models without unmeasured confounders, the sparsity assumption on w is implied by the
sparse inverse population Hessian condition (van de Geer et al., 2014; Belloni et al., 2016;
Ning and Liu, 2017; Jankova and van de Geer, 2018). Specifically, the sparse inverse pop-
ulation Hessian condition implies the sparsity of the coefficient parameter w in a weighted
node-wise lasso regression D; ~ Q;, which is similar to (5) but regresses the covariate of
interest D; on the rest of the covariates Q);.

In our proposed setting with unmeasured confounders, as shown from (5), we assume
that in the weighted node-wise lasso regression D; ~ Q; + U;, the coefficient of Q;, denoted
as wq, to be sparse. That is, wy is sparse, conditional on the unmeasured confounders U;.
The sparsity assumption is mild and can be satisfied in many settings. For example, under
the assumptions in classical factor analysis in which the covariance matriz of the random
error E; is diagonal, D; is uncorrelated with the other covariates Q;, conditioned on the
unmeasured confounders U;. In this case, we have wg = 0, conditioned on U; and thus the
sparsity assumption holds naturally. We also want to point out that the imposed sparsity
assumption may be weaker than that of existing work on high-dimensional inference without
unmeasured confounders, where the coefficients of regression D; ~ Q; are assumed to be
sparse. For instance, we allow D; to be densely correlated with Q; marginally. In other
words, we only require wy, the coefficient for Q; in D; ~ Q; + U, to be sparse, conditional
on the confounders U; while marginally the coefficients of D; ~ Q; could be dense.

12
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Remark 6 For the simplicity of theoretical analysis, we assume the dimension of unmea-
sured confounders K to be fixred and known, which is also assumed in Wang and Fan (2017),
Fan et al. (2023), Wang (2022) and many other works. Nevertheless, our theoretical results
hold as long as K 1is consistently estimated. As introduced in Section 3, we use parallel
analysis to estimate the dimension of unmeasured confounders in practice. Theoretically,
it has been shown that parallel analysis consistently selects the dimension of unmeasured
confounders in factor analysis (Dobriban, 2020). Specifically, when the dimension p is rel-
atively large compared to the sample size n, each factor loads on not too few variables, and
the signal size of unmeasured confounders is not too large, parallel analysis selects the num-
ber of factors with probability tending to one (Dobriban, 2020). These conditions can be
satisfied under our framework, implying that the dimension of unmeasured confounders is
consistently determined. Moreover, empirically we find that the proposed method still pro-
vides satisfying inference results under some overestimation of K. Intuitively, as long as the
corresponding linear combinations of the true underlying factors U in the considered models
can be well approrimated by those of the estimated U, the developed inference results for 6*
would still hold. To further illustrate this, we perform simulation studies in Appendiz C to
show that the overestimation of K may not affect the asymptotic properties of the debiased
estimator.

5. Numerical Studies

To illustrate the performance of our proposed method, we conduct numerical experiments
including simulation studies and an application of our method to a genetic data set.

5.1 Simulations

We consider two different models in (1), a linear regression model and a logistic regression
model. We compare our method with two alternative approaches for performing high-
dimensional inference: the oracle method where we perform the debiasing approach as-
suming that the true values of unmeasured confounders are known; and the naive method
in which the unmeasured confounders are neglected in the estimation and we perform the
debiasing approach with the observed covariates only. In addition, for the linear regression
setting, we compare the proposed method with the doubly debiased lasso method proposed
by Guo et al. (2022). The sparsity tuning parameters for all of the aforementioned meth-
ods are selected using 10-fold cross-validation. Our proposed method involves estimating
the dimension of the unmeasured confounders, which we estimate using the parallel analy-
sis (Horn, 1965; Dinno, 2009). To evaluate the performance across the different methods,
we construct the 95% confidence intervals for the parameter of interest, and compute the
average confidence length and the coverage probability of the true parameter over 300 in-
dependent replications.

First, we generate each entry of the unmeasured confounders Uy, ..., U, € R? and each
entry of the random error FE, ..., E, € RP from a standard normal distribution. We set

05,35 0 0
(W*)T = 0 1p/3 0 )

0 0 L5,/ .
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where 0.5,/3, 1,3, and 1.5,/3 are vectors of dimension p/3 with all entries equal 0.5, 1,
and 1.5, respectively (in our simulation, p/3 is set as integer values). The 0 in the matrix
denotes a vector of dimension p/3 with all entries equal 0. We then generate the covariates
X, = (W)U, + E; with D; = X;; and Q; = X; _1. It can be verified that the above
setting satisfies the working identifiability condition described in Section 4. Later in this
section, we also perform additional simulation studies as to illustrate the validity of the
theory when the working identifiability condition does not hold.

We consider both the linear regression model and the logistic regression model: for linear
regression, we generate the response y; according to y; = 0* D;+(v*)"Q;+(8%)"U,;+¢;, where
the random noise ¢; is generated from a standard normal distribution; for logistic regression,
the response y; is generated from a Bernoulli distribution with probability p;(6*,v*, 8*) =
1/(1 +exp[—{0*D; + (v*)"Q; + (B*)"U;}|). The regression coefficients for the unmeasured
confounders, parameter of interest, and nuisance parameters are set to be g8* = (1,1,1)7,
6* =0, and v* = (1,0,—2)", respectively.

Results for the cases when n = 500 and p varies from 100 to 1500 and when p = 600 and
n varies from 100 to 1500 under both linear regression model and logistic regression model
are presented in Fig. 1 and Fig. 2, respectively. From Fig. 1, we see that the naive method
suffers from undercoverage since the effects induced by the unmeasured confounders are
not taken into account. Our proposed method has coverage at approximately 0.95 and is
similar to that of the oracle method. The proposed method also has similar length of the
confidence intervals as that of the oracle method. As a comparison, the doubly debiased
lasso method suffers from undercoverage when p is relatively small (p < 100 and n = 500):
our finding is consistent with that of Guo et al. (2022), where they indicate that when p
is relatively small to n, bias from the hidden confounding effects can be relatively large,
which leads to undercoverage of their method. As p increases, we see that coverage for the
doubly debiased lasso method approaches to 0.95, but its confidence interval lengths are
larger than that of our proposed method, indicating our method is preferred in this case.

Under logistic regression model, our proposed method performs similarly to the oracle
method in terms of both coverage and length of the confidence intervals. Results for doubly
debiased lasso are not reported as it is not directly applicable to generalized linear model.

In the remaining subsection, we show that when the working identifiability condition
fails, our proposed method can still perform well. More discussions about the working iden-
tifiability condition are in Appendix B. Specifically, we set W7, ~ Unif[0,1] for j =1,...,p
and k = 1,2, and 3. This loading matrix implies that each covariate vector X is related to
all the confounders. The identifiability condition fails in such case as p~ 1 W*(Z*)~L(W*)T
is not a diagonal matrix. We continue with the parameter setting at the start of this sec-
tion and the data generation process is unchanged except for replacing the original loading
matrix with the new loading matrix where elements are uniformly distributed.

At varying dimensions n and p, we construct the confidence intervals using each method
over 300 simulations, and then compute the coverage probabilities of the 95% confidence
intervals on the true parameter and the average confidence interval lengths. Under the new
loading matrix, the results for linear regression model are shown in Fig. 3 and the results for
logistic regression model are shown in Fig. 4. We observe the coverage rates of our proposed
method can still achieve the desirable 0.95 level and are close to the oracle case. The naive
method performs worse than the proposed method, with coverage rates much less than the
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Figure 1: Coverage and length of the confidence interval under linear regression, averaged

over 300 replications, with varying p and fixed n = 500 (top), and with varying n
and fixed p = 600 (bottom). Black dashlines indicate the 0.95 level. Purple solid
lines (——) are our proposed method. Blue two-dashed lines (- —-) represent the
oracle case. Green dotted lines (- - +) indicate the naive method. Orange dashed
lines (= —) represent the doubly debiased lasso method.

0.95 level for most cases. For the linear regression results, although a little under coverage
in some cases, the doubly debiased lasso method exhibits good performance in this setting
with coverage rates approximating to the oracle case, while its average confidence interval
length is larger than that of the proposed method.

5.2 Data Application

In this section, we apply the proposed method to a genetic data containing gene expression
quantifications and stimulation statuses in mouse bone marrow derived dendritic cells. The
data were also previously analyzed in Shalek et al. (2014) and Cai et al. (2023). Specifically,
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Figure 2: Coverage and length of the confidence interval under logistic regression, averaged
over 300 replications, with varying p and fixed n = 500 (top), and with varying n
and fixed p = 600 (bottom). Black dashlines indicate the 0.95 level. Purple solid
lines (——) are our proposed method. Blue two-dashed lines (- —-) represent the
oracle case. Green dotted lines (- - ) indicate the naive method.

Cai et al. (2023) aimed to find significant gene expressions in response to three stimula-
tions, which are (a) PAM, a synthetic mimic of bacterial lipopeptides; (b) PIC, a viralike
ribonucleic acid; and (c) LPS, a component of bacteria. However, there may be potential
unmeasured confounders that may lead to spurious discoveries. Our goal is to investigate the
relationship between gene expressions levels and the different stimulations while accounting
for possible unmeasured confounders.

We start with pre-processing the data: we consider expression profiles after six hours of
stimulations and perform genes filtering, expression level transformation, and normalization.
The details can be found in Cai et al. (2023). After the pre-processing steps, we have three
groups of cells including 64 PAM stimulated cells, 96 PIC stimulated cells, and 96 LPS
stimulated cells, respectively. Moreover, each of the three groups contains 96 control cells
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Figure 3: Coverage and length of the confidence interval under linear regression with new
loading matrix, averaged over 300 replications, with varying p and fixed n = 500
(top), and with varying n and fixed p = 600 (bottom). Black dashlines indicate
the 0.95 level. Purple solid lines (——) are our proposed method. Blue two-dashed
lines (-—) represent the oracle case. Green dotted lines (- - /) indicate the naive
method. Orange dashed lines(— —) represent the doubly debiased lasso method.

without any stimulation. The gene expression quantifications are computed on 768 genes
for PAM stimulation group, 697 genes on PIC stimulation group, and 798 genes for LPS
stimulation group. For each group of cells, the high-dimensional covariates are the gene
expression levels, the stimulation status is a binary response variable recording whether a
cell is stimulated.

We fit the data using our proposed method and the naive method in which we perform
the debiasing approach without adjusting for unmeasured confounders. Applying each
method, we construct 95% confidence intervals for the regression coefficient for every gene.
In addition, we compute the p-value and effect size for each gene using each of two methods,
respectively. Our proposed method found that there are 7 possible confounders for the PAM
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Figure 4: Coverage and length of confidence interval under logistic regression new loading
matrix, averaged over 300 replications, with varying p and fixed n = 500 (top),
and with varying n and fixed p = 600 (bottom). Black dashlines indicate the
0.95 level. Purple solid lines (——) are our proposed method. Blue two-dashed
lines (-—) represent the oracle case. Green dotted lines (- - /) indicate the naive
method.

and PIC stimulation groups, and 9 possible confounders for the LPS stimulation group. The
95% confidence intervals constructed with our proposed method for each of the three groups
are shown in Fig. 5.

We see from Fig. 5 that the confidence intervals for some genes do not contain zero,
suggesting that they are possibly associated with their respective stimulations. For valid
statistical inference, we perform a Bonferroni correction to adjust for multiple hypothesis
testing. As a comparison, we perform similar procedures using the confidence intervals con-
structed with the naive method to identify the significant genes. Genes that are significantly
associated with the stimulation after Bonferroni correction from the proposed method and
naive method respectively are reported in Table 1. The small p-values and large effect sizes
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Figure 5: Confidence interval estimation using proposed method under logistic regression
for the stimulation groups of PAM (top), PIC (middle) and LPS (bottom). Pur-
ple intervals indicate confidence intervals that do not cover zero. Red intervals
represent confidence intervals that are among purple intervals and significant after
Bonferroni Correction.

indicate that the corresponding genes are strongly associated with their respective stimu-
lations. Some gene codes in Table 1 coincide with the findings in Cai et al. (2023), and
their functional consequences to the stimulation are also supported in existing literature.
Specifically, Cai et al. (2023) suggested that there exist significant association for “IL6”
with PAM stimulation, “RSAD2” with PIC stimulation, and “CXCL10” and “IL12B” with
LPS stimulation. Applying our proposed method in which the effects of unmeasured con-
founders are considered, we identify that “IL1B”, “IL6”, and “SAA3” are significant genes
for PAM stimulated cells, “RSAD?2” is significant for PIC stimulated cells, and “IL12B” is
significant for LPS stimulated cells. On the other hand, when we apply the naive method
which does not adjust for unmeasured confounders, we identify significant genes “IL1B”,
“IL6” for PAM stimulated cells, “RSAD2” for PIC stimulated cells and “IL12B” for LPS

19



OuyANG, TAN AND XU

stimulated cells. Comparing the proposed method with the naive method, our method that
adjusts for unmeasured confounders identifies an additional gene “SAA3”. In the genetics
literature, experimental studies support the finding that “SAA3” plays important roles in
immune reactions (Ather and Poynter, 2018). For instance, mice lacking the gene “SAA3”
develop metabolic dysfunction along with defects in innate immune development (Ather
and Poynter, 2018). This comparison suggests that our proposed method can identify sig-
nificant genes/variables that are not captured by existing debiasing procedures without for
adjusting unmeasured confounders.

Method Stimulation | Gene code p-value Effect size
IL1B 1743 x107° 4-295
PAM IL6 8.940x 10~ 6-484
Proposed method SAA3 8.800x 1076 4-445
PIC RSAD2  4.441x101'° 8-144
LPS IL12B 5-180x 1077 5-841
IL1B 6-908x10~7 4-963
Naive method PAM IL6 2.745x10~ 12 6-990
PIC RSAD2 <1x10°1'® 8-604
LPS IL12B 4.187x1078 5-482

Table 1: Significant gene expression associated with stimulations after Bonferroni correction
estimated using the proposed method and naive method, respectively.

Moreover, many genetic studies support that in addition to the “SAA3”, genes discov-
ered by our proposed method all play important roles in the immune response. The gene
“IL1B” encodes protein in the family of interleukin 1 cytokine, which is an important me-
diator of the inflammatory response and its induction can contribute to inflammatory pain
hypersensitivity (Nemetz et al., 1999). The genes “IL6” and “IL12B” are also known to
encode cytokines that play key roles in hosting defense through stimulation and immune
reactions (Miiller-Berghaus et al., 2004; Toyoshima et al., 2019). The expression of the
gene “RSAD2” is important in antiviral innate immune responses and “RSAD2” is also a
powerful stimulator of adaptive immune response mediated via mature dendritic cells (Jang
et al., 2018).

6. Discussion

This manuscript studies statistical inference problem for the high-dimensional generalized
linear model under the presence of hidden confounding bias. We propose a debiasing ap-
proach to construct a consistent estimator of the individual coefficient of interest and its
corresponding confidence intervals, which generalizes the existing debiasing approach to ac-
count for the effects induced by the unmeasured confounders. Theoretical properties were
also established for the proposed procedure.

Our goal of this paper is to conduct statistical inference for individual coefficients 6.
The purpose of adjusting for the unmeasured confounders in the proposed method is to
use the latent information for the better inference of covariates coefficient 6, while the
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inference for the coefficient of unmeasured confounders 3 is not the focus of the current
work. This problem setting has wide scientific applications. For instance, as introduced
in our data application, biologists are interested in the significance of the genes under the
simulations with the unmeasured confounders adjusted. Moreover, in many practices with
finite samples, consistent estimation of the number of factors may be problematic; our
method only requires that the estimated factors can well approximate the confounders and
the interpretation of the factors is of less interest in this setting. Here to investigate how
the accuracy of the estimation of the dimension of unmeasured confounders K affects the
asymptotic distribution of debiased estimator, we conducted a simulation study in Appendix
C and the results suggest that in practice, the overestimation of K may not affect the
asymptotic normality results, which may be because an abundant amount of unmeasured
confounders can still fully capture the covariate information and would not incur bias in
the point and interval estimation.

Nevertheless, the inference of unmeasured confounders is also of great interest in many
econometrics and psychometrics applications. For instance, Fan et al. (2023) recently pro-
posed an ANOVA-type testing procedure for testing the existence of unmeasured con-
founders or not. It would be interesting to develop similar inference testing procedures
under the generalized linear models in applications when the inference of the unmeasured
confounders of scientific interest.

Another interesting related problem is regarding the inference on group-wise covariate
coefficients. We next briefly describe how to generalize our method to obtain the group-wise
asymptotic distribution of max;ecq |7;| via a bootstrap-assisted procedure for v = (6,v") €
RP and any subset G C {1,...,p}. The procedures follow simultaneous inference results
from Zhang and Cheng (2017) and are shown as follows.

e Step 1: For each ;, we construct a debiased estimator 7; using our proposed method
for j € G. We generate a sequence of i.i.d. standard normal random variables and
denote them as {w;}i=1,. n.

e Step 2: Then, under the null hypothesis that Hy ¢ : v = JQ for j € G, let Wg =

max;eq | Y oi g j;lln _5’(7;-), N—;)w;/\/n|, where 5’(7?, 1—j) can be similarly calculated
JH=]

as S(0°,¢) and I 1n_; can be similarly calculated as Iy in Section 3 by treating v;

as the coefficient of interest and m_; as the other coefficient for nuisance covariates

and unmeasured confounders.

e Step 3: Next, we calculate the critical value Cg () at (1 — «) significance level by
Cg(a) =inflt e R: P{W¢ <t | (yi, Xi)i=1,..n} =1 — .

With the debiased estimators and the critical value, we expect a similar result as Theorem
4.1 in Zhang and Cheng (2017) that the asymptotic distribution of maxjcgv/n|y; — Y5l
satisfy sup,e(oq) [P{maxjec vnly; —vj| > Ca(a)} — al = o(1). While the inference on
group-wise maximum coefficients is an interesting problem, it is not the focus of this work
and we leave the related theoretical proof for future research.

Besides the aforementioned extensions, there are several related problems worth inves-
tigating in the future. For instance, as discussed in Section 2.2, there are many models in
existing literature related to our problem, in particular, the factor-adjusted method can be
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extended to the situation involving hidden confounding (Fan et al., 2020). In addition, in
our theoretical analysis, we assume that the dimension of unmeasured confounders, K, is
fixed, which has also been imposed in the existing literature (e.g., Wang and Fan, 2017;
Fan et al., 2023). One possible extension is to allow K to grow as n and p increase, and it
involves generalizations of the theoretical results on the maximum likelihood estimation for
the unmeasured confounders. It would also be interesting to generalize the factor model to a
nonlinear structure and investigate the theoretical properties of the debiased estimator un-
der generalized factor model (Chen et al., 2020; Liu et al., 2023). Besides generalized linear
models, the high-dimensional debiasing technique is also popularly studied in a variety of
models such as Gaussian graphical models (Ren et al., 2015; Zhu et al., 2020) and additive
hazards models (Lin and Ying, 1994; Lin and Lv, 2013). For instance, consider additive
hazards models, which are popularly used in survival analysis and assume the conditional
hazard function at time ¢ as A(t | D, Q, U) = A\o(t) + 6D + v"Q + B"U with D and
Q covariates and U unmeasured confounders. The relationship between covariates {D, Q}
and unmeasured confounders U are also modeled by a linear factor model. Our method
can be used to perform inference on # under the aforementioned model setup based on the
quadratic loss function. Generalizing our proposed approach to these models to adjust for
possible unmeasured confounders is also an interesting direction to investigate.
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Appendix A. Preliminaries

We start with introducing some notations and definitions. For a vector r = (rq,...,7)7,
we lot S = {7 15 # O}, [7lloo = maxsoy,__y i, 7y = (Shy r519)/4 for g > 1 and s, =
card(S,). For amatrix A = (a;;)nxi, let [|Aloo,1 = maxj—1,_; > iy |aij| to be the maximum
absolute column sum, [|Al10c = max;—i__p 22:1 |a;j| to be the maximum of the absolute
row sum, ||A|max = max;;|ai;| to be the maximum of the matrix entry, Amin(A) and
Amax(A) to be the smallest and largest eigenvalues of A and | Allr = O/, Z§':1 |a;|?)'/?
to be the Frobenius norm of A. For sequences {a,} and {b,}, we write a,, < by, if there
exists a constant C' > 0 such that a, < Cb, for all n, and a, =< b, if a, < b, and
by, < an. For any sub-exponential random variable Y7, we define the sub-exponential norm
as ||Y1]|y, = inf[s > 0 : E{exp(Yi/s)} < 2]. For any sub-Gaussian random variable Y5, we
define the sub-Gaussian norm as ||Yz|,, = inf[s > 0 : E{exp (Y$/s%)} < 2].

Next, we give a review of our model framework. We assume the response y given
the covariate of interest D, the nuisance covariates @ and the unmeasured confounders U
follows the generalized linear model with the probability density (mass) function to be

fy) =exp[{y(6D +v"Q + B'U) = b(0D + v Q + B'U)}/a(¢) + c(y, ¢)] (A8)

and the relationship between X and U is
X=W'U+E. (A9)

We let Z = (D,Q",U™)" to be a vector that includes all of the covariates and the un-
measured confounders, and let n* = (6,v™, 3%) to be the corresponding parameters. For
notational convenience, we also let M = (Q",U™)" and its coefficient ¢ = (v™,3")", so
n=(0,(")". We denote v = (0, v")" as the coefficient for covariates X, so n = (y*,3")".

Throughout the appendix, we use an asterisk on the upper subscript to indicate the
population parameters. We assume that the observed data {y;, X;}i=1,. , and the unmea-
sured confounders {U;};—1,. , are realizations of (A8) and (A9). The noise for the factor
model are denoted as {E;}i—1,., with E; = (E;; : j=1,...,p).

In the proposed inferential procedure, we first obtain the maximum likelihood estimator
for unmeasured confounders ﬁz With the unmeasured confounder estimators, we let Zi =
(Di, QF, UM, M; = (X7, U")™ and get an initial lasso estimator

7 = argmin I(n) + Allv[1, (A10)
nGR(IH‘K)

where the loss function is the negative log-likelihood function defined as
1 — : .
I(n) = s Z{Z/mTZi —b(n*Z;)}.
i=1

The gradient VI(n) and Hessian V2[(n) of the loss function are commonly used in our
subsequent proofs, which are expressed as

1 <& . 1 <& L
Vitn) = =—> {vi = V0" Z)} 2 VU(n) = - > V(0" Z)Z:Z].
=1 =1
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In constructing the debiased estimator, we define w* = IgC(IzC)*1 and 7 = (1, —w™*)7,
where Ij. = E[V"{(n*)"Z;}D; M| and I7. = E[t"{(n*)" Z;} M;M;’]. We denote two sub-

vectors of w* as wy = (w3,...,wy)" and wy, = (wyiq,. .., wy, ;)" We define the estimator
for the sparse vector w as
1 n
W= argmin — Y {w"Vecli(d, Q)w — 2w Vol (0, )} + Nlwl)y, (A11)
weRM+E-1) 2N P

where ;(0,¢) = —y;(0D; +¢T M;) +b(0D; +¢T M;) is equivalent to I;(n), the ith component
of the loss function. Equivalently, the estimator w is obtained by

1 & . . .
W= argmin —an”(GDH—CTMZ-)(Di—wTMi)2+)\'H'w||1.

weRP+E-1) =1

The estimator w is used in estimating the generalized decorrelated score function and the
partial Fisher information matrix. Under null hypothesis Hy : 8* = 6°, the two estimators
are

A 1< o .
S°,0) = > {yi —V(6°Di+ 67Q; + BTU)NDi — " M);
=1
. 1 & . o )
Ipe = ~ > V(0D +4"Qi+ B'U)Di(D; — " M,).
=1

Our theoretical results are established under the asymptotic regime with n,p — oo.
Regarding the factor model, as stated in Assumption 1 in Section 4 of the main text, we do
not assume the random errors E; to be identically distributed nor does the model assumption
require the covariance of E; to be diagonal. Specifically, we assume for some large constant
C > 0: (a) E(E;j) =0, E(EZ) < C; (b) E(EipEij) = 1ipj with |7 ;] < 73, for some 73; > 0
and all ¢ = 1,...,n, and Y 7 _ ;7 < C forall j = 1,...,p. (c) E(EijEs;) = pisj with
|pis,j| < pis for some p;s >0and all j =1,...,p,and n™ ' 3", S p;s < C. (d) For all
7,q=1,...,p, ,

1 n
E<|— EiE, —E(E;;E; <C.
7 B iy~ B )

Regarding the loading matrix, we assume HW]*HQ < C. There exist positive definite matri-
ces T'* and T* such that limp_yeo p 1 W*(22) "L (W*)T = IT'* and limp—eop* 22:1(0;)_4
{WH)T e (W;)THW; ® W) = T*. In addition, we also assume a working identifiability
condition that S, = I'x and p~'W*(Z)~1(W*)" is a diagonal matrix with distinct entries.

For the assumptions regarding the generalized linear model relating y and (X,U), as
mentioned in Assumption 2 in Section 4 of the main text, we let A\pin(I*) > K, where
I* = EV'{(n*)"Z;}Z;Z]] and k is some constant. The unmeasured confounders, the
covariates and coefficients parameters are assumed to be bounded, that is, |Uillecc < M,
[Xillo < M, ||7*[oc < M, and [(w;)"Q:] < M for some constant M > 0. We let
lyi — V{(n*)"Z;}| to be sub-exponential with |y; — V'{(n*)"Z;}||,, < M. In addition, we
assume a1 < (0*)"Z; < ag, 0 < |V/(t)] < B with [b/(t1) — V' (t)] < B|(t1 — t)b'(t)| and
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0 < bV'(t) < B with |b'(t1) — b"(t)] < Blt1 — t|b"(t) for constants a1, az and B, where
t € [a1 — €,a2 + €] for e > 0 and sequence ¢; satisfying [t; —t| = o(1).

With the notations and assumptions revisited, we next present the discussion for the
working identifiability condition and then the proofs of Theorems 2 and 3.

Appendix B. Discussion on Working Identifiability Condition

In this section, we make a detailed clarification on the working identifiability condition in
the main text. Specifically, we show that when the working identifiability condition does not
hold, we can transform the model into an identifiable model and the transformed identifiable
model has identical parameter of interest # compared to that of the pre-transformed model.
When the identifiability condition is not satisfied, the estimators are not fully identjﬁable

in the sense that, for any invertible matrix O, we have W = O*W and S, = (0o—Hrs,0!
to be valid maximum likelihood estimators. At W = O™ W, we can substitute the expres-
sion for W into (4) to get the relationship between U; and U, as follows,
U, = (WE'WH) "W (X, - X)

= (O"WI'WTo) o'W (X - X)

= 0*1(Wﬁ;lWT)fl(Ofl)Tongefl(Xi . X)

= O7'U;.

Suppose W and Uj are the asymptotically unbiased estimators for W* and U;" respectively.
Here we want to clarify that we use S}, and U;" to differentiate the unmeasured confounders
before the transformation from that of transformed model but this does not imply that S}
and U;" are population parameters. we have W and U; to be the asymptotically unbiased
estimators for OTW* and O~'U}.

When the working identifiability condition does not hold, that is, we have S} # Ik,
and/or p~!W*S1(W*)T is not diagonal matrix with distinct entries, we can find an in-
vertible matrix O to transform the true parameters to satisfy the assumption. Then we build
a correspondence between the true model and the model corresponding to the transformed
parameters, showing that the two models have parameter of interest 6 to be identical.

The transformed parameters are W = O, 'OTW* and U} = O3 (071U}, which are

constructed in two steps. At first step, for any S} # Ik, we can find a matrix O; such that
w3 07U~ U)(U; - U071 = 07'85(01)" = I,
i=1

At next step, given the matrix p 1 W*X 1 (W*)T is symmetrical, there exists an orthogonal
matrix Oy whose columns correspond to the eigenvectors of p"!OTW*E 1 (OTW*)T as we
could decompose this symmetric matrix into p"!OTW*S_1(OTW*)T = OA0F where A
has distinct eigenvalues in the diagonal.

We verify the transformed parameters satisfy the identifiability condition as follows. At
W' = 0,'OfW* and U! = OF(O;")U;, we have

S, =n"' Y0307 (U — U)(U; ~ U")(07")" 02 = 03 Ix0s = I
=1
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and
pWIEN (W) = p O OT WIS (W) 0, (05 1) = 0,1 0,A05(0;1)" = A,

is a diagonal matrix with distinct entries.

We let O = O35(07 1), so accordingly the parameters for the transformed factor model
are U" = OU* and (W")" = (W*)TO~!. The relationship between the true model and
the transformed model is as follows. The factor model structure corresponding to the true
parameter is the same as the model corresponding to the transformed parameters as

X =W""U" +E= (W0 'OU* + E= (W")"U* + E.
The generalized linear framework according to the rotated true parameter is
fly) = exp ([{0"D + (v")'Q + (B")'U} = b{6"D + (v")'Q + (8")" Ul /a(¢) + c(y, 9)) ,
whereas the framework according to true parameters is

fy) = exp ([Y{0"D + (v*)'Q + (8") ' U} = b{0"D + (v*)"'Q + (87)'U}/a(¢) + c(y, ¢)) -

At B7 = O7'3*, 6" = 6* and v" = v*, the two frameworks are identical. That is, when
the confounders are not identifiable, only the coefficient 3 will be affected accordingly; the
parameter of interest will not change and thus the theoretical results on 6 are not affected.

Appendix C. Estimation of the Dimension of Unmeasured Confounders

In the numerical studies of this paper, we use parallel analysis (Horn, 1965) to estimate
the dimension of unmeasured confounders. Because in factor analysis, parallel analysis is a
popular approach to selecting the number of factors as it is accurate and easy to use (Hayton
et al., 2004; Costello and Osborne, 2005; Brown, 2015). In the existing literature, several
authors have conducted extensive simulation studies to assess the performance of parallel
analysis relative to other existing approaches (Zwick and Velicer, 1986; Peres-Neto et al.,
2005). They have shown that parallel analysis has better numerical performance in terms
of selecting K than many existing approaches (Zwick and Velicer, 1986; Peres-Neto et al.,
2005). Furthermore, parallel analysis is also a commonly used statistical tool for dimension
reduction (Lin et al., 2016), multiple testing dependence (Leek and Storey, 2008), and finds
wide applications in other scientific disciplines including virology (Quadeer et al., 2014) and
genetic studies (Leek and Storey, 2007).

The implementation of parallel analysis is as follows. With our given matrix X,,x, =
(D,Q")", we denote p columns in the design matrix as X7, ..., X, respectively. Then we
repeatedly generate matrices X,’s where each matrix is generated by randomly permuting
every column X; for j = 1,...,p. Next, we select the first factor when the top singular
value of X is larger than a certain percentile of the top singular value of the permuted
matrices X, ’s. If the first factor is selected, we repeat this procedure to determine whether
the second factor can be selected. The process is repeated until no more factor is selected.
The main intuition of this approach is that the factor model is considered a summation of
the signal (factors) and noise (random error). The permutation destroys the original signal
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structure and turns it into a matrix of random noise. Thus, identifying factors based on
large singular values of X can be interpreted as selecting factors that are above the noise
level.

Besides parallel analysis, there are various methods to estimate the dimension of un-
measured confounders such as scree plot (Cattell, 1966), which empirically chooses the
elbow point in the plot of descending eigenvalues of factors; method based on cross valida-
tion (Owen and Wang, 2016), which uses random held-out matrices of data to choose the
number of factors; method based on information criteria including AIC and BIC to select
the number of factors in high-dimensional factor model (Bai and Ng, 2002); the eigen-
value ratio method (Lam and Yao, 2012; Ahn and Horenstein, 2013), which chooses K by
K = argmaxg<x A\ (X XT)/Aes1 (X XT) where A\ (X X™) denotes the k-th eigenvalue of
X XT and K is a prespecified threshold which is often set to be K = p/2 in practice. Among
these methods, the information-criteria-based method and eigenvalue ratio method have the
theoretical guarantees to be consistent under similar assumptions as Assumption 1 in our
paper. These assumptions follow the common conditions in theoretical analysis for the ap-
proximate factor model that allows weak correlation among the random error. Besides the
method to determine the number of factors for linear factor models, Chen and Li (2021)
proposed a method based on joint-likelihood-based information criterion to determine the
number of factors for generalized linear factor models. All these selection methods are well-
established tools and can possibly be used to select K. Nonetheless, our theoretical results
hold as long as the dimension of unmeasured confounders is consistently estimated. In our
manuscript, we use the parallel analysis for good empirical performance, as illustrated in
Peres-Neto et al. (2005).

To further investigate how the accuracy of the estimation of K affects the asymptotic
distribution of the debiased estimation, we conduct simulation studies where we keep all the
estimation settings to be the same as in Section 5.1 in the paper except manually replacing
the K estimated by parallel analysis with specified values: 2, 4, 5, and 10. Recall that we set
the true K = 3, so this simulation provides us with some insights on how the overestimation
(K = 4,5 and 10) and underestimation (K = 2) of unmeasured confounder dimension affect
the inference results.

The results under the logistic regression model at (a) n = 500 and p vary from 30 to
1500; (b) p = 600 and n varies from 100 to 1500 are presented in Fig. 6. The results under
the linear model at the same regime of n and p are presented in Fig. 7. From the results, we
find that the overestimation of K appears not to affect the asymptotic normality results but
the underestimation of K can influence the asymptotic distribution of debiased estimation
and further affects confidence interval estimation. Intuitively, as long as the corresponding
linear combinations of the true underlying factors U in the considered models can be well
approximated by those of the estimated U, the developed inference results for 6* would still
hold.

Appendix D. Proof of Theorem 2

D.1 Estimation Consistency of 71

Theorem 2 shows that the estimators 7 and w can be consistently estimated. Before proving
these results, we first introduce some lemmas that will be used in the proofs.
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Figure 6: Coverage and length of the confidence interval under logistic regression with pre-
specified K = 2,4,5 and 10, averaged over 300 replications, with varying p and
fixed n = 500 (top), and with varying n and fixed p = 600 (bottom). Black dash-
lines indicate the 0.95 level. Orange dashed lines (— —) represent the results at

K = 2. Green dotted lines (- - ) represent the results at K = 4. Blue two-dashed

lines (-—) represent the results at K = 5. Purple solid lines (——) represent the

results at K = 10.

Lemma 7 (Concentration of the Gradient and Hessian) Under Assumptions 1-2 and
the scaling condition n,p — 0o, we have
(@) VL0 oo = I S0 = () ZY) Zillow = O /2(10g p)/24p™ 12 (l0g m) 2}
(i1) () "V2Un") = En-{(T*)VZ(1")}oo L
= In™ 320, (7)) V(") 2} 2, 2 — B [(7*) "V (0")" Zi} Z: 2 oo
— p{n_1/2(logp)1/2 +p—1/2(10g n)l/Q}'

Lemma 7 shows that there exist sub-exponential type of bounds on the gradient and
linear combination of the Hessian of the loss functions. This is motivated by Assumption 3.2
in Ning and Liu (2017). They construct the loss function based on the observed covariates
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Figure 7: Coverage and length of the confidence interval under linear model with prespeci-

fied K = 2,4,5 and 10, averaged over 300 replications, with varying p and fixed
n = 500 (top), and with varying n and fixed p = 600 (bottom). Black dashlines
indicate the 0.95 level. Orange dashed lines (— —) represent the results at K=2.
Green dotted lines (- - *) represent the results at K = 4. Blue two-dashed lines
(-—) represent the results at K = 5. Purple solid lines (——) represent the results
at K = 10.

whereas our results are established upon the fact that the gradient and the hessian of
the loss function involve not only observed covariates but also the estimated unmeasured
confounders.

Remark 8 As the decomposition techniques commonly used in linear models may not be
applicable in generalized linear model settings, it is necessary to establish stronger and more
general intermediate results as the foundation of our theoretical analysis. For instance,
different from linear models, where average estimation consistency on unmeasured con-
founders suffices, stronger uniform estimation consistency is necessary for the generalized
linear framework. Specifically, in Fan et al. (2023), the linear model form and projection-
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based techniques enable the reduction of the gradient maz-norm into |E™(§ — Ev*)|lco,
where v* = (0%, (v*)")" and y = (I, — n_IUﬁT)y is the residual of the response y af-
ter projecting in onto space of U. To show the concentration of the gradient, a key step
is to upper bound ||(U*)*E@| s with ||p|lz = 1 by |(E — E)Y(UH™ — U)H " ¢|s and
|IET(UH™ — Ij)H_T(bHOO, where they apply Cauchy-Schwartz inequality and use the Frobe-
nius norm of estimated unmeasured confounders |(UH™ — U)|r. Here Hxx is some
transformation matriz and with a slight abuse of notation, we use E € R"*P, U € R K and
y € R"™ to denote the matriz (vector) form of random error, unmeasured confounders, and
responses. However in the generalized linear model, to derive the bound for gradient mazx-
norm to be [|[n=' 20 [yi — ¥{(01*)"Z:}] Zi||so, we instead apply Bernstein inequality which
requires the uniform estimation bound of unmeasured confounders, that is, max; ||I)]—U,||OO
We leave the detailed proof of Lemma 7 in Appendix G.1.

We next obtain the upper bound for the estimation error of 7. To this end, we define the
first-order approximation to the loss difference as D(n,n*) = (n—n*)"{VI(n)—Vi(n*)}. We
will obtain upper and lower bounds of D(n,n*). As we will show, the 2 norm |7 — n*||2
is involved in both upper and lower bounds, combining which will give an inequality of
ln — m*||2 and thus result in a bounded estimation error of 7.

Upper Bound for D(n,n*): recall that o™ = (47, BT) is a solution obtained from solving
the convex optimization problem in (A10). And thus, we have the following optimality
conditions —VI(¥) = Ag and VI(3) = 0, where ~ is a p x 1 vector with entries

—1,1], 5 =0 ..D).

sign(%;), 4 #0 .
Qj:{ gn(y;), % # (j=1,.
This implies |VI(7)|lo = R 7230 Zi{ys — V(17 Zi)}H|oo < A
Recall that we denote the support set for n* as S, = {j : nj # 0}. We denote the

difference between the estimator 7 and the true parameter 77* as A =7 — n*, and its two
sub-vectors are As = (7; —nj : j € Sy) and Ag = (7); —n; : j ¢ Sy). Similarly, we denote

the sub-vectors of Z; corresponding to non-zero entries as ZZ S = {ZU Jj € Sy} and that
corresponding to zero entries as Z% 3= {Zw :j ¢ Sp}. With the notations introduced, the
quadratic difference D(9,n*) can then be written as

D@LY) = (- ") (Vi) ~ Vi(r)}
- —*ZAS Zis{ui V(0 ZAT Zi sty V(A" 2:)} — ATV
< Mol —Algh -+ IALITI)

where the last inequality is by Holder’s inequality.
~ From Lemma 7, we have [|[VI(n*)[le < n=12(logp)'/2 + p~1/2(logn)'/2. Since ||Al|; <
|Asl|l1 +]|As|l; and by taking A = 2¢{n~"1/2(log p)*/? +p~1/2(log n)*/?} where ¢ > 0 is some
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constant, we further have

- log p logn " "
D(h.m") < c<\/ R )<3||As||1—||AS||1>
< 3es,/? (x/bipﬂ/loi”) 1A, (A12)

where the last inequality is because ||Ag|; < 3117/2||A3||2 < 3717/2||A||2.

Lower Bound for D(1,n*): after establishing the upper bound for the quadratic differ-
ence, we next obtain a lower bound for it. Because [(n*) is convex function, D(n,n*) > 0.
We have ||Ag|l; < 3||Ag|l1 from (A12), and based on this result and the restricted strong
convexity condition for generalized linear model in Proposition 1 of Loh and Wainwright
(2015), )

D(9,m") > k| All3, (A13)
for some constant ko > 0.
Then combining the upper bound (A12) and the lower bound (A13) for D(n,n*), we

have
3cs logp logn
1Al < =0 (\/ 2Py =2 ) (A14)

1AsIh + 1As]r < 4llAslh < 4s)/?As]l2 < 45,/ All2

< 120577( /10gp+ logn)7
Ko n \/ P

which completes the first part proof.

and so

IN

1AL

D.2 Estimation Consistency of w

Before we present the proof for the estimation consistency of the estimator w, we introduce
additional results established based on the estimation consistency of 1 and used in proving
the estimation consistency of w.

Lemma 9 Under Assumptions 1-2, with X\ < X = n~Y2(logp)"/? + p~12(logn)"/? and
(0 V 80)(n~2(log p)/% + p~1/2(logn)/?) = 0,(1), then we have

1 — A T 7 KN\Trz \ 7T (o * logp , logn
=~ (=) Z" (") Zi} 2 (7~ ") = Oy {Sn < 5 " i) } ’ )
=1
% (ﬁ) . w*)TMib”{(TI*)TZi}MiT('Lb _ w*) — Op {(377 V Sw) (10517 + 10§n> } ,
=1
(A16)
1 n . . . 1 1
E (’UAJ . w*)TMzb//{ﬁTZz}MZT(w . w*) — Op {(877 V Sw) ( in + O]go;n) } .
=1
(A17)
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Remark 10 For Lemma 9, we prove the results (A16) and (A17) along the way in prov-
ing our main result of the estimation consistency of w as the two inequalities are direct
consequences of certain intermediate steps. We leave the proof for (A15) in Appendiz G.2.

To prove the consistency of w, we denote d = w — w* and establish the estimation error
bound for ||d]];. Recall that w is a solution to (All), that is

1 & . . .
W = argmin - > {w™ (7" Z) MM w — 2w (7" Z;) D; M} + X |w)s.
w i=1

By definition, we have
1 & .. . .
> Z{wa”(ﬁTZZ-)MiMiTﬁ; — 2w (7" Z;) D M} + N[
<o Z{ T (HT Z) MM w* — 2(w*) T8 (77 Z;) Dy M} + N ||[w*]|:.
mn

Write (87 M;)? = ("™ M;)? — { (w*)" M; }? — 2™ M; MFw* 4+ 2{ (w*)" M;}2, then the above
inequality can be rearranged as

1 <& . 1 & ) . e

— V' (n"Z; JTMi2<— V' (7" Z){D; — NIMOAMTS + N||w*||; — N||w||;.

o 'E_ (" Z;)( ) *ng_ (" Zi){ (w*)"M;} M, 6 + N|w* |1 — Ny
(A18)

The proof techniques are mostly motivated by Ning and Liu (2017). To present our
proof, we define two quadratic difference terms as Q(w,w*) = (w — w*)*V2(H)(w —
w*) = n ' V(0T Z)(MFS)? and QF(w,w*) = (W — w*)" VQZ( N — w*) =
n U W {(n*)* Z;}(MF8)?. The left hand side of the above inequality is Q(w,w*),
and next we investigate the upper bound for Q(w,w*) in details.

For the right hand side of (A18), we first consider X |w*|; — X||w]|;. Recall that we
denote the support set for w* as S, = {j : wj # 0}. We also denote w3 = (w} : j € Sy),

wh = (w:j ¢ Sy), ds = (W; —w’ : j € Sy) and 65 = (W; —w! : j ¢ Su). So

10511 = g1 and [Jwk|1 = 0. Therefore we have

Nlw* |y = XN[l@lly = Mwsll + Nwsll — Nlbs |l — Nz
= N|wsly = Nlbs|ly = Mgl
Nljoslly = Nlosllz- (A19)

A\

And according to Lagranian duality theory, an equivalent problem for (A11) is
- : 1 - T A T A 2
w = argmin ||w|; s.t. o Z{'w Veeli(Mw — 2w Vel ()} < b7,

w i=1

for b > 0. This gives |||, < ||w*||1, which further results in ||d5]|1 < ||ds|/1 from (A19).
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We next consider the first term in (A18). Denote I} = n~ 'S0 0" (A" Z:){D; —
(w*)"M;} M, which is a summation of two terms I;; and I12 denoted as

I = be” V' ZiH{D; — (w*)" M;} M6

+ﬁ Z[b”(ﬁTZi) —V"{(n")* Z}{Di — (w*)" M;} M5
= In —I-_112-

For 111, using a bimila}r argument as in the proof of Lemma 7, we have ||n_1 Z;;l
V' {(n*)" Zi} {Di — (w*)"M;} M} || oo S n=Y/2(log p)'/? + p~1/2(logn)!/2, hence

[l < [18]ln 1an )" Zi}{D; — (w*)" Mi} M|

< (\/1"” ,/log”> 161 (A20)

For I12, by Assumption 2 that [0"(t1) — 0"(t)| < Blt1 — t[b"(t) with t; = 7" Z; and
t = (n*)"Z; and applying Cauchy-Schwarz inequality, we have

[ho| < ’1217" )" ZY 0" Z; — (") Zi{D; — (w)" M} M}'§

1/2 1/2

IN

flzb// Z} MT6) 7121)// Z}{( *)TZ'i}Q

S ‘Q*( A 1/2 1/2 < llog IOgn) (A21)

where the last inequality is from (A15) in Lemma 9.
Combining the upper bounds in (A19), (A20) and (A21) into (A18), we have

ok lo logn A
Qb w") S ( ?ﬂ/g) 181l
b
+’Q*(w7w*)’1/28717/2< ,10gp+ 10gn>
n p

+X 05l = N85

(A22)

The above upper bound of Q(w,w™*) involves the expression of Q*(w,w*). We next
investigate the relation between Q(w,w*) and Q*(w,w*). We apply Assumption 2 again
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on the difference between Q(w,w*) and Q*(w,w*) as we do for bounding the term I9,
and have

LS 2) — ) 2 (V6

i=1

Q(w, w") — Q" (w, w")| =

< Zb” N Z (M) (7 —n*) " Z;
< Q (w,w In ="l max || Zi|o
log p logn 1 logn
S sn | \/ + M+ —=+ :
) "( n \/7) ( Vi p

where the last inequality is by the estimation consistency results of 9 in Appendix D.1 and
by Proposition 1 that || Z;|ec = M + Op(n="/2 + p~1/2(logn)'/?) and s, (n""/?(logp)'/? +
p~2(logn)1/?) = op(1). From the above result, we further apply triangular inequality and
have

Q*(ﬁf,w*){l—sn< EP 105”) (M+\/lﬁ+,/1°i”>}se<w,w*>- (A23)

Combining the above result on Q* (w, w*) with (A22) and taking X' = 2{n~"'/2(log p)'/?+
p~'2(logn)'/}, we get

Qb w*) < [Qw,w")[ /sy W@ N logn>
n p
log p logn . .
+<\/T+\/7> (Bllosllt = llosll)- (A24)

The above result will be used to prove (A17), which will later be used to derive the error
bound ||4|;. Consider the following two cases.

Case 1: |Q(w, w*)|V/? < 571,/2(n_l/g(logp)1/2+p_1/2(log n)'/2). We have (A17) naturally
hold.

Case 2: |Q(w,w*)|"/? > 3717/2(71_1/2(10gp)1/2 + p~1/2(logn)'/?). Then we can have

Qu, w*) — |Q(w, w*)[V s}/ (W+ W) >0
n 4

combining this result with (A24), we have 3||ds|/1 > [|[d5]|1. We next use this cone condition
to derive the lower bound for Q(w,w*) for case 2.

Denote UT = (0p_1, U — U")p+Kx—1 as a vector including a vector of zeros and the
differences between estlmated unmeasured confounders and the true confounders. Hence

we have M; = M; + U;. We establish the lower bounds for Q(w,w*)/||8||3 first.
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8T {n S V()" Z;) M M} o

10113
ST{Tlfl 2?21 b//(ﬁTZi)
1013
ST {n V(W Z) U U}
1013
Q1+ Q2 + Q3.

M;M}é V(AT Z)MUT Y6

16113

26" {(n" ' 30
L 20T D

(A25)

We next derive the bounds for the three terms in (A25) separately. For @)1, we have

Q1=

"t Yo V" {(n

V" (A" Z:)—b"{(n*)" Z:}]. (A26)

For the second term in (A26), consider Assumption 2 that [b”(t1) —
by letting t; =" Z; and t = (n

INIAN A

IA

From Assumption 2, b"{(n
in Appendix D.1, we have || —n*||1 < s,(n

ITZIM; M6 1 M}
) Z)MMYJS 1 (M)
16113 n 613

. b'(t)| < Blty — t[b"(t)
*)TZ; and applying Cauchy-Schwarz inequality, we have

max V(7" Zi) — b"{(n")" Z:}
max BY'{(n*)" Z:}0" Zi — (n*)" Zi|
Jmax BY'{(n*)* Z}|10"Zi — (") Zi + (n*)" Zi — (n")" Zi]
Jaax BY'{(n*)* Z} (0 — ") Zi + (n*)"(Zi — Zi)|.
Jex BY'{(n*)" Z:}(|If — n* 111 Zillo + 1071111 Z: — Zilloo)- (A27)

*)TZ;} € [0, B]. From the result for estimation consistency of 0
~12(log p)'/2 +p~12(logn)'/?). In addition, we

have || Zi|loo = M 4 Op(n~'/2 + p~1/2(logn)/?). Based on these results and by the scaling

condition n,p — co and s, (n

Hence we have

~12(log p)'/2 + p~1/2(log n)1/2) = 0,(1), we have

max V(7" Z;) = b"{(n")" Zi}| = 0p(1). (A28)
ST -1 noo * TZi MZMTS
2
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with probability tending to 1 as the second term in (A26) goes to 0. Recall that we denote
I}, = EV'{(n*)"Z;} M, M;]. Because

8" [n=" 3, V()" Zi} M M ]

19113
COTIE S 8N Y V{() Zi MM — |
10115 10115
0T n IS W {(n*)T Z Y M M — I%,.]6
> Awin(IZe) — [ > i V{(n 2 } i gg]
<< o 2
16113
N 10115l 320, 0" { (") Zi} M M — I e[ ma

9113

where the last inequality is by the definition and properties of eigenvalue as well as ma-
trix operations. Recall that we have obtained the cone condition 3||ds||; > ||05/l1, which
results in [|8]|2 < 16]|ds||? < 165, 8]|2. Moreover, using Bernstein’s inequality, it can
be shown that [[n=! Y7, b'{(n*)*Zi} MM — If¢|lmax = Op{n="/?(logp)!/?}. As (s, v
sw)(n~/*(logp)'/*+p~"/*(logn)!/?) = 0,(1), the term [|]|3|n~" Y27, b"{(n*)" Z:} MM —
ICCHmaX/HSH% = 0p(1), which together with (A29) shows Q1 > /4 with probability tending
to 1.

For 2, we can write it as

28T L V0 Z)MTTS | 2 9 6 MO
19113 ns 19113

=1

Q2

[b" (7" Z:) —b"{(n")" Z:}]. (A30)
Based on (A28) and

STAT.TTTS S112 ) T,
SMUTS _ [BIFIM= 1Ol <1+ /logn>,
16115 16115 Vi p

and under the scaling condition (s, V s,,)(n~"2(log p)*/2 +p~/2(logn)/?) = 0,(1), we have
the second term in (A30) goes to 0 and thus

S [t S0 V{(n")" Zi} Mi U 16

Q2 > R
2[0113
> )\min(IEC) B 6T{n_1 Z:’L:I b”{(n*)ATZZ}MleT - IEC](S
2 2[10113
5 2 n_l b * TZi le]T—I* max
o IO, V) BIMLOT ~ Il (A31)
2 10112
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Because we have

*1219” VT Z MU — I || max

*Zb// NV ZYMOT —EB (1) Zi} MiU; e

+|E[ b” ) ZY MU — I |lmax-

/logp logn (A32)

where the last inequality is from techniques similar to the proof of Lemma 7 Condition
(i4) that =" S50, 0"{(n*)" Zi} MU —E"{(0*)" Z;} MU || max = Op{n~"/*(logp)'/* +
p~Y2(logn)'/?} and from Proposition 1 that |[E[b"{(n*)" Z;} M; U] — It [[max = Op{n~ 124
p~/2(logn)'/2}. Because ||8]|3 < 165,83, under the scaling condition (s, \V s,,){n "1/
(logp)*/2 + p~'/2(logn)'/?} = 0,(1), combining (A31) and (A32) gives Q2 > /2 with
probability tending to 1. Similarly, we have Q3 > x/4.

Summarizing the above results, we have that with a high probability Q1 + Q2+ Q3 > &
as n,p — 00 and (s, V s,,){n"Y2 (logp)'/? + p~'/2(logn)/2} = o0,(1). Substituting this
result for the terms Q1, Q2 and Q3 into (A25), and because ||ds||? < su]|0s]2 < sw||d]13,
we have

Qb w") > ks, |05 (A33)

Recall we have proved (A24), which can be written as

1/2
Qb w")'/? {Q(w, w2 — 51/ (10%19 + log”) }

n p

< logp  logn vz .
S t= (3llosll — losll1)

n

logp logn 1z
S 3 + 10s]]1-
n p

From (A33), we have ||ds||? < sk 'Q(w, w*) with high probability tending to 1. Substi-
tute this result into the above inequality, we have

1/2
Qib, w*)'/? {Q(w, w)/? sl (bgp N lgn) }

n p

1/2 1/2
3sy~ (logp  logn N 1/2
72 < " + » > Q(w,w*)"/~.

1/2

Cancelling the term Q(w,w*)"*, we have

1/2 1/2 12
Qi) =y (54 280 ) TS B (PR 8)

n P K1/2 n P
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which gives an upper bound for Q(w,w*)'/? that
S n1/2 12 (logp | logn 1/2
Q(w,w")* < (5w V spy) — + W . (A34)

which completes the proof of (A17) in case 2. Therefore, we prove (A17) holds in both
cases. In both cases 1 and 2, by replacing Q(w, w*) with Q*(w, w*), we get (A16) as

Q" (w, w*) =0, {(sw V sy) <105p + loin> } .

To finally prove the estimation consistency of w, or equivalently, to derive the error
bound ||d]|1, we also consider two situations. If cone condition 6||ds|[1 > [|d5||1 holds, we
then apply similar techniques as in case 2 to derive (A33). Therefore

1811 < [1sll + 185l < 7oslh < si/*Q(w, w*)!/?

5 S (Sn\/sw) n + P
lo logn\ /2

S sy v o) (L4 RET) T
n p

Otherwise, we have 6[|ds|; < [|05]1. From (A24), we have

1 1
Qb w*) < [Qw,w")| sk <\/E+\/E>
n D
N QYTIL 1 Y NI
n P Sl Sli1)-
S |Q(’Li7 'w*)|1/251/2 \/@+ logn 71 \/@+ logn HS'H
b ) n n » 5 . ) sl

which together with 6]|ds|; < ||d]/1 gives

. 7.
181 < Zl8slh

-1
Z logp logn e 1/2.1) log p logn B .
< 3<\/n ﬂ/T ) {IQ(w,w)l”s#Q<\/n IR ) Q(w,w)}

logp logn 1/2
< (sn\/sw)< " + » ) )

where the last inequality is from (A17).
In conclusion, under either 6||ds|l1 > ||d5]]1 or 6|ds|l1 < [|d5]l1, we prove

A logp logn 1/2
16][1 = Op { (sw V 5p) o + P .
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Appendix E. Proof of Theorem 3

Throughout the rest of appendix, we denote

H = WS;'Wh™ H,=pxH=(p ‘W 'w")~L
From the Corollary S.1 in Bai and Li (2016), we have H, = O,(1) and H = O,(p").

These results will play an important role in the following proofs. We next introduce a few
technical lemmas as tools in the proof of Theorem 3.

Lemma 11 (Smoothness of loss function) Suppose that Assumptions 1-2 hold. With
A= N < n7Y2(logp) /2 +p~1/2(logn) /2 and (s, Vs,) (R /2 log p+p~'n'/2logn) = o,(1),
the following conditions hold.

(idd) (%)™ {VI(7) = VI(n*) = V20" ) (A7 —n*)} = op(n~/?);

() (7 —7*){VI(7) = Vi(n*)} = 0p(n~'/?).

Lemma 11 shows the loss functions are smooth in a sense that they are second-order differ-
entiable around the true parameter value. The conditions hold for quadratic loss functions
as well as non-quadratic functions given the function b(-) is properly constrained.

Lemma 12 (Central limit theorem of score function) Under Assumptions 1-2, with

A= N =< n~Y2(logp) 2+ p~1/2(logn)/? and (s V sy) (n~/2log p+p~'nt/?logn) = 0,(1),
it holds that

V2(r)™Vi(n*) (L) —a N(0,1 A35

n 2 () V) (g )™ —=a N(0,1). (A35)

Lemma 12 implies that a linear combination of the gradient of loss function, in other words,
the score function is asymptotically normal.

Lemma 13 (Partial information estimator consistency) Suppose that Assumptions
1-2 hold. With A < N =< n~2(logp)'/? 4+ p~/2(logn)'/2, if n,p — oo and (su V sp)
(n=2logp + p~'n'/2logn) = 0,(1), then the estimator for the partial information f9|< =
V2al(n) — wvggl(ﬁ) is consistent,

Ig|c — I;‘C = Op(l).

With these result, we now prove the asymptotic normality of the debiased estimator,
which generalizes the proof of Theorem 3.2 in Ning and Liu (2017) to the setting with
unmeasured confounders.

The goal is to show the debiased estimator 6 = 6—1 97‘23 (1) is asymptotically normal.
First, by Lemma 12, we have (A35) hold. Therefore, it suffices to show that

n!2|(0 = 0)(I5 )" + (7)) (I0) ") = 0p(1).
which is equivalent to show
2|0 = 07) i + ()" VIUn")| = 0p(1).
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since Ij . is constant. Note that we have S() = #TVI(R) by the definition of estimated
decorrelated score function, we next decompose the left hand side of the above expression
and apply triangular inequality as

W20~ I kS — 0 g + () V)|
= W26 - ) — ()Y + (7)TVIG) — VI + FTVI)

~LicLy e FTVUA) + (7)Y ()]

n'2|(6 — 0") 15 — (*){VI(A) — Vi(n")}|
027 = VU)| + n2 (I gt~ DFVI))
= L+ I+ I

IN

By an application of Lemma 11 condition (iii), we write 7 as

L = n1/2|(é—9*)15‘<—(T*)T{Vl(ﬁ) Vi(n*)}
< 00— 0 — () VM) (A — 07| + op(1)
< (0= 0 — {Vael(n*) — (w*)"Vsl(n*) }(6 — 67)
~{Viel(n") = w Vel (n*)}(E = ) + 0p(1)
< 02 =01l T s + 0p(1)

where the last inequality is by Holder inequality with 7' = {I}; ol¢ — V2, l(m*)+ ('w*)Tvgel(n*),

Vecl( ) — (w )TV%CZ( *)}T. As a consequence of Lemma 7 condition (ii), we have

IT]loo = Op{n="?(logp)'/? + p~'/2(logn)'/?}. In addition, Theorem 2 gives ||[) — n*|1 =

Op{sn(n=1%(logp)'/? + p~/2(logn)'/?)}. Hence under the scaling condition of (s, V s,)
1n1/2logn) = 0,(1), we have

1() p 1()

) +o0,p(1) = 0p(1). (A36)

By an application of Lemma 11 condition (iv), we write I3 as

L= n'2|(F =79 "Vi()
< n'Pl(F = )V + 0p(1)
< ' PF = VU0 lleo + 0p(1). (A37)
From Theorem 2, we have |+ — 7*||; = @ — w*|1 = Op{(sw V s,)(n~"?(logp)'/? +

p~/%(logn)'/?)}. From Lemma 7 Condition (i), we have | VI(17*)||oo = Op{n~?(logp)'/? +
p~'/2(logn)/?}. Hence under the condition of (s,,Vsy) (n~'/2log p+p~'n'/2logn) = o,(1),
we have

o % (s, v o) (M52 4+ 5 ) 0, (1) = o,0) (A35)

For I3, since fHIC — Iy = 0p(1) from Lemma 13, we have I;Kfefml = Op(1). From (A37)

and 7* being fixed, the term Iy = 0,(1) implies that n'/2|#7Vi(n)| = 0,(1). Hence we have

I = n'2|(Ig gt = DFVI0)] = 0p(1). (A39)
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Combining (A36), (A38) and (A39), we obtain
n!2)(0 = 0°) 5 + (7)) < Iy + I + I3 = 0,(1),

which completes the proof.

Appendix F. Proof of Proposition 1

To prove Proposition 1, we show that the estimated unmeasured confounders are bounded
with convergence guarantees. From the expression of the estimator for unmeasured con-
founders in (4) of the main text and recall that H = (WX!WT)™! and H, = px H =

(p_1WﬁlngT)_1, we apply triangular inequality and have

_max IU; —Uille = max [HWEH{(W* = W)"U; + E;}|

IA

max [HWE (W' = W) Uil + max [|HWE ' Eil|o.
i=1,....,n i=1,....n

(A40)
For the first term in (A40), we have

max [HWE (W= W)Ul < [HWE(W = W) max [l

N

VE[HWS (W = W)"|[p max KU

From Assumption 2, we have ||U;[|c < M for alli=1,...,n and some constant M > 0.
For the norm |[HW XY (W* — W)"|| -, we apply the Cauchy—Schwarz inequality to bound
the matrix norm

e . S R T T
|EWS W W = | s Y S W (W - W)
p — J]- -
1/2 1/2
(1 BN W
< [[Hpllr EZ EZ 5 Wi — Wil
Jj=1 J=1

()

where the last equality follows because ||H,||r = O,(1) from Corollary S.1(b), (p~ ?:1
6;2|]Wj||%)1/2 = Op(1) from Corollary S.1(a) and (p~! ? 105 ||W* W;|15)Y? = 0,
(n=1/2 4+ p~1) from Proposition 1 in Bai and Li (2016). Therefore
PP . 1 1
HWS (W = W)'" Uil =0p | —=+ - | - A41
e [HWS, (W = W)Ul = 0, =+ 1) (A1)
For the second term in (A40), we have
mas [AWS Bl < [yl max [p ' WS B
< VE|H|p max K|p™ WE'Ei|. (A42)
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For p*1Wﬁ]*1Ei, we express the K-dimensional vector as

1< 1
Ly, - Ly ewin ey (L D,
- P p= 167 (o))
L= j= j=
12
+ Z p (W, — W) E;
j=1 "3
=: Ri+ Rs+ Rs. (A43)
We next investigate the bound for the term Ry = p~! ? 1( - QW*EU and then show the

other two terms Ro and Rz are of smaller order and domlnated by Ry. From Assumption
2, we have [|Ujl[cc < M, [[W} |2 < C and || X;l[oc < M. We apply triangular inequality and
have
[Eillc = [IXi— (W) Uil
[ Xilloo + [[(W*) Uslloo
M+ max [|[W|1[|Uillx
.]:1)‘“717

VANVAN

IA

M+jgaxp\/f?\|wj*||2K||Ui||oo

M(1+CK3/?),

IN

where the last three inequalities follow from matrix operation and properties of norms.
We have E;; to be sub-exponential random variable since Ej; is bounded with |E;;| <
M(1 + CK?/?). Combining the bound for E;; with that [ Sl S Wl < W2 < C

and C72 < (07)~ 2 < (C?, we have |(o o7)” 2VV;/,CEM < MC’3( +C’K3/2), for j =1,...,p
and k = 1,...,K. So (a;f)*QijEij is sub-Gaussian random variable and thus is sub-
exponential. As Ej; has mean zero, (J;f)_QW/]*kEU has mean zero and by Bernstein inequality

p
Z B >t

P

’E\'—‘

2 t
<2 C" mi )
xp [ i { M2CS(1 + CK3/2)2° MC3(1 + CK3/2) }p}

Apply union bound inequality, we have

P
St ;17 2 () WiEy| >t
o0
< 2nK exp [—C” min{ r t }p]
= M2CS(1 + CK37)2° MC3(1 1+ CK37) [ P)

where C” > 0 is a constant. At t = MC®(1 4+ CK?3/?)p~1/2(logn)'/?, the inequality

max

1< logn 1/2
- Z )TEWIEG|| < MCR(1+ CK3/?) <> , (A44)
i=1,..n || P 4 =

p

o0
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holds with probability at least 1 —n~!
For the term Ry, we apply Cauchy-Schwarz inequality and have

Z{ﬂ o O"’,‘) }W*EU

! 2

- 97 1/2 1/2

Ly ! L p W* W*E
72 E_W z:: i ij

P9 J

IN

By Assumption 1(b), &j—z and (a;*)_2 are bounded in [C~2,C?] and as a result, we have

57 1/2

1|1 1
and
1|1 1 1|1 1
max p;{(}?— (U;)Q}W;Eij . < Joax p;{? — (a;.‘)2}VVJ*E“ 2
» 1/2
< 207 max ;E”(WJ.*)TW;E”

Because [W/ W, Ef]] < M?C?*(1 + CK?/?)2 and by Berstein inequality,

1 a * * 2
P ;,Zij iwEij| =t
=1

t2 t
< —C" mi .
and then applying union bound gives
P | max ZE” W)W/ E; ¢ >t

i=1,...,n
] 1

2 t
2 el s
<2nK exp{ C mm{M4C4(1+CK3/2)47 M202(1+CK3/2)2}P} .

From the above probability bound, we have max;—1 {pfl Z§:1 Ez-j(Wj*)TWJ?“ Eij} —
Op(p~'/*(logn)'/?) and

121’: L S (e o (logn>1/4 (A45)
max ||— S Bl =
i=L.n || p 4 oo Y 1\ p

[e.9]
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For the term R3, we apply Cauchy-Schwarz inequality and get
1/2 1/2
1

1 . ) u
W) E;;|| < EZﬁHWj—Wsz > -
j=1"J j=1

(A46)

SR

By Proposition 1 in Bai and Li (2016), the first term

ﬁ\r—‘

2

1/2
» /

N | L1
=N S IW, - w3 =0, ( )
» 2” J J”Q \/’ P

j= 1

By a similar technique as in bounding R; and Rs using the combination of Bernstein inequal-
ity and union bound, we can show max;—1,__,(p~" f 1 J_2E123)1/2 Op(p*1/4(log n)1/4),
and therefore

1 1
_ — E
max p; ]2 W) Ei;
o0
1e- 1
< _nax 7ZA72 )E’Lj
i=1,...,n p]:l 7 )
1/2 1/2
11, . ) 11,
< Ez6g|’m_wj”2 Z:Hllaxn EZ2EZ]
= J =1 "J
(logn)/4 < 1 1>
- 0 4z Ad4r
P{ p1/4 \/ﬁ P ( )

Combining (A43), (A44), (A45) and (A47), we have

P
max Z 67°W; i Eij =0, { loin} .

=1,...,n

In addition, from Corollary S.1 (a) in Bai and Li (2016), we have H, = (I'*)~! 4 0,(1)
with [[(T*)7Ylsp = ALZA(T (T*)~T(T*) 71} = Amax{(T*) "1} being finite constant as (I'*)~! is
symmetric and positive definite. Substituting these results into (A42), we have

o oan 1
max [HWS'Ellw § K A (07110, {\/ j”} (A48)

Combining (A40) and (A48), we show

. 1 logn
Ui - Uil = —= :
x| loo = Op (\/ﬁJr » )
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Appendix G. Proofs of Lemmas
G.1 Proof of Lemma 7

Proof of Condition (i). To prove the Condition (i) in Lemma 7, we need to show that

| et

From Assumption 2, we have y; — ' {(n*)" Z;} to be sub-exponential variable with mean
0 and |ly; — V{(n*)"Z;}||,, < M. In addition, it is assumed that a1 < (n*)"Z; < ap and
0 < ¥{(n*)"Z;} < B. Denote max; |U; — U} |loo = || Zi — Zi||oo = €. From Proposition 1,
€= Op(n=12 4 p=12(logn)'/?). Since || Z; — Zil|oo = ¢, it can be shown that |(n*)"(Z; —
Z;)| < ag + spMe.

To prove condition (i), we focus on finding the appropriate sequence of ¢ such that the
following probability tends to 0.

Z|| > t)
o

d

Sl V) 212,
=1

Sl - B {0r) 2]
=1

n

<P ( %Z[% —V{(m")"Z)0| > t) + P (Hi oy —v{m) ZNX| > t)
i=1 ) 1=1 o

<P ( %Z[Qz —V{(n") " Z}U|| =t~ 51>
i=1 .

+P ( - Z {0 Z} — v {(n")"ZU|| > 51>

+P<Z =V {(n") Z:}Y(U; — U;) jt252>

+P<Zb’ )T Z} — V{(n*)"Z(U; — U;) >52>

+P<Z = V{(n")" Z:}1X >t3—53>

+P ( — Z B{(m*) 2} - {(n") " ZNX:|| > 53)

Pt P +P3+P4~|—P5 + Pg, h (A49)

where t = max{t; + t2,t3}

We let 01 = 03 = BM (az + syMe) and 6y = Be(ag + s, Me), then it can be verified that
the probability Py, Py and Ps tends to 0 under € = O,(n~"2 4 p~1/2(logn)/?). Next, we
look at P;, P3 and P5 to determine t1, to and t3 separately.
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For Py, as [y; —V'{(n*)" Z;}]U; is independent mean 0 sub-exponential random variables
and |ly; — V{(n*)"Z;})Ujx||,, < 2M?, by Bernstein inequality, we have

(1 —61)* t1— 6
( Z\yz—b/ N Z Uik > t1 — 51>§2exp{—M"m1n< or - o )

Then applying union bound inequality, we have

1 n
Pl i = V{(")TZi} 0| >t —
< - ;:1 lyi =0{(n")" Z:}U|| =t 51)
<t =01)* =4
< 2Kexp{—M”m1n< o oz )

so at t1—0; = M?n~1/2, the probability P; tends to 0. Using similar techniques, we can show
that at to — 8y = Men /2, the probability P3 tends to 0; at t5 — &5 = M2n*1/2(logp)1/2,
the probability Ps tends to 0. Hence at

t = Inax{t1 + tg,tg}

M? M
= max {\/ﬁ + BM(az + syMe) + T; + Be(ag + sy Me),

1
%&b + BM (as + SnME)} ,

M2

the probability (A49) tends to 0. As t3 dominates t; + t2 in the above expression, we

eventually have
lo logn
o, ( [logp . [log ) ,
n p
which completes the proof for condition (i).

Proof of Condition (ii). To show condition (i7) in Lemma 7 holds, we use a similar
technique as in proving condition (i) and decomposing the probability as follows. Recall
that 7% = (1, —(w*)™)T and the two sub-vectors of w* are denoted as w; = (w3, ..., w;)"
and wy, = (wpiq,..., wy, ;)" Denote 77 = (1, —(wy)")" = (1, —w3,..., —wy)".

(s g
o g

%Z V() 22

(T V(") Z:} Z: 2}

SRS

D (TN ZY 22T~ Eye
i=1

1

7

Z Tb/l Z }U XT
i=1

3\'—‘

1 & N
LS g ' 20T~ B
i=1




HI1GH-DIMENSIONAL INFERENCE FOR GLMSs wiTH HIDDEN CONFOUNDING

+
e
Vv

— Z )T {(n*)* Z Y UUF — B,
- Z V() 2y X UT - By li >

- Z V{2 X X — By [Tll zn:(T;)Tb/,{(n*)TZi}XiXiT]

(wZ)Tb”{(n*)TZi}ﬁiﬁf]

)
:
g

1
SHRS
<
Il 3
—_

+
g

_|_
~
/—\/\/\/—\/—\

v

(T;‘)Tb”{(n*)TZi}XiUf]

=1

<P %Z(wZ)TbH{(n*)TZi}ﬁiXiT — By ("UZ)Tb"{("?*)TZi}ﬁiXiT} >ty — 54)

i=1 o
+P||= Z (") Zi} = V(") ZUX]
~Ey :<wu> V()" 2} - b”{(n*)TZi}]UiXﬂ =)
P ( - Z V(") ZAOUT — [(w;)Tb"{(n*)Tzi}mﬁﬂ > 15— 55>
+P ( — Z TR (") 2} — V" {(n*)* 2} U;UF
~Ey :<wu> V() Ziy = 0" 2007 || = 6s)
+P(Z VTV { ()" Z} XU — %Z T ( Z}XUT] 2t6—66>
+P ( ; Z W) 2} — V) ZHXTT

,'7*

% S (E) W)z} - b//{(n*)TZi}]XiﬁiT]
=1

> 56)

n

+P ( %Z(T;)Tb”{(n*)TZi}XiXiT — B iZ(T;)Tb”{(n*)TZi}XZ-XiT] >ty — 57>
i=1 i=1 -

o ( %Z(Tc}“)T[b”{(n*)TZ'i} —V{(n")" Z} X X
=1

1 . * * y *
—En- | S (F) {2} - v {(n )TZi}]XiXiT] > 57>
i=1 o]
=R+ Ro+ R3+ Ry + Rs + Rg + R7 + Rg, (A50)

where t = max{t4, t5,ts,t7}.

Similarly as in proof of condition (i), we let max; [|Ui — Uflloo = 1 Zi — Ziljoo = €
with € = Op(n~"/2 + p~1/2(logn)'/?). From Assumption 2, we have b"{(n*)*Z;} € [0, B],
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(7)™ X;] < 2M and as a result, |(w})"U;| < K||w*||oo (M +e¢). In addition, |b"{(n*)*Z;} —
V") 2} < {7 2 ()T (Zi — Zi) < Blag + sy Me).
We let

04 = 2BM (ag + syMe){K||w*||oc(M +¢€)};

05 = 2B(M + €)(ag + syMe){ K ||w* || (M +€)};
06 = 4BM (M + €)(a + spMe);

67 = ABM?(ay + s, Me).

It can be shown that Ra, Ry, Rg and Rg tends to 0 under € = O,(n~"/% 4 p~1/2(logn)'/?).
Then we determine t4, t5, t¢ and t7 such that the probability (A50) tends to 0.
For Ry, as (w})""{(n*)" Z:}U; X;; — E,[(w?)"0"{(n*)" Z;}U; X;;] is independent mean
0 sub-exponential random variables and
[(wy) "0 {(n")* Zi Ui Xij — Eye[(wy) V" {(n")" Zi}Ui Xi5]ll o,
< 2BMK||[w*||oo(M + €) =: M.(M + ¢),

where we denote M, = 2BM K ||w*||o for notational simplicity. By Bernstein inequality,

we have
>ty — 54)

( Z‘ D) 230X — Epe[(w}) V' {(0")" Zi} Ui X

- ty — 04)? ty — 04
< 2 _M// ( .
= exp{ — <M3(M+e)2’Mg(M+e)2 "

Then applying union bound inequality, we have

< Zt4—54)
- ty — 04)? ty — 04

<2 _M// (

= pe"p{ m‘“(Mz<M+e)Q’Mz<M+e>2 o

so at ty — 04 = M.(M + e)n~/?(logp)/?, the probability R; tends to 0. Using similar
techniques, we can show that at t5 — 05 = 2BK||w* oo (M + €)?n~1/2, the probability R
tends to 0; at tg — d¢ = 4BM (M + e)n_1/2, the probability Rs tends to 0; at t7 — d7 =
4BM2n*1/2(logp)1/2, the probability R7 tends to 0. Hence at

n

% Z Tb// Z }U X; — E' [( )Tb”{(n*)TZz‘}ﬁiXi]

t = max{t4, t5, t6, t7}

— max {MC(M +e)n2(log p) /% + 2BM (as + sy Me){K||w*||oo(M + €)},
2BK ||w* |00 (M + 6)27171/2 +2B(M + €)(az + syMe){ K ||lw*||oo (M +€)},
ABM(M + €)n™ Y2 + 4BM (M + €)(ag + s,Me),
4ABM*n~Y%(log p)V/? + 4BM?*(ag + s,Me) },
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the probability (A50) tends to 0. Since ¢7 dominates t4, t5 and tg, we have

LS ) 2 2T

n “—

lo logn
=0p< CL )
n p

This completes the proof for Condition (7).

;Z(T*)Tb"{(n*)TZi}ZiZ?]

=1

o0

G.2 Proof of Lemma 9

In this proof, we denote
S (A=) Z{(n") Z:} 2 (")

We continue to use the notations and results defined in Appendix D.1. Recall we define
D(n,n*) = (n —n*)™{VIi(n) — Vi(n*)}. To show (A1l5), we consider the difference of
D(n,n*) and H, and apply the mean value theorem with n = &n + (1 — §)n* for £ € [0,1]
to get

DG, 0) — Hy)

= | ) VI) ~ Vi)~ LSV 2 ) 2 2 )
=1

= |h-n")" Zb" Z}ZZT](A n")

= %Z[b/,(f]rrzz) _b”{(n*)TZz}]{ZZT('f)—T]*)}Q
i=1

LS 2 2 - )

i=1

< B (A51)

o

1 n
< B|- Zb”{( V' ZHZE =Pl =0 max (2]
lo logn logn
e ({5 ) (e )

where the inequality (A51) is based on Assumption 2(3) that [0"(t1) —b"(¢)| < Blt1 —t[b"(?)
with t; = 7 Z; and t = (9*)"Z;. The last inequality (A52) is from the estimation error
bound in the proof of Theorem 2 that |5 — n*||1 < s,(n""/2(logp)'/? + p~1/2(logn)'/?)
and from the result derived from Proposition 1 that max;||Zillcc = M + Op(n—"/? +
p~'/2(logn)/?). Under the assumption that s,(n~/2(logp)'/? + p~1/2(logn)'/?) = o0,(1),
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we have
logp logn 1 logn
Hy{1—s + M+ —+
"{ "( n p vn P
< ocs, <logp+logn>’
n

where the last inequality is by combining (A12) and (A14). Therefore

lo logn
Hn:op{sn( ED . LB )}

The two inequalities (A16) and (A17) are shown to hold in Appendix D.2. Hence the proof
for Lemma 9 is complete.

A
S
3
S
.

G.3 Proof of Lemma 11

As shown in the preliminaries, we have
1 & . ) 1 & . ..
Vi) = > {—ui+ V0" Z)}Zi, V) = > {-vi+ V' (" Z)} 22
i=1 =1

Proof of Condition (iii). For condition (iii), we apply mean value theorem with 1 =
En+ (1 —&)n* for £ € [0,1], the left hand side is equivalent to

(7 {VU#H) = Vi) = V(") (5 — ")}
(77) "

= V)~ VA0 - )
= LS E) ) ZNE - ) () 2
=1
< B! 5(77—n*)TZib”{(n*)TZi}ZiT(ﬁ—n*)‘m?X!(T*)TZ\ (A53)
=1
logp  logn 1 [logn

where the inequality (A53) is based on Assumption 2(4) that [b"(t1) —b"(¢)] < Blt1 —t[b"(?)
with ¢; = n"Z; and t = (n*)" Z;. The last inequality (A54) is from the (A15) of Lemma 9
and from the results of Proposition 1.

As n,p — oo, under the scaling condition that (s, V 577)(71_1/2 logp+p~'/?n'/21logn) =
op(1), we have condition (7ii) holds as
Val(T)H{VI(R) = Vi) = V(0" ) (7 —n7)}]
1 1 1
(2202 [ 3 )

= o0p(1).
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Proof of Condition (iv). We multiply n'/2 to the left hand side of condition (iv) and
apply mean value theorem with 7 = &1 + (1 — {)n*. Then we have

n2|(# — ) T{VI(R) — VI(n*)}]

=n'/2|(F — )" [711 Y VA Z) =) Z)} 2
=1

1 — e o
=n'2|=> V(0" Z) (7 - 1) Zi(0 — ") Zs
=1

n 1/2
<l | LS ) 2 (b — w) T /
1 & - . M2
S AR A (TR AL (A55)
=1
o (5 B o (5 )
0oy o) (ML ) o), (A57)

where (A55) is by applying Cauchy-Schwarz inequality, (A56) is from the (A15) and (A16)
in Lemma 9 and (A57) is from the condition (s, V s,)(n""/2log p+p~/2n'/2logn) = 0,(1).
This completes the proof of Lemma 11.

G.4 Proof of Lemma 12

According to the definitions in the preliminaries, we have

(= V) T ) 2

= %Z(r*)TZi[—yi ) 2] (L)
=1

LS B+ ) 20
=1

+ %Z(T*)Tzi[b/{(n*)TZi} —V{(n")" Z}](L;)
i=1

n

= ) Bl 4 0 2 T )
=1

£ @) (@ - U+ ¥ {7 2] )
=1
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+ % S (T Z{(n") Zi} — V() Z) ()
=1

+ % > (W)™ (U = U)W {(n*)" Zi} = ¥ {(n")" Z:})(T50) "
i=1

=:G1+ G+ G3+ Gy

Because |(7*)" Z;| is bounded, [—y;+V'{(n*)" Z;}] is sub-exponential from Assumption 2,
the term (7*)"Z;[—y; +b'{(n*)* Z;}] (Ig|c)*1/2 are independent and has finite moments. We
apply Berry-Esseen Theorem and show that G; —4 N(0,1)

For G2, we apply similar techniques as in the proof of Lemma 7 condition(i) by Bern-
stein’s inequality and it can be verified that

o _— L 1 logn
Ga = Do) O~ U)o+ Vo 2050 = 0y (ﬁ* v )

As a result of Proposition 1, we have

n Vn P

i=1

Gy = 1S (2 () 20} — W 2N ) = 0, (1 n 10g”> |

=1

Under the scaling condition that n,p — oo and (s, V sn)(n_l/2 logp+p~'n'/?logn) =

op(1), we show that Gy —, 0, G3 —, 0 and G4 —, 0. Applying Slutsky’s Theorem, we
have

1 . * y * y * O\ —
- D ) Zi[—ys + V{(0") Zi}](L50) T —a N(O, 1),
i=1
This completes the proof of central limit theorem for the score function.

G.5 Proof of Lemma 13

In this proof, we will show the partial information
I = EW"{(n")" Z:} Di{ D; — (w")"M;}],
is consistently estimated by

. 1 — s o
Loe = - > V(A" Z;)Di(D; — @ M;).
=1
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To see this, we write the difference between them as
f I _ l - y! ATZ" DQ_Eb// T 7. D2
oi¢c —loe = nz (0" Zi)Dj — Elb"{(n")" Zi} Dj]
i=1

1 & e . .
+— D V(0" Z)w  MiD; — E"{(n*)" Zi} (w*)" M, Dj]
=1
= L1+ Ls.

For L, we decompose it into
- 1 " /1 (AT r; 2 1/ * 2
Ly = nz;b (0" Z:)D; — E"'{(n")" Z:} D;]
1 n
= =Y V¥{(m")"Z}D; - EW'{(n")" Z:} Dj]
gt
1 -~ * > *
+ Y W) 2} = V(") Z:}]D}
i=1

1 o o
S ) V(") 2102
i=1
= L1+ L2+ Lis.

Applying similar techniques as in the proof of Lemma 7 condition (ii) by Bernstein inequal-
ity, we can show that

1 ¢ 1
L — = b//{( *)Tzi}DiQ_E[b//{( *)TZl}DZQ]:O .
=13 : ()

As a result of Proposition 1,

s = S0 2} ) Z10% = O (wlﬁ ' ﬁ) |

Using the estimation consistency results in Theorem 2, we have
n

Lis = S W07 2:) - ¥'{(n") Z:}| D2

n-
1=

= ooy ) (s 2 )

Under the condition that n,p — oo and (s, V 85) (n™/2logp + p~'n'/2logn) = 0,(1),
we have

Li=Li1+Lis+ Lz = Op(l). (A58)
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For Ls, we decompose it into

1 <& ) .
Ly = EZb”(f/TZi)uETMiDi—E[b”{(n*)TZi}(w*)TMZ-Di]
=1

1 & ) )
= —g b"(ﬁTZi)('Liz—w*)TMiDi
n
i=1

PN " 2) — (") 2] w) D,
i=1
FL S ) 23 ') NLD: — B {(n°)" 2} (") M D]
=1
= La1 + Loy + Lag3.

We apply Holder’s inequality on Lo; and get

In = V02— w') VLD,
i=1
Lo 12 (1 n 1/2
< - (AT 7. A YT A2 - 1 (AT 7 \ )2
< Ay wae - wrmny| {33 werzn]
1 1 1/2 1 1 2
ogp ogn ogn
< Sn V S + >} M+ — + A59
{( ! )< n p ( v P > (459)

where the inequality (A59) is from the the equation (A17) in Lemma 9 and similar arguments
as in bounding Lis + L;3.

For Loy, we apply Assumption 2(3) that [b”(t;) — b"(t)] < Blt; — t|b"(t) with t; = §" Z;
and t = (9*)"Z;. Then we apply Hélder’s inequality and have

L = 3G Z) ~ 1) 2w NLD,
=1

1 . * y ~ * y * y
< ;Zb/'{(ﬂ ) Zi} (0 — ") Zi(w*)" M;D;
=1

i 12 . 1/2
< [:L S V) ZH 0 - n*)Tz'ﬁQ] [711 S (") 22} { (") MY D?
i—1 i=1
" 3/2
< {Sn <lo§p N lo;g;n)} <M n \/15 " 10}%”) (A60)

where the inequality (A60) is from the results (A15) in Lemma 9 and from similar arguments
as in bounding L.
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For Los, we follow the similar arguments in bounding L1; and get

Ly = % > V{(n*) Zi}(w*)" M D; — E[W"{(n*)" Z;}(w*)" M;Dj]
=1

< 1 loen (A61)
np

Under the condition that n,p — oo and (s, V s,) (n"/21logp + p~'n'/?logn) = o0,(1)
and (A59), (A60), (A61), we get

Lo = Loy + Log + Log = Op(l) (A62)

Combining (A58) and (A62), we have

Igic — Ijie = 0p(1).

This completes the proof of Lemma 13.
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